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Abstract
To address the challenge of visualizing and work-

ing with the massive amounts of digital data produced
today, large, high-resolution visualization systems have
been developed that present information to users at
scales beyond what is possible with traditional com-
puting systems. While these systems provide an excel-
lent resource for handling substantial visual datasets,
they also present an interesting challenge when consid-
ering effective methods for user interaction. Because
standard desktop interfaces do not inherently scale up
for practical use in these large environments, herein we
look at a human-centric approach for designing inter-
faces and present a survey of interaction techniques that
have been developed for leveraging the large physical
and visual space afforded by these systems. We observe
how these various approaches account for the needs
and facilities of the human within large-scale interac-
tion spaces and consider possibilities for new interfaces
based on emerging technology trends.

1. Introduction

With the ever-growing amount of digital data pro-
duced every day, the question arises of how to ef-
fectively visualize, consume, and analyze these data.
Large, high-resolution visualization systems offer a
unique platform for tackling this problem. These sys-
tems typically consist of an array of digital projectors
or monitors combined into an immense display space
aimed at presenting visual information to users at scales
not possible with traditional computing systems.

The substantial space provided by large-scale dis-
plays offers many advantages when dealing with mas-
sive amounts of visual data but also raises interest-
ing new challenges when considering how to effec-
tively interact with these “human scale” systems [3].

Typical desktop computing interfaces employ a “win-
dows, icons, menus, pointer” (WIMP) design accompa-
nied by the time-honored keyboard and mouse, but un-
fortunately this tried-and-true interaction method fails
to scale up and leverage the available space. Effec-
tive interfaces for these systems cannot simply evolve
from scaling up existing techniques, but rather they
must harness the natural tendency of humans, as spa-
tially located creatures, to explore and operate within
space [35].

Interaction design for large, high-resolution display
systems must not only leverage the affordances of the
technology but also consider the needs and facilities
of the human. This design strategy, known as human-
centered design, is defined by the International Orga-
nization for Standardization (ISO) as an “approach to
systems design and development that aims to make in-
teractive systems more usable by focusing on the use of
the system and applying human factors/ergonomics and
usability knowledge and techniques” [28]. Applying a
human-centric perspective to the design of interfaces for
large-scale visualization systems provides guidance for
developing usable, effective interaction techniques.

This paper explores various approaches that have
been developed for interacting with large display sys-
tems, focusing on human usability. We will begin with
an overview of large, high-resolution visualization sys-
tems, identifying both the usability benefits and inter-
action challenges that have been observed when using
these systems. We will then discuss two specific inter-
action themes that arise in discussions of interface de-
sign for these systems: embodied interaction and ubiq-
uitous computing. This will be followed by an in-depth
investigation of multiple categories of interaction tech-
niques focusing on how they rely on embodied interac-
tion and ubiquitous computing to provide effective in-
terfaces. Finally, we consider opportunities for future
research based on emerging technology trends.
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2. Large, High-Resolution Visualization
Systems

Large-scale visualization systems have been in ac-
tive development for over two decades. One of the first
such systems to gain popularity was the CAVE Auto-
matic Virtual Environment (CAVE) [15]. The original
CAVE system consisted of a cube-shaped room made
up of 3-meter by 3-meter rear-projection screen walls.
While this system provided an impressive immersive
experience, it suffered from the limited display reso-
lution of the projectors. Since then, various CAVE
systems have emerged, such as the NexCAVE, which
are powered by multiple LCD display panels providing
vastly increased pixel density [19].

The NexCAVE represents just one of many visu-
alization systems that have adopted the approach of
combining multiple commodity displays into a uni-
fied visualization platform [20]. Beyond benefiting
from improved maintainability and increasingly afford-
able components such as desktop computer monitors or
high-definition television displays, these tiled display
systems aim to provide unprecedented pixel real estate
for visualization tasks. Over the past decade, various
frameworks have emerged for driving the clusters of
computers powering these pixels, such as SAGE [54],
CGLX [21], and DisplayCluster [33]. These frame-
works provide different approaches for delivering vi-
sual content to the displays and managing a variety
of input devices used to interact with and manage
the content displayed. With multiple software frame-
works available and established methods for construct-
ing tiled display systems [44], researchers have been
able to develop impressively large visualization sys-
tems. Currently, the world’s highest resolution tiled
display system, Texas Advanced Computing Center’s
Stallion (Figure 1), features a 16× 5 array of 30-inch
Dell LCD monitors for a combined resolution of 328
megapixels [66].

As large display systems continue to appear in
more and more environments, numerous applications
have been developed that aim to take advantage of
the immense physicality and high visual detail af-
forded by these systems. Such applications range from
digital brainstorming [24] to visualizing and compar-
ing high-resolution multi-spectral and geospatial im-
agery [50, 73] to interactive museum installations [1],
among many others [45]. These applications target a
unique platform that provides various usability benefits
but also results in a number of interaction challenges
compared to that of a typical desktop or laptop com-
puter system.

Figure 1: TACC’s Stallion, the world’s highest resolu-
tion display system weighing in at 328 megapixels [66].

2.1. Usability Benefits

Large, high-resolution visualization systems pro-
vide unique opportunities for enhanced usability due to
their high visual resolution and the substantial physical
space available around them. Space plays a vital role
when interacting with these systems, both in terms of
the floor space in front of the display in which users can
act and the screen space used for displaying visual infor-
mation. Because of our physical presence in the world,
the way in which we manage the space around us is “an
integral part of the way we think, plan and behave,” al-
lowing us to simplify choice, simplify perception, and
simplify internal computation [35].

The high resolution afforded through these display
systems naturally presents a “focus+context” interface
to the user. A user can easily focus on the details of a
specific region by moving closer to the display and then
simply step back to obtain an overview of the entire vi-
sualization. This natural interaction scheme allows a
user to maintain an understanding of the context of spe-
cific details within the larger visual space because of the
continuous transition between the two. Focus+context
interfaces have been shown to provide both better per-
formance and higher subjective satisfaction compared
to other techniques such as overview+detail and zoom-
ing/panning which involve a visual disconnect between
the detail and overview viewpoints [10].

Utilizing this focus+context interaction technique
involves physically navigating the space in front of the
display, and numerous studies have revealed the ben-
efits of such navigation compared to virtual navigation
techniques such as zooming and panning. Ball et al. per-
formed user studies comparing the use of a tiled high-
resolution display with that of a standard monitor and
found that users were able to find and compare targets
faster within a visualization of finely detailed data when
using the larger display [5]. The participants preferred
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using physical navigation with the large display as op-
posed to virtual navigation with the small display which
resulted in loss of context and increased frustration.

In a similar experiment, user performance was
studied using a range of tiled-display sizes [8]. The
study found that as display size increased (i.e. ad-
ditional display columns were added) virtual naviga-
tion decreased and performance times improved. The
larger displays provided more overview and details at
once which helped to guide physical navigation. Partic-
ipants again preferred physical over virtual navigation
and were observed to first physically navigate as much
as possible before resorting to virtual navigation.

Additional studies have shown that users also bene-
fit from the increased visual space of large displays. Tan
et al. performed multiple experiments comparing the
use of a standard desktop monitor to a large wall-sized
display while positioning participants so as to keep the
same visual angle between both displays [65]. They
found that users performed better on spatial orientation
tasks such as 3D navigation and mental map formation
and memory which they attributed to the ability of the
large display to immerse users within the problem space
and bias them into using more efficient cognitive strate-
gies.

Andrews et al. also observed cognitive benefits of
increased display space with users of a large, high-
resolution workspace [2]. They observed how partici-
pants used the large space to support external memory
and organization. The visibility and persistence of ob-
jects in space provide cues to the user that aid in retriev-
ing information, and the high-resolution of the display
provides quick access to highly detailed information, re-
quiring the user to remember less. The user benefits
from reduced cognitive load as fewer context switches
are needed when large amounts of information are avail-
able at a glance. The large display space also promotes
arranging on-screen items, providing users a “semantic
layer” in which they can encode additional meaning in
the spatial relationships between these items.

2.2. Interaction Challenges

While the increased space made available through
large, high-resolution visualization systems can en-
hance how we perceive visual information, it also
makes these systems challenging to control and inter-
act with. Kenneth Moreland points out the irony of how
large-format display systems aim to increase the data
flow from the computer to the human yet tend to simul-
taneously reduce the data flow from the human to the
computer [40].

Various studies [16, 45] have identified multiple

challenges faced when interacting with large, high-
resolution display systems, which we summarize here:

Losing track of the cursor. In order to quickly tra-
verse a large screen space and avoid having to
repeatedly clutch and reposition the input device,
higher cursor acceleration is typically used. This
increased acceleration makes it difficult to keep
track of the cursor during movement. A station-
ary cursor also poses a problem as it can be hard to
find the cursor in such a large visual space.

Reaching distant objects. With increased screen real
estate it becomes harder and more time-consuming
to reach distant objects and move objects across
the entire screen.

Managing space and layout. Increased display size
results in increased space available to position on-
screen items. It can become difficult to mentally
keep track of everything that is happening on the
screen at once and can result in complex multi-
tasking behavior. With tiled-display systems the
display bezels can also result in visual discontinu-
ities and complicate layout management.

Failing to leverage the periphery. Larger displays of-
fer a much larger periphery that can be leveraged
to support user activities in ways not possible on
standard displays.

Transitioning between interactions. Users may want
to work up close to the display when investigat-
ing details but then interact from a distance when
performing tasks involving an overview of the vi-
sualization. Ideally, interaction techniques should
be able to support a smooth transition between in-
teractions for up-close and distant tasks.

Moreland claims that “not until we discover appro-
priate interaction paradigms will large-format displays
become truly useful” [40]. With unique challenges to
address and the potential for improved visualization
workflows, large display systems present an interest-
ing opportunity for studying and developing human-
centered interfaces.

3. Interaction Themes

The availability of increased interaction and visual-
ization space provided by large, high-resolution display
systems sets these systems apart from standard comput-
ing interfaces. Andrews et al. observe that these sys-
tems are “human scale” and thus the physicality of the
human body is an important element when considering
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interaction [3]. Understanding how humans, as spatially
located creatures, can utilize this space to effectively in-
terface with the system presents an interesting research
challenge. Here we explore two interaction themes that
arise in discussions of interface design for large-scale
visualization systems: embodied interaction and ubiq-
uitous computing.

3.1. Embodied Interaction

Paul Dourish presents one definition of embodied
interaction as “interaction with computer systems that
occupy our world, a world of physical and social real-
ity, and that exploit this fact in how they interact with
us” [22]. Embodied interaction stresses the connection
between the physical body and the mind and focuses on
how humans generate and communicate meaning and
understanding through physical interactions. Interfaces
that utilize embodied interaction principles aim to en-
hance performance and insight by exploiting embodied
resources such as motor memory, proprioception, spa-
tial memory, peripheral vision, and optical flow [6, 7].
Research into the use of large, high-resolution visual-
ization systems has revealed various ways in which hu-
mans benefit from the use of these embodied resources.

Ball et al. propose that the performance benefits
they observed due to physical navigation give support
for embodied interaction theory; users understand the
display as a physical real-world object in their interac-
tion space that they can navigate with respect to [8].
“By better utilizing embodied resources such as spatial
memory, proprioception, and optical flow, people can
more efficiently navigate large information spaces with
less disorientation, thus enhancing performance by alle-
viating the cognitive resources to focus on the analytic
task at hand” [6].

Andrews et al. claim that large displays also help
to ease cognition by enabling users to arrange objects
in space and use the perceptual system to recognize
meaning in arrangements of objects rather than having
to memorize these characteristics and relationships [2].
They note that the ability to arrange objects also har-
nesses the brain’s ability to encode location information
alongside non-spatial information such as text.

Beyond the cognitive benefits seen as large display
users take advantage of space, various interaction tech-
niques and devices also aim to leverage users’ embod-
ied resources. For example, devices that enable the user
to interact with on-screen virtual items by touching or
pointing at them present a natural interaction approach
that mimics how humans interact with physical objects
in our everyday lives. This approach attempts to make
these devices and interactions easier to learn how to use

by building upon our experience with using our bodies
to interface with the physical world [4].

3.2. Ubiquitous Computing

Mark Weiser proposes that “the most profound
technologies are those that disappear,” enabling us to
use them without thinking and focus beyond them on
new goals [71]. By providing multiple intuitive ways
to interface with computing systems that integrate with
our environment, we can be empowered to more easily
perform tasks and worry less about the specific tech-
nologies involved in these tasks. Ubiquitous computing
is the concept that computing devices can be located
anywhere and everywhere and can take make different
forms, embedded into the natural human environment
so that they are both “invisible” yet always accessible.

Large, high-resolution visualization systems have
the potential to be an important component involved
in ubiquitous computing environments. As these sys-
tems present a large space for non-conventional inter-
action, users can leverage multiple devices of various
form factors that provide different modalities for inter-
action. In the literature this form of interaction is of-
ten referred to as “multimodal” interaction. Various re-
search projects have developed multimodal interaction
environments, such as the Stanford iRoom [32] and the
WILD Room [11], that utilize large displays systems
along with a combination of devices used to both con-
trol on-screen contents as well as supply new content
to be displayed. These environments are meant to be
highly collaborative and invite multiple users to interact
with the system together using the interface that best
suits their current task.

The themes of embodied interaction and ubiquitous
computing provide insight into how technologies and
interfaces to these technologies can be designed so that
humans can use them as effectively as possible. Such
interfaces must leverage our understanding of how we
interact with the physical world and integrate into this
world as seamlessly as possible.

4. Interaction Techniques

The increased physical presence of large display
systems poses an interesting challenge when consider-
ing effective methods for interaction. These systems are
inherently different from standard desktop displays, and
thus standard desktop interaction techniques can prove
inadequate. The keyboard and mouse have long been
staples of desktop computing, optimized for the tradi-
tional “windows, icons, menus, pointer” (WIMP) user
interfaces found on all modern consumer operating sys-
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tems. Unfortunately, applying this approach to large-
scale display systems restricts the user from moving
around in the physical space, which is one of the major
benefits of these environments. The mouse is limited
to 2D movement and provides only a small number of
input buttons, whereas humans can perform many more
complex gestures with their bodies (e.g. pointing, press-
ing, grasping, rotating, snapping, and other movements
in full 3D space). Traditional input devices prohibit
users from taking full advantage of the 3D interaction
space available with large visualization systems.

As such, new forms of interaction are required to
fully realize the potential available through these sys-
tems. Interfaces for wall-sized displays have been a
topic of research since the early 1990s when researchers
at Xerox PARC developed Liveboard [23], a large inter-
active display designed to support collaborative group
meetings and presentations. The Liveboard system acts
as a digital whiteboard which allows interaction through
a stylus, enabling users to digitally draw on the board
and interact with on-screen items. With the goal of en-
abling anyone to easily walk up and start using the sys-
tem, Liveboard represents one of the first attempts at
exploring large display interfaces with a specific focus
on human usability.

In the remainder of this section we explore vari-
ous interaction techniques that have been developed for
interfacing with large-scale visualization systems. We
observe how different techniques attempt to address the
interaction challenges inherent in these non-traditional
workspaces and how they incorporate the concepts of
embodied interaction and ubiquitous computing to en-
hance the user experience.

4.1. Pen Input

As we saw with Liveboard, pen-based input was
one of the earliest forms of interaction developed for
large-scale display systems. Pen input is designed to
provide direct interaction with the screen and can be
seen as a natural evolution of the WIMP paradigm ap-
plied to larger displays. Rather than using a mouse on
a fixed surface, pen input enables the user to control
the pointer of a WIMP-style user interface by operating
directly on the display, leveraging the physical space
available. It provides a very simple and natural means
of interaction that can easily be adopted by users be-
cause of the familiarity with analog pens used in every-
day tasks.

While the general concept of pen-based input is
simple enough, various usability issues arise when put
into practice. Elrod et al. designed the Liveboard pen
with several input buttons, much like those found on

Figure 2: Using the FlowMenu to perform a zoom
command via a continuous pen stroke. (Figure taken
from [25].)

a standard mouse, but observed that users found these
buttons to be awkward and avoided using them. This
led to the conclusion that input should be based solely
on the pen’s position and when it comes into contact
with the screen. Reducing the physical input channels
in this way means that either the graphical interface dis-
played must provide additional options for triggering
the various functions and states previously performed
through the buttons, or new approaches, such as gesture
interpretation, must be implemented.

4.1.1. Minimizing Visual Clutter. Attempting to fol-
low the WIMP paradigm for pen input could result in a
multitude of on-screen widgets needed to perform vari-
ous functions. These widgets add undesired visual clut-
ter to the display and quickly become cumbersome to
reach for and activate via the pen. In an effort to address
these issues Guimbretière et al. developed the Flow-
Menu [25], a visual command-entry system that pro-
vides a minimally invasive graphical interface for flu-
idly performing a number of functions with simple pen
strokes. The FlowMenu is presented as a radial menu
that provides a hierarchy of options which can be tra-
versed and activated by drawing pen strokes through
the desired menu items (Figure 2). Rather than having
a collection of graphical widgets continuously clutter-
ing the screen, the FlowMenu condenses the necessary
commands into a minimal interface that is optimized
for pen gestures and only presented when needed. As
users become more familiar with the system they can
even rely on motor memory to perform “eyes-free” in-
teractions for commands involving simple sequences of
strokes.

FlowMenu presents a clever evolution of menu-
based interfaces that is well suited for pen-based input
and applications dominated by a focus on visual con-
tent where obstructions should be minimized. How-
ever, it also suffers from various limitations such as vi-
sual obstruction by the user’s hand and inaccessibility
when activated near screen borders. As visualization
systems continue to grow in scale, the localized inter-
action method provided by FlowMenu fails to scale ac-
cordingly as items that are out of reach of the user can-
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Figure 3: Using Gesture Select to select distant objects:
User identifies a distant target to select (1), draws an ini-
tial stroke in the general direction of the target (2a), con-
tinuation marks appear on the targets (2), user contin-
ues the initial stroke by drawing the continuation mark
of the desired target (2b), the target is selected on pen
up (3). (Figure taken from [14].)

not be easily accessed.

4.1.2. Reaching Distant Objects. Several approaches
have been taken to address the issue of pen-based ac-
cess to distant objects on large displays. With the vac-
uum [12], Bezerianos et al. provide a virtual “vacuum
cleaner” that brings toward it on-screen items that reside
within the arc of influence centered at the point of invo-
cation and spanning the entire display. Users invoke the
vacuum by touching the pen to the screen and drawing
in the direction in which the arc should extend, after
which the arc can be expanded or redirected by further
drawing. Once the arc is defined, scaled-down prox-
ies of the items residing within the arc are brought into
arm’s reach of the vacuum, allowing users to then select
an item via its proxy. Bragdon et al. present a similar
arc-of-influence technique called Gesture Select [14].
Gesture Select allows the user to select a distant object
by drawing an initial stroke in the general direction of
the target followed by the “continuation mark” corre-
sponding to the desired target, as detailed in Figure 3.

User experiments revealed that both of these tech-
niques are able to reduce the amount of time required to
select distant objects as compared to unaided selection
where users had to physically move first before being
able to select the target via pen. This result comple-
ments the observation that users prefer to move as little
as possible to select remote items, even if the selection
method incurs a slight overhead.

While these techniques can provide improved se-
lection time of distant objects, various issues suggest
that on-screen pen input does not provide an ideal in-
terface for working with items spread across large dis-
plays. With Gesture Select, users found it difficult to
determine which continuation mark was needed when
the desired target was either too small, too far away, or
too close to other targets, resulting in increased selec-

tion time and higher error rates. Additionally, as the
vacuum technique gathers scaled-down proxies of on-
screen items it changes the scale and spatial arrange-
ment of the visualization; this can be disorienting and
possibly negate the benefits of arranging items across a
large spatial canvas to take advantage of visual cues and
spatial memory.

The fidelity available through direct pen-based in-
put lends itself more useful for localized interactions
where a user is focused on up-close details within a spe-
cific region of the display. As such, pen input is per-
haps best suited as a technique that complements other
approaches which enable easier interaction with the vi-
sualization at larger overview scales.

4.2. Touch Input

Similar to pen input, touch-based input provides
direct interaction with screen content but removes the
need for additional devices such as pens. Whereas pen
input is limited to a single point of contact and possibly
a set of buttons, touch input can leverage the complex
movements that can be performed by the human hand.
Multi-touch input, in which gestures can involve multi-
ple fingers rather than just a single touch point, can en-
able a multitude of interactions. By allowing direct ma-
nipulation of on-screen objects, touch input leverages
our familiarity with real-world interactions, making the
experience seem almost instinctual. However, because
touch input enables such a wide range of possible inter-
actions, there is still much research to be done regarding
the best practices for designing intuitive touch-based in-
terfaces [27].

4.2.1. On-Screen Touch Detection. Numerous ap-
proaches have been developed to enable touch-based
input on large-scale display systems. Ringel et al.
implemented a touch input system for back-projected
SMARTBoard displays using behind-screen infrared
(IR) illumination and a video camera equipped with an
IR filter [55]. When a user touches the front of the
screen, her fingertip reflects the IR light which is then
visible within the video feed and processed to deter-
mine the touch location. Because this solution only
works with projection-based displays, a different ap-
proach is required to enable touch interaction on tiled-
display systems. One method of doing this is to arrange
an array of cameras along the plane of the display. The
t-Frame [61] system uses the known locations of these
cameras and background subtraction-based image pro-
cessing to triangulate the position of multiple fingers on
the display surface (Figure 4).

Schick et. al present an interesting extension of this
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Figure 4: Touch detection via camera-based finger tri-
angulation. (Figure taken from [61].)

camera-based approach by generating a full 3D recon-
struction of the space in front of the display [58]. By
performing voxel analysis on the scene captured by the
cameras they are able to not only receive touch input
but also provide users the ability to continue pointing
at objects after their finger has left the display surface.
Users found that this approach made it much easier to
access all parts of the screen, alleviating one of the main
drawbacks when using touch input on large displays.

Unfortunately, camera-based touch systems require
calibration and can suffer from low precision due to the
limited resolution of the cameras. A solution to these is-
sues has emerged recently that involves the use of touch
detection “frames” developed by companies such as PQ
Labs. The PQ Labs Multi-Touch Wall [52] frame can be
installed along the edges of displays up to 500 inches
diagonal and can detect up to 32 touch points simultane-
ous with an accuracy of 3 millimeters. The frame con-
tains thousands of embedded IR LEDs with correspond-
ing IR sensors to determine touch locations based on the
obstructions of the IR beams. The precision available
with these frames nicely complements high-resolution
display systems, enabling users to interact with small
objects and fine details on the screen [72].

4.2.2. Off-Screen Touch Surfaces. As with pen in-
put, on-screen touch interfaces do not easily allow for
working with large-scale visualizations at an overview
scale. To address this, various approaches enable touch-
based interaction at a distance from the screen. One
approach involves the placement of virtual overlays on
the visualization to specify the desired interaction re-
gion. Touches are then mapped from the input de-
vice to this region, allowing interaction with on-screen

Figure 5: Using a transparent touch frame, users see
the target on the distant display at their fingertips and
perceive touching it directly. (Figure taken from [41].)

objects within the region. Input devices for detecting
hands have ranged from capacitive touch monitors [57]
to overhead camera-tracked desks [38]. Overall users
find overlays to be intuitive even though there is no
longer direct manipulation of objects via touch. How-
ever, it becomes tedious to continually reposition and
resize the overlay for the task at hand, whereas with
direct manipulation users can select an object immedi-
ately, assuming it is within physical reach.

In an effort to provide the feeling of direct ma-
nipulation across an entire large-scale display, Müller-
Tomfelde et al. [41] developed a transparent touch
screen that they placed in front of the display, allowing
users to see through the touch area and look at items
on the screen (Figure 5). This presents the illusion that
users are directly touching on-screen items and allows
them to easily access any area of the screen. How-
ever, touch accuracy is highly dependent upon the user’s
viewing angle as parallax comes into play, forcing the
user to stand very still in order to maintain the proper
alignment between the touch screen and the visualiza-
tion.

Fixed, off-screen touch surfaces provide the benefit
of interacting at an overview level, but limit the ability
of the user to physically navigate within the space and
prohibit the user from performing fine-grained interac-
tions with more detailed visualizations.

4.3. Mobile Devices

Within the past several years we have seen a sub-
stantial proliferation of mobile devices such as smart-
phones and tablets. These devices play a substantial role
in the widespread evolution of ubiquitous computing in
which technology is easily accessible and found almost
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everywhere. Due to their popularity, it makes sense to
leverage mobile devices as an interaction medium that
is readily available.

In contrast to pen and touch input methods which
can restrict the interaction space to within proximity
of the display, smartphones and tablets free the user to
move about the entire space and benefit from physical
navigation. These devices come equipped with a variety
of sensors – accelerometers, gyroscopes, microphones,
cameras, multi-touch screens, etc. – as well as outputs
such as audio and vibration, enabling numerous possi-
bilities for acquiring user input and providing feedback.
They also provide a secondary display that can be used
to offload additional controls or information from the
main display, alleviating clutter in the visualization and
providing the user a personalized miniature interaction
space.

4.3.1. Eyes-Free Interaction. One approach to mo-
bile device-based interaction attempts to minimize the
need to look at the device, allowing the user to fo-
cus on the visualization. Various implementations ex-
ist that provide this “eyes-free” interaction style, such
as the levels of precision (LOP) cursor developed by
Debara et al. [18]. The LOP-cursor leverages the multi-
ple input modalities available on smartphones to con-
trol an on-screen cursor with two levels of precision
(Figure 6). The device’s pointing direction, calculated
based on input from the on-board motion sensors, is
used for coarse-grained placement of a rectangular con-
trol canvas on the display. With the canvas positioned
in the desired area of control, the user can lock the
position of the canvas by tapping and holding on the
device’s screen and then perform high-resolution con-
trol of the arrow cursor by dragging her finger on the
screen. Satyanarayan et al. [57] present a similar tech-
nique using smartphones, but rather than providing a
high-precision drag-able cursor they use a direct map-
ping from the device screen space to the control overlay
space such that touches are visibly mirrored onto the
large display within the control area.

Aimed at providing additional proprioceptive feed-
back with mobile devices, Jansen et al. [30] designed
capacitive tangible controls that they affixed to multi-
touch tablets. By adding these physical controls, such
as sliders, users can modify parameters of the visualiza-
tion without looking at the device as often, relying more
heavily on tactile perception.

4.3.2. Personal Viewports. As opposed to eyes-free
interaction, other approaches use the display of the mo-
bile device as a key component of the interface to pro-
vide a personal viewing window. One of the most basic

Figure 6: Using the LOP-cursor to position a rectangu-
lar control canvas and then perform fine-grained cursor
movement. (Figure taken from [18].)

solutions involves mirroring the large-scale visualiza-
tion onto the device’s screen and providing touch-based
input on the device [51]. Unfortunately this only allows
coarse-grained input. A zoom ability could be added,
but this would detract from the large-scale visuals and
offer little if any advantage over direct on-screen touch
input.

Rather than mimicking the visuals already pre-
sented on the main display, a secondary display can be
especially useful when it provides access to additional
information beyond the primary visualization. Apply-
ing the concept of “magic lenses” [13], we can think
of mobile devices as virtual windows or filters through
which we can view an alternate visualization that com-
plements the primary (Figure 7). Advanced augmented
reality algorithms optimized for mobile devices [69]
utilize the camera to perform natural feature tracking,
enabling the device to determine its location relative to
the display without the need for external tracking sys-
tems. This enables each user to have their own personal
window through which they can augment their view of
the full-scale visualization [62].

These viewports can also be used as a mechanism
for input. Interface elements available on the mobile de-
vice can be used to add annotations to items displayed
on the large screen so that users can deal with con-
textual information without cluttering the main visual-
ization [56]. Another technique developed by Jeon et
al. [31] allows users to target on-screen items using the
camera of their smartphone and then move the item by
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Figure 7: The mobile device acts as a “magic lens” that
provides an alternative view of the visualization. (Fig-
ure taken from [62].)

simply aiming the device at the desired location. This
approach provides immediate control of the visualiza-
tion to ideally anyone who has a mobile device handy,
although further work is still required to make this in-
teraction as seamless as possible.

4.4. Pointing

Perhaps one of the most intuitive means of express-
ing interest in a remote object is by pointing at it. Be-
cause of this, a large body of research has investigated
how to support pointing interactions with large-scale
display environments in which interacting with objects
from a distance occurs on a regular basis.

Ideally, pointing techniques will provide users the
freedom to move about the space and not require ad-
ditional visual attention so that the interaction feels as
close as possible to natural pointing and does not dis-
tract from the visualization. However, numerous chal-
lenges arise when trying to develop natural pointing
techniques that can allow both rapid and accurate tar-
get acquisition. Kopper et al. [36] identify several is-
sues regarding high-precision pointing with large, high-
resolution displays:

Natural hand tremor. The hand naturally trembles at
a low amplitude, but when pointing from a distance
this can result in an on-screen movement of many
pixels. Moving farther from the screen amplifies
this issue.

Heisenberg effect. When pressing a button on a device
held in free-space, the user often slightly and unin-
tentionally changes the position and orientation of
the device. This is known as the Heisenberg effect,
and it can cause the cursor to select unintentional
locations when a click occurs.

Mapping varies with distance. When standing close

to the display, changing the angle of the point-
ing device results in a smaller on-screen movement
than when standing farther away from the display.
This makes it difficult to perform small motions
when standing far away from the display.

No parkability. With a traditional mouse, the user can
stop moving the mouse and the cursor will remain
in the same position. Pointing interfaces do not
offer this parkability unless some sort of toggle is
used, making it unnatural or tiresome to maintain
a set cursor position.

No supporting surface. Using a mouse on a support-
ing surface allows the user to rest their hand
and more easily make fine positional adjustments.
Pointing interfaces lack a supporting surface, lead-
ing to fatigue and difficulty with performing small
motions.

4.4.1. Modeless Techniques. Modeless pointing tech-
niques involve a single interaction scheme in which the
user is not required to switch between different modes
of operation. The most straightforward implementation
of such a technique is know as “ray-casting” in which
the position of the on-screen cursor is determined by
the intersection of a ray extending from the pointing de-
vice with the screen. With Lumipoint [17], the ray is
physically defined by using laser pointers that intersect
with a projection-based screen, and the intersection po-
sition is determined using cameras located behind the
screen. The pointing ray can also be virtual, extending
from devices that are either externally motion tracked
or provide their own internal tracking via sensors.

Unfortunately, small items cannot be targeted reli-
ably when using absolute ray-casting because of hand
tremor and limited input resolution [42]. Various filters
and thresholds have been applied to mitigate these is-
sues but have limited benefit [68]. Another technique
defines the virtual ray starting from the user’s eye lo-
cation and then passing through the user’s hand. This
perspective-based cursor has been found to improve
performance for tasks requiring more accuracy, but it
also leads to occlusion of the visualization and greater
fatigue [34]. It also requires users to repeatedly switch
between two very different focal lengths [42].

An alternative to ray-casting is relative pointing
which involves a transfer function for mapping device
or body movements into cursor movements. By imple-
menting a dynamically adjusted gain within this trans-
fer function, relative pointing techniques can provide
higher precision while still enabling quick movement
across the entire screen space [42]. However, indi-
rect mappings have been observed as being less intu-
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Figure 8: Dual-mode pointing. Ray-casting used for
coarse-grained input (a). Activating precise mode via
button press (b). Relative rotational movements control
cursor movements (c). Switching back to coarse mode
be releasing button (d). (Figure taken from [42].)

itive [17], and recalibration is required as the relative
offset between the input device and the cursor grows,
forcing the user to repeatedly perform a clutch opera-
tion [48].

4.4.2. Dual-Mode Techniques. Due to the limitations
of modeless pointing techniques, dual-mode techniques
have been developed which aim to provide enhanced
precision by enabling the user to switch between coarse-
and fine-grained input modes, as seen in Figure 8. Al-
though switching between modes requires additional
time, dual-mode techniques provide overall perfor-
mance improvements when dealing with small targets
and alleviate recalibration issues so that users do not
have to clutch [42].

Kopper et al. [36] present two different implemen-
tations of dual-mode pointing. The first, Absolute and
Relative Mapping (ARM), works very similarly to the
technique depicted in Figure 8 except that an additional
device is held in the non-dominant hand to perform the
toggle between the two modes so that the dominant
hand can more easily perform the selection action. They
found that users easily understood how to use ARM
for interaction tasks but occasionally had trouble seeing
what they were interacting with without moving closer
to the display. When dealing with mostly overview
tasks, it was observed that users preferred to stay farther
away from the screen and only move closer when ab-
solutely necessary. To adapt for this, they implemented
another technique called Zoom for Enhanced Large Dis-
play Acuity (ZELDA) in which activating the precision
mode displays a zoom window that not only provides
finer-grained cursor movement but also enhances visual

acuity, making it easier to see and work with smaller
objects while standing far from the screen.

4.4.3. Device-Free Techniques. While pointing is a
natural mechanism for targeting items at a distance,
ideally interfaces for large-scale displays will enable a
smooth transition between distant and up-close interac-
tion. Hand-held pointing devices can make this tran-
sition awkward when the device does not have a clear
application for up-close interaction with the display.
Device-free pointing techniques alleviate this problem
and provide a natural transition into close-range input
such as touch.

Vogel and Balakrishnan [68] present a device-free
pointing implementation that relies on a motion-tracked
glove. They propose several techniques for pointing in-
cluding a dual-mode approach in which the user per-
forms a pointing gesture with her hand for absolute ray-
casting and then opens the hand to enable more pre-
cise relative movement. To address the absence of input
buttons, they also develop the AirTap gesture which al-
lows the user to perform a click action by moving the
index finger down and back up, similar to how the fin-
ger moves when clicking a mouse button.

Banerjee et al. [9] extend this glove-based track-
ing with MultiPoint in which multiple points are tracked
on either one or both hands. Several activation ges-
tures were tested, with users preferring the unimanual
“breach” gesture in which moving their hands forward
past a threshold distance activates interaction with the
pointed-at object. This technique essentially provides
an invisible multi-touch screen floating in front of the
user, supporting actions such as dragging, scaling, and
rotating objects. It also maps naturally to multi-touch
input directly on the screen, providing a seamless tran-
sition between interaction distances.

Unfortunately, while these techniques aim to be
device-free they still require users to wear specially de-
signed gloves tracked by an expensive tracking system.
The RGB camera-based voxel analysis approach dis-
cussed earlier [58] provides a truly device-less experi-
ence but suffers from limited resolution and thus cannot
achieve the precision required for fine-grained pointing
tasks. Advances in marker-less 3D tracking [60] can po-
tentially enable the high precision necessary for a very
natural device-free pointing technique for large, high-
resolution displays.

4.5. Free-Space

Free-space interaction encompasses a variety of
different techniques that make use of the human body
operating in space as the main mechanism for input.
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This class of techniques, which can be thought of as
a superset that includes the various body-based point-
ing techniques previously discussed, is especially well-
suited for large display interfaces as it enables users to
freely navigate the space to their advantage while also
utilizing embodied resources. It presents many of the
same challenges that arise with pointing such as fatigue
and lack of precision but offers a wide design space of
possible gestures that can leverage users’ experiences
with everyday interactions.

4.5.1. Extending Reach. When interacting at a dis-
tance, one of the most salient challenges is communi-
cating the desired target to operate on. We have seen
that pointing provides one mechanism for accomplish-
ing this, but the question arises as to what other body-
based interfaces can enable users to extend their reach
to items on the display.

One approach involves mapping the motions of the
user’s hands in 3D space into the 2D motions of two
virtual cursors on the display. Lehmann and Staadt [37]
present an “interaction scaling” technique in which this
mapping scales dynamically based on the user’s dis-
tance from the display such that moving farther from
the display provides a larger range of on-screen interac-
tion space. This scaled interaction corresponds nicely
with the tendency of users to perform coarse-grained
overview operations from farther away and more pre-
cise operations closer up. Unfortunately, it also causes
cursor drift to accumulate with prolonged use, forcing
users to either trigger a cursor reset or physically move
to the appropriate distance so as to realign the cursor
with their position.

Extending the idea of mapping hands onto the dis-
play, Shoemaker et al. [59] develop Shadow Reaching in
which a shadow of the entire body is projected onto the
display (Figure 9), and different virtual lighting tech-
niques enable multiple methods of distant reaching. For
example, the orthographic lighting behavior presents a
shadow with minimal distortion regardless of the user’s
orientation, enabling precise control, whereas with the
“user following” behavior the light source stays posi-
tioned directly behind the user such that turning the
body enables reaching to distant areas of the screen.
This technique also makes use of users’ spatial mem-
ory and proprioception, allowing users to access virtual
tools and control surfaces located on their body by sim-
ply touching the corresponding body part. The body can
also serve as a container for digital information, provid-
ing users a natural sense of ownership for personal files
that they carry “within their body.”

Figure 9: Shadow Reaching used to access personal
files stored “within the body.” (Figure taken from [59].)

4.5.2. Freehand. One of the great benefits of touch
screens is their affordance of instant access; anyone can
simply walk up and immediately interact with virtual
items without the need for anything but their hands. The
concept of freehand free-space interaction extends this
immediacy beyond the screen into the space, prefer-
ably eliminating the need to acquire a device or per-
form any calibration. The idealized conceptualization
of such interfaces essentially transforms the user into a
sort of magical conductor with the power to command
anything on the display with a wave of the arm.

Working toward the goal of “magical” freehand in-
teraction involves various practical considerations such
as designing gestures that limit body movements to
within the range of users’ comfort zones, avoiding un-
natural poses and reducing fatigue [53]. Because of
the inherent lack of haptic feedback in freehand inter-
actions, alternative forms of feedback – such as visual
or auditory cues – can be implemented such that they
help guide the user through the task at hand while also
minimizing distraction [26].

Without an input device, physical body movements
must be interpreted to communicate commands to the
display system, requiring the use of body tracking sys-
tems. While marker-based tracking systems have been
used for many years, recent advances in marker-less
tracking systems such as the Microsoft Kinect [60] open
up new potential for truly freehand input. Hespanhol
et al. [26] used a Kinect to perform a study comparing
different freehand gestures for selecting and rearrang-
ing items on a large display based on analogous actions
performed in the real world (Figure 10). They found
that users preferred the grabbing gesture and were able
to perform the best with it once they overcame an ini-
tial learning curve. While the dwelling gesture provided
the lowest barrier to entry, it also tended to slow down
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Figure 10: Freehand gestures for selection and rear-
rangement: (a) pushing; (b) dwelling; (c) lassoing;
(d) grabbing; (e) enclosing. (Figure taken from [26].)

the user and was consequently thought to be an obstacle
rather than a tool. The pushing gesture, while success-
ful in other contexts such as touch screen input, fails
to translate effectively to an environment in which no
tactile feedback is available.

For pan-and-zoom interactions, Nancel et al. [43]
found that two-handed techniques outperformed uni-
manual approaches as users had better control over the
individual functions. They also compared linear and cir-
cular gestures for zooming and hypothesized that circu-
lar gestures would enable finer control and eliminate the
need for clutching. Interestingly however, they found
that users performed poorly with circular gestures due
to a lack of physical guidance, and linear gestures were
better understood as they mapped more naturally to the
concept of pulling and pushing an object toward and
away from the user.

Results from these studies indicate that free-space
techniques perform best when they enable virtual inter-
actions that build on users’ familiarity with real-world
interactions. As humans perform countless different
movements to perform various tasks, an interesting area
of research still remains on how to best translate these
actions into effective human-computer communication.

5. Moving Forward

Given the number of different interaction tech-
niques that have been researched and developed for
large, high-resolution visualization systems, it is clear
that no one solution will suffice for every scenario.
These systems offer an enormous range of interaction
possibilities with much to still explore. Ultimately,
the effectiveness of an interface depends on the task at
hand; thus a truly usable interface for large-scale dis-
play environments will ideally enable multimodal inter-
action, offering a multitude of ways for users to interact
while providing a fluid transition between interaction
techniques as tasks change.

The unique availability of space afforded by large
display systems provides multiple interaction scales that
users naturally navigate between when performing dif-

ferent tasks [47]. Multimodal interfaces should build
on this behavior so as to provide the best possible form
of input when operating within these different con-
texts. By doing so there is also potential to balance the
strengths and weaknesses of individual interaction tech-
niques by intelligently transitioning between techniques
based on the task. For example, if users are inclined to
move closer to the display in order to investigate de-
tails, the challenges of high-precision pointing can be
avoided by employing a readily available high-precision
touch detection frame.

Research on multimodal interfaces has been on-
going for many years now [32], and as technologies
have evolved so too have the frameworks and infras-
tructures that enable this type of distributed interac-
tion [11, 29, 64, 70], even to the point of commercial-
ization [46]. As digital devices continue to pervade our
daily lives we edge ever-deeper into a world in which
computing is truly ubiquitous, and interfaces should
continue to evolve in order to leverage this. These de-
vices provide not only additional platforms for inter-
action but also sources of data which can feed the vi-
sualizations in question. Enabling personal devices to
become part of this interactive ecosystem can help in-
crease the accessibility of these systems so that any user
can easily and quickly start using them.

Beyond the immense popularity of laptops, smart-
phones, and tablets, there has also been an increasing
interest in “wearable computing” with devices such as
Google Glass [63], the Meta glasses [39], and the MYO
armband [67] recently emerging. These devices could
open up a whole new range of possible interactions to
explore and integrate with existing techniques, but the
challenge will be to determine if they ultimately en-
hance the usability of the overall system.

Another exciting development is the next iteration
of the Kinect sensor that will be released later this year
alongside the Xbox One. The original Kinect has been
one of the most popular devices for developers exper-
imenting with freehand free-space interaction, and the
new version promises to provide enhanced resolution
and tracking precision that enables it to pick up details
such as hand postures and shifts in body weight [49].
Traditionally this sort of tracking required expensive,
specialized systems involving wearable markers, and
the original Kinect simply did not have the precision
necessary to enable fine-grained interactions. It will be
interesting to see if the new Kinect can enable users
to simply walk up and start using a large-scale display
from a distance, providing both immediate and precise
interaction that has not yet been possible.
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6. Conclusion

Large, high-resolution visualization systems offer
a unique platform for new scales of visual presentation
and new forms human-computer interaction. Various
benefits have been observed while using these systems
in such a way that capitalizes on the available space, yet
numerous challenges also arise when this space must be
navigated and controlled effectively. We have surveyed
a variety of different approaches for addressing these
challenges and considered how these interaction tech-
niques account for the needs and abilities of the human
actor, specifically with regard to principles of embod-
ied interaction and the concept of ubiquitous comput-
ing. While individual techniques can provide effective
solutions for accomplishing certain tasks on large-scale
displays, developing a truly usable interface requires a
diverse ecosystem of interaction mechanisms that work
seamlessly together. As new technologies continue to
evolve and emerge, future research into interfaces for
large visualization systems can leverage these advance-
ments to provide even more effective methods for inter-
action.
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