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1. Introduction*

The derivational approach to syntactic relations (DASR, see Epstein 1995, Epstein et al. 1998,
Epstein and Seely 1999) entails that an interpretive relation between two elements ¢ and B isa
function of an operation M merging « and (a constituent containing) [3. In many cases, it appears
to be impossible to maintain the stronger version, where M merges o directly with B, illustrated
in (1a), forcing one to also acknowledge the weaker version, where M merges « not with 3
directly, but with a constituent y containing 3, illustrated in (1b).

D a [of]
b. [e [y [.B.]]]

The situation in (1a) appliesto phrase structure relations, to the extent that they are reducibleto
the sisterhood relation, as well as to relations of argument structure and predication defined in
terms of phrase structure, casu quo sisterhood. For example, in (2), the interpretive relation
between a verb love and its internal argument Mary exists precisely because Mary has been
merged with love:

2 [I[ loveMary]]

Thesituationin (1b) appliesto all caseswherethereisno ssterhood, but c-command isrelevant.
For example, movement cases like (3), where the moved category who must c-command the
position where who was first merged (indicated by a copy of who in angled brackets):?

(3 (Youwonder)[who [I [ love<who>]]]

In (3), the interpretive relation between who and <who> (namely that one is a ‘trace’ of the
other) is not a function of merger of who to <who>, but of merger of who to a constituent
containing <who>.

Onitsstrongest implementation, DA SR restrictsinterpretive relationsto the configuration in
(1a), excluding the c-command case (1b). This requires a rethinking of many of the most
elementary syntactic relationsin grammeatical theory, not least movement and binding. But the
very idea that information may be accrued in the course of a stepwise derivation, crucia to
DASR, dready provides a solution to some of the most immediate problems.

For example, the movement illustrated in (3) need not involve a relation between who and
<who>, if we consider who to be a sngle e ement which is merged more than once, and which
acquires additional information with each merger (cf. Epstein and Seely 1999). From this
perspective, thereis no need to compute the properties of who by a process of reconstruction of
who in its base position at an interpretive ‘level’ Logical Form (LF). All that is needed at the
point of interpretation is an inspection of the various features acquired by who in the course of
the derivation of the sentence (features relating to argument status and grammatical function
(Case), aswell asadditional (* A-bar’) featuresrelating to its status as an interrogative el ement).?
As noted by Epstein and Seely (1999), this approach potentially eliminates typically



representational notions like ‘chain’ and ‘trace’, as well as conditions governing the
wellformedness of the relevant entities.”

In the present contribution, | want to consider the question whether binding relations can be
redefined in asimilar derivational vein. Binding of an anaphor (4), local obviation of apronoun
(5), and obviation of a referentia expresson (R-expression) (6) typically involve a c-
commanding antecedent (in the a-examples, the antecedent c-commands the dependent el ement
in the binding relation, in the b-examples, it does not):

(499 a  Johnloveshimself (anaphor binding)

b. * John’s mother loves himself  (no anaphor binding)
(5 a Johnloveshim (obviation)

b.  John’s mother loves him (no obviation)
(6) a HelovesJohn (obviation)

b.  Hismother loves John (no obviation)

But unlike therelation between an antecedent and itstrace, the binding/obviation relation cannot
obviously be reformulated without reference to c-command (i.e. to a configuration like (1b)).

Y et thisiswhat | am attempting here. My point of departure isthe proposa by Kayne (2000,
this volume), according to which (nonaccidental) coreference of o and 3, where B is a
pronomind element, ensuesif and only if & and 3 are merged together yielding aconstituent like
(1a). This appears to be the strongest implementation of the derivationa approach to binding,
meriting priority consideration. | consider the consequences of this proposal for local anaphor
binding first (unlike Kayne 2000, thisvolume, whereit isapplied mostly to nonlocal pronominal
coreference). As the antecedent moves away from the anaphor in the course of the derivation,
a movement necessitated by standard licensing requirements, conditions on local anaphor
binding reduce to conditions on local noun phrase movement (‘ A-movement’). This in turn
makes reference to c-command superfluous, as with al movement, as discussed in connection
with (3).

| have found that this approach, counterintuitive though it may seem, allows one to address
fundamental questions connected with theories of binding, which seemed out of reach before.
These questions are:

(7) Some fundamental questions of binding theory

a  Why ishbinding limited to A-positions?

b.  Why is there a morphological distinction between anaphors and pronouns (and not,
generally, between bound pronouns, coreferential pronouns and pronouns interpreted
deictically)?

c.  Why ishbinding subject to locality, and why are the locality conditions the way they are?

Like Kayne (2000, thisvolume), | propose that these questions become tractable once binding
phenomenahavebeen reduced to movement phenomena(inthiscase, A-movement phenomena).

Contra Kayne (2000, this volume), | am led to believe that all other forms of coreference,
including pronoun binding, asin (5b), are accidental. Thisisbecause the conditionson pronoun
binding are not identical to the conditions on noun phrase movement.

The derivational approach to binding attempted here, like DASR in general, makes it
unnecessary to resort to ‘reconstruction’ at LF of earlier stagesin the derivation. For example,
(8) isinterpretable, not because we can reconstruct the displaced anaphor himself in its original



position indicated by <himself>, but because John and himself were merged together at some
(early) point in the derivation (represented by (9)):

(8 Himself, John loves <himself>
9 [ John himself ]

(8) isderived from (9) through a succession of steps, merging lovesto John himself, extracting
John from John himself and merging it again to loves <John> himself, and, finally, raising
<John> himself and merging it again to John loves <<John> himself>. The reasoning is the
same as with (3): with each new operation Merge the element merging to the structure acquires
additional features which are interpreted at LF, but no ‘trace’ or ‘chain’ is created, and no
information can be gathered from these entities.

The article has the following structure. Section 2 presents anaphoricity as afeature acquired
by pronouns in the course of the derivation, leading to spell-out and interpretation of the
pronoun as an anaphor. Section 3 lists 9 advantages of viewing anaphoricity in this way,
addressing the fundamental questions of the binding theory in (7). Section 4 explores to what
extent other types of anaphoricity, such as bound variable anaphora, can be viewed as
‘accidental’. Section 5 discusses various effects of reconstruction (and anti-reconstruction), to
see if they can be accounted for in the derivational approach. Finally, a number of remaining
problems are briefly mentioned in section 6.

2. Anaphoricity as acquired information

In most approaches to binding phenomena, it is taken for granted that in the Lexicon there are
(at least) three types of noun phrases, listed in (10), which are subject to various requirements,
the binding conditions (listed in (11)).

(10) a. anaphors (English himself)®
b. pronouns (English him)’
c. R-expressions (English the man, Bill)

(11) Givenalocal domain D,

a  anaphorsareboundinD,?
b. pronounsarefreein D, and
C. R-expressionsarefree.

(11a) and (11b) represent the local binding and local obviation requirements illustrated in (4)
and (5), respectively, and (11c) represents the general obviation requirement illustrated in (6).
Following the introduction of the classical binding theory (Chomsky 1981), much discussion
addressed the question at what level of representation the conditions in (11) apply. In the
minimalist approach (Chomsky 1993), conditions can apply only at the interface levels (PF and
LF), and henceit was concluded that the conditionsin (11) must apply at LF, yielding adight
reformulation of (11) as interpretive procedures (Chomsky and Lasnik 1993, 100):

(12) Givenalocal domain D,
a  if aisananaphor, interpret it as coreferential with some c-commanding phrasein D,
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b. if e isapronoun, interpret it as digoint from every c-commanding phrasein D, and
c. if aisan R-expression, interpret it as disoint from every c-commanding phrase.

Both the classical formation in (11) and the reformulation in (12) raise the question in (13):
(13) What makes an element an anaphor/pronoun/R-expression?

Thisquestion isrelatively easy to answer for the category of R-expressions. R-expressions are
referential expressions, they represent a concept, a projection in the sense of Jackendoff (1983),
expressable in terms of lexico-semantic features.’ But for anaphors and pronouns the situation
Ismuch less clear.

Theclassical binding theory stipulatesan ontology of noun phrase types based on thefeatures
[anaphoric] and [pronominal] (Chomsky 1982, 78).

(14)
overt ANAPHORIC PRONOMINAL covert
+ + PRO
anaphor + - A-trace
pronoun - + pro
R-expression - - A’-trace

Thisclassical inventory iscuriousin that it defines angphors and pronouns as being maximally
distinct in feature value specifications, each having more in common with R-expressions than
with the other. However, the morphology of anaphors and pronouns suggests that they have
much in common, as anaphors can be analysed as pronouns with added focus markers, asin
(15a), or as grammaticalized inalienable possessive noun phrases containing a pronominal
possessor, and often a body part noun, asin (15b):*

(15) a pronominal him, anaphor him-self (English)
b. Zn eigen (Colloquia Dutch)
his own ‘himself’
koye men (Fulani)
heads our ‘ourselves

These considerations suggest that the inventory of noun phrase typesis more like (16) than like
(14):"



(26) +REFERENTIAL

ZN

PRO +VARIABLE
- +

R-expressions  PRONOUN

OO

proriouns anaphors

Ignoring PRO, the subject of control infinitives, the major cut-off point in (16) appears to be
between [-variable referential] elements (i.e.,, R-expressions), and [+variable referential]
elements (pronouns and anaphors). These vary only in that inlocal contexts, oneis chosen over
the other (where pronouns are the underspecified ‘ elsewhere’ category).*

Thisleads meto believe that syntax recognizesjust asingle category of [variable referential]
elements, PRONOUN, which acquiresfeaturesin the course of the derivation, whichin turnyield
a particular spell-out (at the interface component PF (Phonetic Form)) and a particular
interpretation (at LF). Since pronouns are the underspecified category, the binding theory only
needs to specify the conditions under which the generic category PRONOUN acquiresthefeatures
that would yield the spell-out and interpretation of an anaphor.™

In this context, body part anaphors are instructive, since they can be used both as anaphors
(17a) and as referential expressions (17b) (examples from Fulani (Peul), Sylla 1993, 149):

(17) a en toofiii koye men (Fulani)
we harm-AsP heads our
‘We have harmed ourselves.’
b. koye men kell-ii
heads our hurt-Asp
‘Our heads hurt.’

The expresson koye men ‘our heads may be used referentially or as an anaphor, a
grammaticalized element with bleached semantics. This suggests that anaphoricity is not a
lexical property of certain expressions, but afeature that arisesin a certain syntactic context. If
so, anaphoricity isaproperty acquired in the course of a derivation, rather than alexical feature
which is present from the outset.*

Onthedrictest implementation of the derivational approach to syntacticrelations, thefeatures
relevant to anaphoricity can only be acquired in asisterhood configuration like (1a). Thisleads
to the following coreference ‘rule’ (cf. Kayne 2000, this volume):

(18) A PRONOUN . is coreferentia with 3 iff o is merged with [3

Thus, a construction like John hurt his head may have the two derivationsin (18):



(19) a  John hurt [ <John> [ hishead ]
b.  Johnhurt [ hishead ]

In alanguage using body part anaphors, (18) forces an interpretation of hishead as*himself’ in
(19a), but not in (19b).

My proposal differs from Kayne's in assuming that a coreferential PRONOUN (i.e. a
[+coreferential] variable referential element) isinvariably spelled out at PF and interpreted at
LF as an anaphor. We may think of this in terms of the antecedent bestowing a feature
[+coreferential] upon the PRONOUN, which is then interpreted accordingly at PF and LF.™ In
Kayne' sproposal, both anaphorslike himself and bound pronounslike hein therelevant reading
of (20), are merged with their intended antecedent (cf. (20b)):

(20) a Johnthinksthat I likehim (no obviation)
b. [ John him ]

In my proposal, himis present in the syntax only as the generic variable referential element
PRONOUN. Assuming (18), a derivation including (20b) would have to add [+coreferential] to
the PRONOUN’s set of features. While this would have the correct effect at LF, where the
PRONOUN isinterpreted as coreferential with John, it would have the wrong effect at PF, where
Morphology (by (18)) would interpret the PRONOUN as an anaphor and generate an anaphor
(himself) instead of apronoun (him)(see note 13). Wereturn to the difference between anaphors
and pronouns below.

In conclusion of this section, | have proposed that what makes avariable referential element
an anaphor isthat it ismerged with itsantecedent. Other variablereferential elementsare spelled
out as pronouns by default.

3. Consequences

A number of standard properties of anaphor binding fall out immediately from the idea that
anaphors are merged with their antecedent (more exactly, are the morphological spell-out of a
generic variable referential element PRONOUN which is merged with its antecedent), illustrated
in(21).

(21) [yp [antecedent] [PRONOUN] ]

These properties are discussed in the subsections below.

3.1 Asymmetry

Aspointed out by Kayne (2000, thisvolume), asymmetriesof thetype observedin (22), showing
that anaphors must be c-commanded by their antecedents and not vice versa, are explained on

the assumption that the PRONOUN is the head of XPin (21).

(22) a. | expect John to like himself
b. * | expect himself to like John

Following theline of argumentation in Kayne (2000, thisvolume), (22a) isderived by extracting
John from the XP headed by (the PRONOUN ultimately spelled out as) himself and (re)merging
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it in the Exceptional Casemarking position. In order to derive (22b), either we would haveto
merge John himself in the Exceptional Casemarking position and lower John to the position of
the internal argument of like (which is not allowed in most current approaches, including
DASR), or wewould haveto raise the head himself, stranding its specifier John. But thiswould
involve movement of a head into a specifier position, which is also not allowed. Thus, the
asymmetry between anaphors and their antecedents follows from standard conditions on
movement.

3.2 Obviation (Principle C)

Also following Kayne (2000, this volume), we derive the effects of Principle C of the Binding
Theory (cf. (11c) and (12c¢)) immediately, since nonaccidental coreferenceisobtained only when
two coreferential elements are merged together yielding a constituent like (21). Two noun
phrases that are merged to the structure independently can be interpreted as coreferential only
by accident, not as afact of grammar.

This derives the standard Principle C effectsillustrated in (23)-(24):

(23) a.  Johnlikes John

b.  Johnthinksthat | like John
(24) a=  Helikes John

b. Hethinksthat | like John

The two instances of John in the sentencesin (23) areinterpreted as digoint by default. In order
to be abletointerpret the two instances of John in the sentencesin (23) as coreferring, we would
have to assume that they are merged together as a constituent, likein (25):

(25) [ [John] [John] ]

But since neither instance of Johnisavariablereferential element, coreferenceisimpossible to
obtain.*®

In (24), the digoint interpretation of he and John is forced along the same lines, if he and
John are merged as in (26a), or, if he and John are merged as in (26b), by the condition on
movement prohibiting raising of a head (he) to a specifier position (Kayne 2000, this volume;
cf. section 3.1):*'

(26) a [ [he] [John] ]
b. [ [John] [he] ]

Note that locality is not afactor here, as the pair of examplesin (23) shows, since the digoint
interpretation is obtained by default.

Asiswell known since Evans(1980), thegeneral obviation requirement expressed in standard
formulations of Principle C of the binding theory may be lifted in circumscribed contexts,
yielding ‘accidental coreference’ . Some examples are given in (27):*

(27) a. (Not many people like John, but | believe) John likes John
b. (Surely if everybody likes John, then) John likes John



Therelevance of these examplesisthat they show that the binding conditions cannot be applied
mechanically to a representation of acompleted derivation (say, at LF). Principle C, if applied
mechanically at LF, must rule out the examplesin (27) under the intended interpretation. Inthe
theory of Kayne (2000, thisvolume), theresmply isno Principle C, since digoint interpretation
is given by default.

Typically, accidental coreference appearsto be facilitated in contexts giving rise to ellipsis.
Thus, next to (27) we have (28):

(28) a. Not many people like John, but | believe John does.
b. Surely if everybody likes John, then so must John.

Ellipsis congtructionsinvolve a (accented) focus segment combined with a(deaccented) ‘ topic’
segment which is either repeated from previous contributions to the discourse or otherwise
understood. In (27a), for example, thefirst instance of Johnisin focus, and the verb phrase likes
John is understood. The part that isunderstood can also be left out, yielding (28a), suggesting
that ellipsisisjust an extreme form of deaccenting (cf. Tancredi 1992). In short, what happens
isthat a single element isintroduced both as ‘old” and as *new’. Precisely in this situation we
seem to get ‘ accidental coreference’ (see Demirdache 1997, 76 and references cited there).™ It
is not immediately clear how Principle C could be made sensitive to these discourse
considerations, suggesting that phenomena of accidental coreference are better handled in a
theory that makes no recourse to a requirement of obligatory disjointness like Principle C.%

Other casesof accidental coreference, though perhapsnot standardly viewed that way, involve
non-c-commanding antecedents;**

(29) a  John’s mother thinks John isan idiot
b.  Hismother thinks John is an idiot

Wereturn to cases like (29) in section 4.

To conclude, standard effects of Principle C follow automatically from the theory of Kayne
(2000, this volume), so that Principle C itself can be dispensed with.
3.3 Obligatoriness
An anaphor must be bound. This follows on the theory proposed here, since anaphoricity isa
nonlexical, syntactically enduced property, acquired by a variable referential element (a
PRONOUN) only when merged with an antecedent (asin (21)).

3.4 Uniqueness

An anaphor must be bound by a unique antecedent. Thus, a sentence like (30) cannot be
interpreted as involving a split antecedent John, Bill to the anaphor himself:

(30) John heard Bill curse himself
Thisfollowssince Bill and John cannot both be the antecedent in the structure (21), which | take

to obey a binary branching requirement (i.e., merger is an operation that relates two
categories).?



35 C-command

An anaphor must be bound by a c-commanding antecedent, as illustrated in (4), repeated here
as(31):

(31) a  Johnloveshimself (anaphor binding)
b. * John’s mother loves himself  (no anaphor binding)

In order to derive (31b), with intended coreference of John and himself, from (21), fleshed out
here as (32a), John would have to be extracted from (32a) and merged internal to the noun
phrase (DP) (John)’s mother (32b):

(32) a [[John] [PRONOUN] ]
b. [pp_"S[mother] ]

If the DP in (32b) is aready merged to the structure containing John at the moment of its
extraction out of (32a), the derivation violatesthe Extension Condition of Chomsky (1993, 190),
which states that Merge must extend existing structure:

(33) Extension Condition
No operation Merge applying to a phrase marker « targets a node dominated by c:.

If the DPin (32b) has not yet been merged to the structure containing John at the moment of its
extraction out of (32a), the displacement operation targets two independent phrase markers
(yielding an ‘interarboreal operation’). | taketheimpossibility of coreferencein (31b) to provide
clear evidence that such a derivation is disallowed.”

3.6 Locality

It has been clear since Chomsky (1981) that the locality conditions on anaphor binding are
strikingly similar to the locality conditions on noun phrase movement (A-movement). In the
present framework, the similarity is not surprising, assuming that the noun phrase antecedent in
(21) isforced to move away from the anaphor into an A-position.

| assume here that noun phrases, in order to be interpretable at LF, need to acquire in the
course of the derivation features relating to argument structure status (thematic roles) and
grammatical function (subject/object, Case).?® The antecedent noun phrasein (21) has neither.
It must therefore be extracted from the constituent in (21) and be merged to the structure in
positions where the relevant features may be acquired. Since these positions are (by definition)
A-positions, the relevant noun phrase movement must be A-movement.?

A-movement isin principle clause bound, with the exception of Exceptional Casemarking
(ECM) configurations, where two (or more) verbs share a single functional domain (composed
of the set of functional projections where grammatical functions are licensed (‘where Case is
assigned’)). This is more easily illustrated in Dutch than in English (where the syntax of
Exceptional Casemarking is still somewhat obscure):



(34) Exceptional Casemarking
.dat Jan Piet Marie niet <Jan> zag <Piet> kussen <Marie>
that John Pete Mary  not saw Kiss-INF
‘..that John did not see Pete kiss Mary.”

In (34), the negation niet, interpreted as a matrix clause el ement, serves to indicate the lower
boundary of the matrix clause functional domain. The matrix clausefunctional domain contains
projectionslicensing Piet and Marie as grammatical objects (they receive accusative Case when
pronominal) and Jan as agrammatical subject.?® Asthese positions are apparently sufficiently
local for A-movement of the arguments of the embedded verb, the local domain for A-
movement of ¢ may be defined in terms of the maximal functional domain associated with the
verb projecting the functional projection in which e islicensed. If the association of averb and
itsfunctional domainisexpressed as* L-relatedness’ (following Chomsky and Lasnik 1993, 64),
the definition of the local domain for A-movement becomes:

(35) Local domain for A-movement (the L-domain)
Thelocal domain for A-movement of « isthemaximal projection of the highest functional
head f L-related to averb V L-related to afunctional head ' licensing o

According to (35), if the argument of an embedded verb islicensed in afunctional projection
associated with a matrix verb, then the maximal functional projection L-related to the matrix
verb isthe local domain for A-movement.

Asiswell known, the extension of thelocal domainin ECM configurationsis also needed to
account for anaphor binding by an argument of a higher verb, asin (36):

(36) a  John saw himself kiss Mary
b. .dat Jan zchzelf Marie zag kussen (Dutch)
that John himself Mary saw KissINF

Both A-movement and binding beyond the L-domain as defined in (35) isimpossible:

(37) a * John believesthat we expect himself to kiss Mary
b. * John seems (that) will kiss Mary

The locality effects of A-movement and binding raise two questions:

(38) 1.  Why areanaphor binding and A-movement subject to the same locality conditions?
2. What explains the definition of the local domain?

Within the theory advanced here, the answers are clear.

First, anaphor binding and A-movement are subject to the same locality conditions because
anaphoricity isestablished by merging aPRONOUN with itsantecedent asin (21), after which the
antecedent must move out and merge again in positionswhere it can acquire featuresindicating
its thematic role and grammatical function. These positions are A-positions by definition (note
27).

Second, the local domain for A-movement is defined by the maximal functional projection
in which anoun phrase acquires the features it needs (i.e. thematic features and Case features).
I would like to propose that movement out of that functional projection can only serve the
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purpose of acquiring additional features. Thisexcludes merger in additional A-positions. Thus,
A-movement is limited by an economy condition reminiscent of the principle of ‘Greed’ of
Chomsky (1993, 201). On our theory, the locality of anaphor binding is likewise a result of
Greed.”®

Thisview onlocality impliesthat functional projectionsL-relatedto V must berealized in close
proximity to V, perhaps before any A’-projections are merged to the structure, but certainly
before acomplementizer is. If thisiscorrect, Principle A of the classical binding theory (cf. (11a))
is deduced from the derivational approach to binding, involving merger of binder and bindee in
acongtruction like (21), in conjunction with the economy condition Greed.

3.7 Bindingrestricted to A-positions

Inthe Government and Binding theory, bindingisrestricted to A-positions (Chomsky 1981, 184).
This accounts for the fact that (39) does not induce a Principle C violation (where himself has
been fronted into an A’-position c-commanding John):

(39) Himself, John likes

However, smply excluding A’ -positionsfromconsiderationin computing binding and digointness
does not suffice, witness the contrast in (40):

(40) a.  John, I like him
b. * Him, | like John

Moreover, the restriction of binding to A-positions is unexplained in classical approaches, and
somewhat unexpected from the DASR point of view. Other processes resembling binding (in
requiring c-command, for instance), such as negative polarity item (NPI) licensing, are not
restricted to A-positions (i.e., are not computed over A-positions only):

(41) a Niemand heeft ook maar iets gedaan
nobody  has anything-NPl  done
‘Noone did a single thing.’
b. * Ook maar iets heeft niemand gedaan
anything-NPI has  noone done

This raises the question why binding is special in that it is restricted to A-positions.

Inour theory, sincethereisno Principle C, (39) isunproblematic. The coreference of John and
himself isalready established at an early stage in the derivation, represented by (42a), after which
John is extracted and merged in the subject position, and XP may be moved across John to the
topicalization position (42b):

(42) a  [4p John PRONOUN ]
b. [ [xp<John>PRONOUN ] [ John [ likes <[, <John> PRONOUN ]> ]]]

Afterwards, the PRONOUN gets spelled out at PF as himself and interpreted at LF as anaphoric to
John.
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Nowhere in the description of (39) isit necessary to acknowledge the distinction between A-
and A’ -positions.*® Binding appears to be restricted to A-positions because, in our theory, the
binding relations established when the antecedent and the anaphor are merged together (yielding
(21)) cannot be undone by A’-movement (or by any other operation).

Without Principle C, the contrast in (40) isin need of an alternative explanation. A comparison
with Dutch suggests that left disocation constructions of the type in (40) require a particular
division of roles between the left-dislocated element and avariable referential resumptive element
(fronted in Dutch, but not in English):*

(43) a  Jan, die mag ik wel (Dutch)
John DEM-NNTR may | AFF
‘John, 1 like him.’
b. * Die, Jan mag ik wel

DEM-NNTR John may | AFF

The example in (43b), the Dutch version of (40b), is characterized by a reversal of roles, the
resumptive element taking up the left dislocation position, and the referential expression trying
to perform as a resumptive element. | suggest that nothing else is wrong with (40)/(43).

Thecontrast in (41) suggeststhat the A-movement analysis of anaphoric binding explored here
cannot be extended to NPI-licensing. Thisis supported by the observation that NPI-licensing is
not restricted to the L-domain (35):

(44) Niemand verwachtte dat ook maar iemand iets zou doen (Dutch)
noone expected that anyone-NPI something would do
‘Noone expected a single person to do anything.’

Note that our analysis of (39) needs no recourse to an LF-operation reconstructing the stage
before topicalization of himself (‘ reconstruction’), atopic to which we return in section 5 below.

3.8 Local obviation (Principle B)

The local obviation effects of pronouns, illustrated in (5), repeated here as (45), need not be
accounted for by a separate Principle B (cf. (11b), (12b)).

(45) a  Johnloveshim (obviation)
b.  John’s mother loves him (no obviation)

In our theory, if John and himin (45a) are to be interpreted as coreferring, they must be merged
together in a constituent like (46) (cf. (21)):

(46) [xp [JOhN] [PRONOUN] ]

Note that on our assumptions, (46) involves no pronouns or anaphors, but just the generic
variable referential element PRONOUN. In the context (46), the PRONOUN acquires the feature
[+coreferential], which is interpreted by Morphology as an instruction to return the spell-out
himself (rather than the default form him; see note 13). Thus, under the intended, coreferential
interpretation, (45a) will always be realized as (47).
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(47) John loves himself

The absence of obviation in (45b) need not surprise us. Like (29), this is a case of accidental
coreference, not reducible to movement by the same reasons that exclude (31b).

Note that our explanation of local obviation effects raises the question how nonlocal
coreference, asin (48), is derived.

(48) John thinks that he is a genius

Kayne (2000, thisvolume) proposesto describe coreference of John and he as afunction of John
and he being merged together, the original idea that gave rise to the present contribution:*

(49) John thinks [ that [<John> he] isagenius]

However, in order for John to raise to the subject position in the matrix clause, it would have to
moveto the specifier position of CPfirst, whichisan A’-position. The next movement step would
take John back to an A-position, yielding (disallowed) improper movement. This leads me to
believe that the coreference of John and hein (48) isin fact accidental. We return to cases like
(48) in section 4 below.

3.9 Absence of nominative anaphors

The general absence of nominative anaphors (in nominative-accusative languages) is aso
explained in the theory advanced here.®

Note first that, if an external argument is present, an internal argument can only be realized as
an object (Burzio’s Generalization, Burzio 1986, p. 178). Thus, if a constituent like (21) is
merged in the internal argument position (50i), and the antecedent is extracted and merged inthe
external argument position (50ii), the remnant noun phrase headed by himself will have to be
licensed as an object, not as a subject (50iii). As a result, the anaphor will not acquire the
nominative Case features connected with the subject position.

(50)  subject position object position  ext.arg. pos. verb int.arg. pos.

(i) V [ John himself]
(ii) John V  [<John> himself]
(iii) [<John> himsalf] John V  <[<John> himself]>

Alternatively, (21) could be merged in the external argument position (51i). Thiswill allow the
noun phrase headed by himself to become a subject (51ii):

(51)  subject position ... ext.arg. position verb ...

(1) [ John himself] Vv
(ii) [John himself] ~ <[John himself]> V

However, the derivation will succeed only if the antecedent, still locked within the noun phrase
headed by himself, can moveto aposition inwhich it may acquire athematic role. Such aposition
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must be found within the same L-domain (cf. (35)), which defines the locality conditions on A-
movement. The only configuration in which the various conditions are met is the ECM
configuration. Assuming, asbefore, that the argumentsof theverbinan ECM complement clause
are licensed as objects in the functional domain of the matrix verb, the derivation of an ECM
construction with an anaphoric embedded external argument will look like (52):

(52)  object position ext.arg. pos. ECMverb  ext.arg. pos. verb ...
0] \Y, [John himself] Y,
(i) John Vv [<John> himsdlf] V
(i) [<John> himself] John Vv <[<John> himself]> V

In both (50) and (52) the only element ending up in the subject position (to the left of the object
positionin (52)) isJohn, not (the noun phrase headed by) himself. Asaresult, syntax never yields
a PRONOUN marked by a combination of the features [coreferential] and [nominative], and
Morphology will never be forced to return a nominative anaphor for a PRONOUN.*

Note that previous discussions of the absence of nominative anaphors have mentioned the
possibility that an (accidental) gap in the pronoun paradigm might be (partially) responsible for
the lack of nominative anaphors (cf. Everaert 1990 and references cited there). The approach
advocated here explains this gap in the pronoun paradigm.®

3.10 Conclusion

Following Kayne (2000, this volume), and consonant with the derivational approach to syntactic
relations, | have proposed that coreference is a function of merger. More precisely, | have
proposed that (nonaccidental) coreference of o and 3 resultsif and only if o has been merged with
B in astructure like (21), where o, is the antecedent of the PRONOUN , and B is the head of the
noun phrase XP containing a..

(21) [yp [antecedent] [PRONOUN] ]

The antecedent, a noun phrase, needs to move out of XP into a position in which it may acquire
features indicating its argument structure status (‘thematic role’) and grammatical function
(‘Case’). Sincethetarget for the noun phrase movement isan A-position (by definition), anaphor
binding is essentially reduced to A-movement.

Thistheory of anaphor binding explains a number of fundamental properties of binding which
had to be stipulated in earlier approaches (cf. (7)). The fact that binding is restricted to A-
positions is explained because the antecedent in (21) needs to move to an A-position. The fact
that the local domains for binding and A-movement coincide is also explained by the reduction
of binding to A-movement. And finally, the fact that there is a morphological distinction between
anaphors and pronouns (such that angphors are marked variants of pronouns), but not among the
various types of pronouns, follows from the assumption that anaphors are in fact pronouns that
acquire an additional feature [ +coreferential] in the configuration (21), in conjunction with the
idea that morphological realization is a postsyntactic process (note 13).

Thecircumstance that these fundamental questionsreceive arelatively straightforward answer
suggests to me that the current approach is on the right track.
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4. Other types of anaphora

Various other types of anaphoric reference have not been discussed so far, and cannot be
discussed in great detail within the confines of this contribution. What followsisabrief discussion
of their properties, from the point of view of the theory of anaphoric binding explored here.

With the exception of reflexive pronouns of the type of zich in Dutch (Se-reflexives in the
terminology of Reinhart and Reuland 1993) and reciprocals (English each other, Dutch elkaar),
other types of anaphoric binding, such ashbinding of logophors/long distance anaphors, pronouns,
and bound variable anaphora, are not necessarily locdl (i.e. contained within the L-domain (35)).
Thissuggeststhat the relation between these other types of anaphors and their antecedentsis not
in fact established by merging the anaphor with its antecedent in a constituent like (21) and
displacing the antecedent via A-movement (pace Kayne 2000, this volume). This raises the
guestion of how the anaphoric interpretation can be derived in these cases.

To start with se-reflexives, the crucial observation is that se-reflexives (Dutch zich) do not
aternate freely with true anaphors (Dutch zichzelf):

(53) a Jan haat  zichzdf/*zich (Dutch)
John hates  SE-SELF/SE
‘John hates himself.’

b. Jan schaamt zich/*zichzelf
John shames  SE/SE-SELF
*John is ashamed.”’

C. Jan wast  zichzdf/zich
John washes SE-SELF/SE
* John washes himsglf.’

In (53a), only the anaphor zchzelf can be used, and in (53b) only the reflexive. In (53c) both the
anaphor and the reflexive can be used, but the interpretation is not the same in the two cases
(Rooryck and Vanden Wyngaerd 1998, Ter Meulen 2000). For example, the anaphor, but not the
reflexive can be used in a situation where John is washing a statue of himsalf. Thus, zichzelf
represents a separate participant (‘the self as other’, in the expression of Rooryck and
VandenWyngaerd 1998), and zch does not.

The observation that the anaphor represents a separate participant isnot incompatible with the
view of anaphoric binding explored here. The anaphor in (21) heads a noun phrase independently
of the antecedent, which sits in the specifier position of the noun phrase but must collect its
thematic role and grammatical function elsewhere.

Reflexives, like anaphors, cannot be bound outside the L-domain (35):

(54) Jan liet toe |[dat ik hem/*zichzelf/*zich waste] (Dutch)
John let to  that | him/SE-SELF/SE washed
‘John allowed that | washed him.’
Both reflexives and anaphors can be bound in the ‘subject’ position in ECM-constructions:®
(55) Jan zag zichzdf/zich*hem mij (&) wassen (Dutch)

John saw SE-SELF/SE/him me aready wash
‘John saw himself wash me'/* John could already see himself wash me.’
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Asthe object of the perceptionverb zien * see’ inthisconstructionisan argument of the embedded
verb wassen ‘wash’, this example shows that zich need not be a co-argument of its antecedent.
The observations suggest that zich is generated as the head of a separate noun phrase, just like
zichzelf.

| would like to propose that zich is one of the two possible spell-outs of a [+coreferential]
PRONOUN, and that its special properties (i.e. the specia interpretation at LF and the spell-out by
Morphology as a se-reflexive) derive from what happens to zich after the antecedent has been
extracted. Asiswell-known, zich shows the properties of a clitic, suggesting that it is adjoined
to alexica or functional head in the course of the derivation (cf. Zwart 1991).% If this adjunction
involves the further acquisition of features, the possibility is expected that in the spell-out
procedure Morphology will not return zichzelf, but a special clitic form.

Reciprocals (English each other, Dutch elkaar) show the samelocality effectsastrue anaphors
(although English each other can also be logophoric, see below):

(56) a. Dejongenshaten  elkaar (Dutch)
the boys hate each other
b. * Dejongens denken dat ik elkaar haat
the boys think that | eachother hate
‘The boys think that | hate each other.’
c. Dejongens zagen elkaar lopen
the boys saw each other walk

This suggests that reciprocal binding be described in the same way as anaphor binding, i.e. as
resulting from the merger of the reciprocal with its antecedent in a configuration like (21).
However, we must ensure that the PRONOUN in case of reciprocity is spelled out aselkaar and in
cases of nonreciprocity as zichzelf:

(57) a= Dejongenszagen [ <dejongens> zichzelf ] (Dutch)
the boys saw themselves
b. Dejongenszagen [ <dejongens> elkaar ]
the boys saw each other

| would like to propose that a reciprocal is not the spell-out of a generic PRONOUN, but of a
different element, derived through grammaticalization of a more complex category involving a
floating quantifier (elk ‘each’, each) and a noun phrase (aar<ander ‘other’, other). Thus,
although syntax does not distinguish anaphors and pronouns before spell-out, it does recognize
the separate category RECIPROCAL. As before, interpretation of the RECIPROCAL in connection
with a particular antecedent (i.e., interpretation of the antecedent-reciprocal relation) can only
take place if the antecedent and the reciprocal have been merged together in a constituent like
(21).%

It seemsthat the default (nonanaphoric) spell-out of the RECIPROCAL in Dutchisde ander ‘the
other:

(58) a * Dejongenshaten  deander (Dutch)
the boys hate the other
b. Dejongensdenken dat ik deander haat
the boys think that | theother hate

16



In our theory, de ander would be the form returned by Morphology when encountering a
RECIPROCAL that was never merged with an antecedent, i.e., the reciprocal variant of the
(nonanaphoric) pronoun. De ander isalso used in subject position (59a) and inside asubject noun
phrase (59b).

(59) a Dejongensdenken dat deander eengenie is (Dutch)
the boys think  that theother ageniusis
‘The boys each think that the other is a genius.’
b. Dejongensdenken dat deander ZzZ'nvriendin het leukst is
the boys think  that theother hisgirlfriend thecutest is
‘The boys think that each other’s girlfriend is the cutest.’

As expected, de ander is not obligatorily bound, anymore than an ordinary pronoun would be:

(60) Dejongensdenken dat ze  genieén  zijn (Dutch)
the boys think  that they geniuses are

Ze ‘they’ in (60) can be interpreted as ‘the boys or as some other persons familiar in the
discourse. Likewise, de ander ‘the other’ in (59) can be interpreted as some discourse familiar
person who is not the same as some other person previously mentioned.

It seems that in English, each other can also be used logophorically, in examples like (61):*

(61) They knew that pictures of each other would be on sale

Because of the fact that logophors are bound nonlocally, they cannot be analyzed along the same
lines as true, locally bound anaphors in our approach. Logophors behave differently from true
anaphors, in that their antecedents may be picked up in the course of a derivation, asin (62a),
contrasted with the case of atrue anaphor in (62b), from Dutch:

(62) a.  Johnwonders which pictures of himself Bill saw  (himself = Bill or John)
b. Jan wvroeg zich a welkefoto’'s vanzichzelf Piet gezien had
John asked se  off which pictures of SE-sELF Pete seen had

‘ John wondered which pictures of himself Pete saw.’ (zichzelf = Piet)

This supports the idea that the relation between alogophor and its antecedent is established in a
way quite different from true anaphor binding (cf. Sells 1987).

This raises the question, not resolved here, why English has no morphological distinction
between logophors and true anaphors.* In the morphology-after-syntax approach adopted here
(cf. note 13), itisnot immediately expected that Morphology returnsthe special [+coreferential]
form (i.e., thetrue anaphor) in other contexts aswell. Perhapsthisisan accidental fact of English
pronoun paradigms, where the anaphor appears to be a grammaticalized emphatic pronoun.

Pronouns can be nonlocally bound, asin (63):

(63) John thinks that he is a genius
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We have seen that local binding of a pronoun (the Principle B effect) is an effect of spell-out. A
PRONOUN that is marked [+coreferential] will always be spelled out as an anaphor. Local
coreference of apronoun with an antecedent can only come about accidentally, in caseslike (64):

(64) (Asfor John, if everyone likes him, then surely) John must like him

It isaconsequence of our theory that the coreferential interpretation in (63) is accidental aswell,
even if much easier to obtain than in local contexts like (64).

Note first of all that coreference in (63) is optional, raising the question what factors assist in
biasing a coreferential or noncoreferential interpretation. One factor that might be important is
that he in (63) may be regarded as a ‘ self-oriented’ pronoun, where the *self’ is not the speaker
uttering (63) but the creator of the proposition selected by the verb think (Tancredi 1997). The
phenomenon of ‘self orientation’ is more familiar from reference to the speaker (by 1st person
pronouns), but occurs equally in contexts like (65):

(65) Chris frowned. Now he would be all alone.

In both (63) and (65), he refers not directly to an antecedent, but to the person responsible for
the utterance in which it occurs, in much the same way as 1st person pronouns do. This carries
over to cases like (66), where the antecedent is a quantified noun phrase:

(66) Every student thinks he is a genius

Asis well known, (66) lacks the reading that would be expected under a naive conception of
coreference, namely that every student thinks that every student isagenius. If heisviewed as a
self-oriented pronoun, it refers to the individual owner of each instance of the thought ‘1 am a
genius, yielding the correct interpretation. Thisobviously cannot bethewhole story, but it serves
to indicate the kind of factors that may be involved.

Pronouns like he in (66), which are interpreted in connection with a quantified noun phrase
(“bound variable anaphora’), need not be bound by a c-commanding antecedent:

(67) [ Everyone's mother ] thinks he is a genius

This suggests that the binding relation between he and its antecedent (everyone in (66)-(67)) is
not established by merging he and everyonein aconstituent like (21). Asdiscussed in section 3.5,
the option of merging an antecedent in the specifier of a DP must not be alowed, in order to
exclude binding of a true anaphor by a non-c-commanding antecedent:

(68) * [ Everyone'smother | likes himself

Thissupportstheidea, advanced here, that the proposal of Kayne (2000, thisvolume) to describe
coreference as a function of sisterhood of the antecedent and the dependent element applies to
anaphor binding only, and that pronoun binding comes about in a different way.

Bound pronouns (bound variable anaphora) are a separate phenomenon in that the relation
between the pronoun and its antecedent is mediated by an expression which is referentialy
dependent on the antecedent (Rullmann 1988). Thus, in (67), the expression everyone s mother
evokes a set containing al and only the persons who are the mothers of the persons referred to
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by everyone. In terms of Jackendoff (1983), we may think of everyone' s mother as projecting a
TYPE consisting of a number of TOKENS, where the TOKENS are (projections of) individuals
(mothers) identified by the reference of everyone (i.e., theprojection of acollection of understood
individuas). | would liketo suggest that thissituation makesthe reference of everyone sufficiently
sdient for the relevant individuals to be interpreted as referred to by he. But the coreference is
still optional and hence accidental. In contrast, the coreferential interpretation of an anaphor and
its antecedent is not optional and is not sengitive to referential dependency (witness the
ungrammeticality of (68)).

Various other properties of ‘bound’ vs. * (accidentally) coreferential’ pronouns are discussed
in the literature (e.g. Lasnik 1976, Reinhart 1976 and 1983, Evans 1980, Higginbotham 1980),
but athough the differences are clear, they do not automatically lead to the conclusion that
pronoun binding is not accidental. Thus, backward linking isallowed with ordinary pronouns, but
not with bound pronouns:

(69) a. [ People who know him] say John/*every linguist is a genius
b. [ Hismother ] loves John/* everyone

Likewise, although strict c-command by itsantecedent isnot required for bound variable anaphora
(cf. (67)), it seemsthat bound variable anaphoramust be c-commanded by an element referentially
dependent on the antecedent (Rullmann 1988). This is not the case with pronouns that are
interpreted as coreferential with nonquantified expressions:

(70) a.  People who know every linguist believe he is a genius (no bound interpretation)
b.  People who know John believe he is a genius (coreferential interpretation allowed)

Furthermore, contexts disallowing bound pronouns do not admit of a oppy interpretation of
pronounsin elipsis (Lasnik 1976, 20):

(71) People who know John believe he is intelligent and people who know Bill do, too (sc.
believe John/* Bill is intelligent)

Discussion of each of these differences would take ustoo far afield at thispoint. To us, the more
telling observation is that the PRONOUNS are spelled out the same in all of these cases, whether
interpreted as bound variable anaphora or not. In each case, the PRONOUN gets the default spell-
out of anordinary pronoun. Moreover, themorphological identity of bound variable anaphoraand
ordinary pronouns does not appear to be an isolated fact of English.** This suggests that a
PRONOUN does not acquire any additional features in the course of the derivation when a bound
variable interpretation is intended, hence that the interpretation of a pronoun is not determined
by its derivational history.*

5. Reconstruction
The theory of Kayne (2000, this volume), according to which a is (nonaccidentally) interpreted
as coreferential with § if and only if « and p are merged together in a congtituent like (21)—which

| have argued appliesto true anaphoric binding only—, entailsthat coreferenceisestablished once
and for all at the moment of merger of the antecedent and the dependent element (seeaso Epstein
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et a. 1998, p. 63f). Thiseliminatesthe need for areconstruction operation at LF, accounting for
anaphoric binding of displaced dependent elements, asin (72a):

(72) a Himsdalf, John knows well
b. [ knows [y John PRONOUN ]]

As discussed above, the derivation of (72a) involves the earlier stage (72b), where coreference
of John and PRONOUN is established through sisterhood (after which John moves to the subject
position and the remnant XP is topicalized to yield (72a)). As a function of the sisterhood
configuration, the PRONOUN acquires the feature [+coreferential], which leads to spell-out asan
anaphor at PF and interpretation as an anaphor at LF.

Since the theory of binding explored here involves no digointness conditions like Principle B
and C of the classical binding theory (cf. (11)-(12)), it is not entirely unexpected that digointness
effects (whatever their cause) may be lifted in the course of aderivation. Thisisindeed what we
find (* anti-reconstruction’, cf. Van Riemsdijk and Williams 1981):

(73) a.  Helikes every book that John wrote (obviation)
b. [ Which book that John wrote ] does he like best (no obviation)

(73b) is problematic for a theory which involves reconstruction of displaced elements at LF,
feeding the interpretation of variable referential elements (like he in (73)). Reconstruction of
which book that John wrote would restore John to a position c-commanded by him, yielding a
violation of Principle C of the binding theory (11c).”® In our theory, digointnessis not marked at
any stage in the derivation (unlike coreference), and it is not excluded that in the course of the
derivation, circumstances arise which favor an (accidental) coreference interpretation.

It seemsto methat one crucia factor facilitating (accidental) coreferen-ce in cases like (73b)
isidentified in Heycock (1995, 558f). Heycock notes contrasts like (74):*

(74) a.  Which stories about Diana did she most object to? (no obviation)
b.  How many stories about Diana does she want usto invent?  (obviation)

As Heycock points out, the fronted noun phrasesin (74a) and (74b) differ in that which in (74a)
signifies the presupposed existence of a set of stories about Diana, whereas the fronted noun
phrasein (74b) is ‘nonreferential’ (in the sense that such a presupposition is not signified). This
makes it much easier to interpret Diana as a discourse familiar entity in (74a) than in (74b),
allowing a reading of (74a) in which both Diana and her ‘hark back’ to the same discourse
familiar entity.*

More exactly, the intonational properties of the fronted noun phrase in (74a), where Diana is
deaccented, present (the projection of) Diana as a discourse familiar entity. The deaccenting
signalsfamiliarity, whether Dianawas mentioned prior to the utterance (74a) or not. Thisappears
to be typically the case with coreferential R-expressions contained in sentence level adjuncts,
which generally precede the main clause containing the pronoun, but not always (Klein 1980,
217):
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(75) a Voordat Eline er erginhad, was ze haar verloofde & kwijt ~ (Dutch)
before Eline it noticed was she her fiancé aready rid
‘Before Eline noticed it, she had already lost her fiancé.”  (no obviation)
b. Ze was haar verloofde d kwijt, voordat Eline er erginhad
she was her fiancé aready rid before Eline it noticed
‘She had aready lost her fiance, before Eline noticed it.’ (no obviation)

I would like to suggest that the fronted noun phrases in (73b) and (74a), by their displacement
into a sentence level A’-position, acquire the status of an adjunct facilitating a coreferential
interpretation under the relevant intonation.*

The issue of reconstruction is closely related to the question of where the binding conditions
apply. It iswithin the spirit of the DASR program that the binding conditions apply at each point
in the derivation, whereas it iswithin the spirit of the minimalist program more generally that the
binding conditions apply at LF only. Lebeaux (1998) arguesthat the * postive’ binding condition
Principle A appliesat LF, whereasthe ‘negative’ conditions Principles B and C apply throughout
the derivation (cf. (11)-(12)).*” Part of the evidence for thisdivision is derived from exampleslike
(76), where himself in (76b) can ignore the ‘lower’ antecedent Bill and pick John as its
antecedent at a late stage in the derivation, while Bill must be interpreted as digoint from hein
(768):

(76) a John wondered which pictures of Bill he saw (obviation Bill—he)
b.  John wondered which pictures of himsalf Bill saw
(binding John—himself or Bill—himself)

In fact, the situation is much more complicated, since, as we have just seen, the obviation in
configurations like (76a) is not always enforced, and himself in (76b) is alogophor rather than
an anaphor (cf. (62); see note 25).

On the theory advanced here, the question of where the binding principles apply evaporates.
Thereisjust a single binding condition, namely that coreference is established only by merging
the antecedent and the anaphor (in fact, the generic PRONOUN) yielding a constituent as
represented in (1a)/(21) at an early point in the derivation. Coreference relations thus established
arefixed once and for al time (i.e,, until the interface levels PF/LF). Digointness is not governed
by principles, but is the default interpretation, which can be overruled under the influence of
various factors and at various points in the derivation.

Thistheory also excludes the possibility, argued for in Branigan (2000), that anaphor binding
is established in covert syntax (i.e., after the spell-out point in the derivation). In the theory
advanced here, if an anaphoric relation would be established at LF it would have the effect that
an element not spelled out as an anaphor at PF (i.e., an element spelled out as an ordinary
pronoun) be interpreted as an anaphor at LF (see note 13 on the architecture of the grammar
assumed here). Indeed, evidence showing that anaphoricity can be established at LF appears to
be hard to come by, a circumstance which our theory explains immediately.*®

6. A few words on remaining problems

The theory of local anaphor binding advanced here meets with a serious problem involving
interaction of binding and raising. The relevant cases areillustrated in (77), where the anaphor
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is contained within an adjunct PP in the matrix clause, and the antecedent is taken to originate
inside the embedded clause:

(77) a.  John seemsto himself [ to be agenius]
b.  Johnwas expected by himself [ to become class president ]

It is standardly assumed that in these constructions the antecedent John originates within the
embedded clause indicated with bracketsin (77), as John isinterpreted as the external argument
of the predicate a genius/class president.” Therefore, the source of the coreference with himself
cannot be that John and himself are merged together as in (21), unless the adjunct PPs are
generated in alower position than currently assumed.

It seems to me that the phenomenain (77) can only be reconciled with the theory of local
anaphor binding explored here if the standard assumption that these examplesinvolve raising out
of the embedded clause is abandoned. Such a serious digression from the standard analysis of the
relevant phenomena cannot be defended within the confines of this article. | can, however,
indicate why | think such a digression would be worth pursuing (leaving the actual pursuing to
another occasion).

Asfor the raising example (77a), it is interesting to note that verbs like seem appear to lose
their raising characteristics in the presence of an experiencer PP.* Thisis suggested by the facts
in (78), discussed by Lebeaux (1998), where the presence of the experiencer PP blocks a
‘downstairs' interpretation of the matrix clause subject:

(78) a. Two computer experts seem [ to be expected to crash every system |
b. Two computer experts seem to each other [ to be expected to crash every system |

Whereas (78a) has a reading in which every system takes scope over two computer experts,
yielding the interpretation ‘two arbitrary computer experts for each system’, (78b) does not,
yielding only the interpretation ‘two given computer experts for the entire set of systems'. This
would be accounted for if seem loses its raising characteristics when an experiencer PP is
present.”*

Asfor the passive case (77b), the analytic passive of the later stages of most Indo-European
languages seemsto lend itself to an analysis where the past participle is regarded as an adjectival
predicate taking the subject asits externa argument (79a), aswith ordinary adjectival predication
(79b):

(79) a was [John[ arrested ]]
b. was [John[sick]]

The possibility of coreference in (77b) would then be accounted for if the by-phrase were
contained within the adjectival predicate, asin (80).

(80) was [ John[ arrested by himself ]]

Inastructurelike (80), our analysis of coreference as resulting from the merger of the antecedent
with the anaphor (asin (21)) can be implemented without problems:

(81) was [ John [ arrested by [<John> himssif ]]]
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Thisanalysismakesthe clear prediction that languagesfeaturing true morphological passivization
should not allow anaphors to appear in the by-phrase. This prediction finds initial support in
Anagnostopoulou and Everaert (1996, 14), according to whom Greek (which hasamorphological
passive) observes a‘thematic prominence’ requirement disallowing binding of an agent (in a by-
phrase) by atheme (the subject of the passive):

(82) * Omonoskureas pu  ksristike pote apo toneaftotu itan o Figaro
(Greek)
the only barber who shave-pAssever by himself was Figaro
‘The only barber who was ever shaved by himself was Figaro.’

A more thorough discussion of the phenomenaillustrated in (77) and their relevanceto the theory
of local anaphor binding explored here would require further study.

7. Conclusion

In this article | have argued that a locally bound anaphor is the marked spell-out of a generic
variable referential element (‘PRONOUN’) which has acquired, in the course of the derivation of
the sentence in which it occurs, a special feature indicating its coreferentiality with an antecedent.
| have explored the possibility, consonant with the strictest implementation of the derivational
approach to syntactic relations (Epstein et al 1998, Epstein and Seely 1999), that the PRONOUN
acquires the feature [+coreferential] as an automatic consequence of a derivational procedure
which merges the PRONOUN with its antecedent, as proposed by Kayne (2000, this volume). |
have argued that if we take this procedure to apply to locally bound anaphors only, a number of
properties of local anaphor binding are explained, most importantly the fact that it is subject to
the locality conditions on A-movement. These results require that we take the coreferential
interpretation of an unmarked pronoun (i.e. a pronoun not marked for anaphoricity) to be
essentially accidental, i.e. not anautomatic consequence of thederivational procedureasproposed
by Kayne (2000, this volume).

The proposal discussed here shares with Kayne' s the important consequence that almost all of
the traditional binding theory (of Chomsky 1981, 1982) disappears. Coreferentiality isafunction
of the operation Merge, not of some interpretive procedure to be captured by various principles.
There is no issue of the level of representation at which the binding theory applies, as
coreferentiality is fixed once and for al at the stage in the derivation where the PRONOUN is
merged with its antecedent. Finally, it is explained that the local domain for anaphor binding
coincides with the local domain for A-movement, on the assumption that the antecedent, after
being merged with the PRONOUN, needs to be extracted and remerged in an A-position (the
thematic and Case positions needed for the antecedent’ s proper interpretation).

These considerations suggest to me that the computational system of human language
establishes grammatical relations only by merging the relevant entities in a sisterhood
configuration like (1a), repeated here for convenience:

(1a) [ B]
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Notes

10.

11.

12.

(i)
(i)

My thanks to Sam Epstein, Daniel Seely, Howard Lasnik, David Lebeaux, Richard Kayne, Jan Koster, Hanneke
Ramselaar, Eric Reuland, and Mark de Vries. The research leading to this article was sponsored by the Netherlands
Organization for Scientific Research, grant # 300-75-027, which is gratefully acknowledged.

The example is chosen for illustrative purposes. | follow Hale and Keyser (1998) in assuming a more detailed
structure of the verb phrase than the one employed here.

a c-commands 3 iff a is merged with (a constituent containing) B (see Epstein 1995).

Notethat this rai ses the question why dements can only be merged in positions c-commanding their previous position
(i.e. the c-command requirement). To a large extent this can be derived from the Extension Condition of Chomsky
(1993), limiting merger to the top node of existing structure. See Epstein et al. (1998, pp. 139ff) for discussion.

This holds as well of notational variants of ‘traces’, such asthe ‘slashes' of Gazdar (1981).

Thewritten version of Kayne (2000), which appearsin thisvolume, only cameto my attention when the present article
was in its final copy editing stage. Unfortunately, the publication schedule made it impossible for me to address
Kayne (this volume) more squarely and to eliminate unnecessary restatements of Kayn€e' s proposals and arguments.

Anaphors are standardly taken to include reciprocals (English each other) and reflexives (Dutch zich), but these
elements each have their own distribution and interpretation, not necessarily coinciding with that of anaphorsin the
strict sense. Bound pronouns are not generally taken to bein this class, although the term ‘anaphora’ may be used
to refer to bound pronouns as well (‘ bound variable anaphora’).

| use the term ‘pronoun’ in the restricted sense of a variable referential element that is not locally bound (the term
‘pronominal’ is used dsewhere). Reinhart and Reuland (1993) take reflexives (Dutch zich) to be nonreferential
pronouns rather than anaphors. This view of reflexives is not adopted here.

Andementis‘bound’ if thereisabinder for it, i.e. an element that c-commands it and corefers with it. An eement
is‘fre€ if it is not bound.

A projection is created by the mind on the impulse of sensory data or thought processes. The linguistic entities that
have referential properties are taken not to refer to real world entities directly, but to projections (which may or may
not be based on real world entities).

See Jayaseelan (1997) for extensive discussion of the idea that anaphors are modified pronouns.

Theclassical inventory derivesits charm mainly from the circumstancethat it covers both overt and covert categories.
However, traces are currently no longer viewed as separate entities from their antecedents, but as copies of their
antecedents. Hence, they can be of any noun phrase type, regardless the type of movement. Also, the idea that PrRO
isapronominal anaphor has been contentious from the start (see Koster 1984). See Zwart (1999b) for the idea that
PRO stands out as a nonreferential element.

Reinhart and Reuland (1993, p. 659) describe pronouns as being | ess referentially defective than anaphors. For our
purpose, thecrucial distinction isbetween fully referential elements (R-expressions) and variablereferential el ements
(pronouns and anaphors), regardless the ability of pronouns to stand on their own in a given discourse setting or by
virtue of some process of accommodation. That anaphors are varigblereferential rather than nonreferential is shown
by various tests, discussed in Zwart (1999b), showing different behavior of anaphors compared to reflexives or PRO.
For example, in (i), the anaphor, but not the reflexive, allows an interpretation where Sally is listening to arecording
of her own speech (Rooryck and VandenWyngaerd 1998), and in (ii) the anaphor allows a‘der€’ interpretation,
unlike PrRO (cf. Chierchia 1989):

Saly  hoorde zich/zichzelf praten (Dutch)

Sally  heard  sE/se-SELF  talk
The unfortunate expects himself/PrRo to get a medal
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13.

14.

15.

(i)

(i)

(iii)

16.

17.

18.

19.

(i)

The view on spell-out and the role of the Lexicon hereisinspired by the framework of Distributed M orphology of
Halle and Marantz (1993), and more generally by recent approaches which assume a morphol ogy-after-syntax
approach. In such an approach, the spell-out procedure takes a syntactic terminal and converts it into a string of
phonemes. The modul e performing the conversion, called Morphology, yields aform from the (paradigms stored in
the) Lexi con that best matchesthemorphosyntacti c features present on theterminal. Theapproach tobinding expl ored
here assumes that the Lexicon contains paradigms of pronouns, that anaphoricity is apronominal feature which may
beacquired in the course of aderivation and prompts M orphol ogy to yie d an anaphor when encountered on aterminal
nodein the spell-out procedure. Note that coreferentiality on this approach is not introduced at LF by an interpretive
procedure, but is already present as a syntactic feature, acquired by the PRONOUN in a sisterhood configuration with
itsantecedent. As pointed out by the editors, thisis compatiblewith thenotion, entertained in DASR and in Chomsky
(2001b), of continuous communication between the computational system (syntax) and theinterface components LF
and PF.

Cf. Postma’s (1997, 303) discussion of similar cases, where he argues that the semantic bleaching needed to turn a
referential expression into an anaphor is not an inherent lexical property but a function of syntactic structure.

To be more exact, the proposal made here does not necessarily imply that anaphoricity should be marked on the
PRONOUN rather than on the antecedent. A cursory glance at anaphoricity across languages suggests that the entire
range of possibilitiesis attested: anaphoricity marking on the PRONOUN (English), on the antecedent (i), on both the
PRONOUN and the antecedent (ii), and on neither (iii):

Irail pein duhp-irail (Ponapean, Rehg 1981, 301)
they sdf bath-them

‘They bathed themselves.’

Ada widi wi¢ alzurar-zawa (Lezgian, Haspelmath 1993, 186)

he-ErRG sdf-ERG sdf-ABS deceive-IMPF

‘Heis deceiving himself.’

Nra dreghe nri fadre  rroto (Tiri, Osumi 1995, 207)
he-suBJ injure  he-oBJ with car

‘Heinjured himsef inacar.’

More precisdly, John is neither avariable referential dement, nor does it contain avariable referential element, asis
the case with inalienabl e possessive (body part) noun phrases used as anaphoric expressions.

Note that in the version of Kayne's theory advanced here, he would have to be spelled out as an anaphor if its
coreferentiality with John were to derive from the circumstance that he and John form a constituent likein (26). This
alone would suffice to exclude the sentences in (24) on the relevant reading.

See also Heim (1998) for a recent discussion of these facts. Heim introduces the useful notion of a ‘guise’, an
individual concept, i.e. a function from worlds to individuals, and proposes that reference is always to a guise.
Binding principles B and C can then be reformul ated as prohibiting (local) coreference to the same guise. Heim does
not, however, proposeto describeall cases of accidental coreferenceas reference of identical noun phrasesto different
guises. A solution along theselines might befeasiblefor theexamplesin (27), for instance, if discourse new elements
(dementsin focus) are taken to refer to a different guise/projection than (identical) discourse old e ements (elements
lending themselves to dlipsis). In (27), the first instance of John is in focus, whereas the second is deaccented,
showing discourse old status. See Demirdache (1997) for relevant discussion.

It seemsto methat the curious exception to Principle C in (i), discussed in Fiengo and May (1994, 265), Fox (1995),
and Zwart (1998b), must also be described with reference to focusing and defocusing effects.

| gave him everything John wanted me to (give him)
Here, him and John may be understood as coreferring, in violation of Principle C. In Zwart (1998b), | suggested that
the overt himis (for its interpretation) parasitic on the dliptical himin the part in parentheses, which itself, being

deaccented, is introduced as discourse old. In terms of Tancredi (1992), thereis a‘focus related topic’ give someone
something which allows give him to be deaccented and even deleted. At the sametime, the overt himis of necessity
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20.

21.

22,

(i)

23.

(i)

(i)

24,

25.

26.

27.

28.

29.

interpreted as identical to thedliptical him, yielding accidental coreference of the overt him and John. In my present
view, the phenomenaareslightly more complicated, becausetheinterpretation of theelliptical himcan now nolonger
be viewed as an instance of coreference (which is restricted to anaphors), for which see below.

Demirdache (1997, 75) argues that Principle C should not be understood as prohibiting accidental coreference, but
as excluding an anaphoric interpretation of accidental coreference. Thusin (27a), although John may like John, the
information that John is a ‘self-liker’ is not conveyed. In our theory, the anaphoric interpretation is automatically
excluded because John is not a variable referential element.

In earlier work (Zwart 1999a), | proposed to derive Principle C effects, and absence thereof in non-c-commanding
configurations, from areference assignment procedure working in tandem with the operation Merge, to the effect that
every noun phrasenewly merged tothestructureiscontraindexed to (referential) noun phrasesalready in thestructure.
This essentially incorporates Lasnik’s (1976) obviation principle, a precursor to Principle C. | now believe that the
strongest i mplementation of the derivational approach to binding should éiminate Principle C altogether, and should
not involve any mechanism of reference assignment other than the mechanism yielding coreference discussed here.

Number is not an issue here, witness the equally ungrammatical (i):

The boys heard the girls curse themselves.

Note that the uniqueness requirement does not exclude recursive anaphoricity, asin:
John heard himself curse himself.

As pointed out by Kayne (2000), the derivation of examples like (i) may involve a constituent like (ii), where John
himself isfirst extracted from XP, and John is then extracted out of Y P:

[xp [yp John himsdlf ] himself ]

Interarboreal operations have been proposed as a solution to the problem that head movement typically violates the
extension condition (Bobaljik and Brown 1997). In Zwart (2001) | suggest a different approach to this problem,
namely to abandon the idea that head movement (feature movement) involves adjunction.

| take English himself inside representational noun phrases like pictures of himself to be logophors rather than
anaphors (cf. Reinhart and Reuland 1993, 681f.). If so, theimpossibility of A-movement out of representational noun
phrases illustrated in (i) does not affect the noted paralellism of anaphor binding and A-movement.

*  John seems that [ pictures of <John>] areon sale

Although this assumption looks familiar from the perspective of the Government and Binding theory (Chomsky
1981), it is actually a novel assumption which requires further support. The Case Filter of the Government and
Binding theory appliesto all noun phrases, but does not exclude escape mechanisms, such asdefault or inherent Case
assignment, which might be applied to the antecedent in (21) aswell. In addition, the Government and Binding theory
does not require every noun phrase, but every argument to acquire athematic role.

A-positions are defined here as positions where thematic roles and (structural) Cases may be assigned.

In English, Exceptional Casemarking (ECM) constructions (John saw Bill kiss Mary) do not obviously involve NP-
raising into thefunctional domain associated with the matrix verb (pace Johnson 1991), unlesstheraising takes place
at LF (Branigan 1992) or involves the entire VP (Koster 2000). In the classical Government and Binding theory
analysis, the extension of thelocal domain for A-movement and binding in ECM constructions was described as a
function of government of the embedded subject by the higher verb (cf. Chomsky 1981, 188). In the minimalist
framework, the local domain can no longer be defined with recourse to the notion ‘ government’.

Thismay bederived from theidea expressed in Chomsky (2001a) that interpretation takes placein phases, where CP
constitutes a phase.
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30.

(i)

31.

32.

33.

35.

(i)

(i1)

36.

37.

38.

(i)
(i)
39.

40.

41.

Caseslike (i) are excluded because John, extracted from the noun phrase headed by himself lacks athematic roleand
aCase

*  John, himsdf likes Mary

The abbreviations used in the glosses are: DEM = demonstrative, NNTR = nonneuter, AFF = affirmative. See Zwart
(1998a) for a comparison of Dutch and English |eft dislocation constructions.

Kayne (2000, this volume) does not appear to start from the assumption that the derivation starts out with a generic
variable referential element PRONOUN, which is spelled out either as an anaphor or as a pronoun.

Absol utive anaphorsarewidely attested, both in the pronominal variant (e.g. Lezgian, Haspel math 1993, p. 184f) and
in the inalienable possessive noun phrase variant (e.g. Basque, Saltarelli 1988, p. 104).

Nominative-accusative languages with nominative objects, such as Icelandic, deserve additional comment. In
Icelandic, nominative anaphors are excluded in object position as well (Everaert 1990, 281), including the object
position occupied by embedded external argumentsin ECM constructions (Schiitze 1997, 119). | leave this subject
for further study. Onepossibility isthat the dative subject typically required in these constructionsis contained within
apreposition phrase (PP) headed by an empty preposition. Being inside a PP, the dative subject could not originate
as a sister to the PRONOUN, eliminating the only possible source of coreference in our approach.

Note that nominative ‘long distance anaphors’ (not bound inside the L-domain) are widely attested (see Jayasedlan
1997 for asurvey). This leads me to believe that long distance anaphors are not anaphorsin the sense defined here,
i.e. PRONOUNS merged with their antecedent. That long distance anaphors are not true anaphorsis supported by the
distribution of thelong distance anaphor taan in Malayalam, which cannot be bound locally, as shownin (i)-(ii) (data
from Jayaseelan 1997, 190f).

taan waliya aal aanp® ennd@  raaman-e  toonni Malayalam
sdf great  person is comMp  Raaman-DAT seemed
‘It seemed to Raman that he (sc. Raman) was a great man.’
*  raaman tan-ne aiccu
Raman sef-acc hit-PAsT
‘Raman hit himsdf.’

The modal particle al facilitates the interpretation of the verb zien ‘see’ as ‘imagin€’, which is the necessary
interpretation if the ECM-subject is zich rather than zichzelf.

Hence the development of the se-reflexive into a grammaticalized reflexivity marker in many languages, e.g.
Norwegian.

It is tempting to consider the construction in (i) as resulting from movement of the antecedent and the floating
quantifier out of the noun phrase headed by the other. However, as (ii) shows, thelocality conditions on A-movement
are not met, suggesting that a different analysis applies to these cases.

The boys each hated the other
The boys each knew that | hated the other

Crucially, the creator of the picturesin (61) may be different from the personsindicated by they, so that we know that
each other is not bound by an empty pro subject.

Other languages do, like Dutch (anaphor zichzelf, logophor ' mzelf) and M alayalam (anaphor tanne-tanne, logophor
tanne (AcC)).

Languages featuring weak and strong pronoun paradigms must usetheweak paradigm (including the empty pronoun

pro) when a bound reading is intended (M ontal betti 1984). But crucially, weak pronouns are not used exclusively
in bound readings.
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45,

(i)

46.

47.

48.

(i)

49,

50.

51.

(i)

(i)

The relevance of (aweak version of) c-command to bound variable anaphora (i.e. the pronoun must be bound by its
antecedent or by a noun phrase referentially dependent on its antecedent) suggests that the antecedent (or a noun
phrasereferentially dependent on the antecedent) must be merged to a constituent contai ning the pronoun for abound
variable anaphora interpretation to obtain. This can be udnerstood if the pair-list reading characteristic of bound
variable anaphora (i.e. every x thinks X is a genius is interpreted as x, thinks x; is a genius, x, thinks x, isa genius,
etc.) requires merger of two elements involving some kind of multiplicity. The quantified noun phraseisinherently
multiplicitous, and its sister can beinterpreted as such if it contains a multiplicitous element, such asavariably (i.e.
non-deictically) interpreted pronoun. (As shown by Higginbotham 1980, the pair-list reading disappears when the
pronoun is interpreted deictically in examples like Every musician will play some piece that you ask himto play.)
If so, bound variable anaphora requires a configuration like (1a), but in a different way from true anaphor binding.

Following Lasnik (1998), | assume that the complement/adjunct asymmetry often noted in connection with this type
of anti-reconstruction effects (cf. Lebeaux 1988) is spurious.

Note that the presence of a pro subject in the fronted (representational) noun phrasesisirrelevant in the crucial case
of (74a), as Diana is not the author of the stories (Heycock 1995, note 15).

In introducing discourse familiarity, | deviate from Heycock’s (1995) explanation of the pattern in (74). Heycock
(1995, 561) proposes to represent nonreferential noun phrases at LF as involving asplit between a fronted part (how
many) and a reconstructed part (stories about Diana), explaining the Principle C effect through c-command at LF.
She shows that how many-phrases also permit a referential interpretation where the entire how many-phrase is
interpreted in thefronted position at LF. On thisinterpretation, how many stories about Diana asksfor thecardinality
of agiven set of stories about Diana. Again, the notion ‘given’ appears to be crucia here, and, in our view, sufficient
to facilitate an (accidental) coreferential reading. The observation in Fox (1999, 166) that effected objects (of averb
like build) trigger a nonreferential interpretation and hence reconstruction effects, whereas non-effected objects (of
averb like rebuild) do not, again supports the significance of the notion ‘given’ in this domain:

How many houses in John's city does he want the government to (re)build? (obviation only with build)
Therelevance of deaccenting to coreference was noted as early as Lakoff (1968), Akmajian and Jackendoff (1970).
Lebeaux’s conclusions are adopted in Epstein et al. (1998, 62), albeit that in their approach communication between
syntax and LF is continuous. Hence, Principle A must be satisfied at any point in the derivation, whereas Principle
B/C must be satisfied throughout the derivation.

Branigan (2000) argues in support of binding effects created by covert movement on the basis of exampleslike (i):
Perry proved [ Jill and Tony to havelied ] during each other’strials

The argument assumes covert movement of the ECM ‘subject’ Jill and Tony to an object licensing position c-
commanding each other, a movement established overtly in languages like Dutch (cf. (34)). But the argument begs
the question whether such covert movement exists (on which see Koster 2000), and whether each other in (i) isa
‘true’ rather than alogophoric or even pronominal reciprocal.

This eliminates the possibility that a constituent [ John himself ] is merged in the embedded clause and raises to the
adjunct position, after which Johnis extracted and merged in the matrix clause subject position. In such aderivation,
John would not be interpreted as the external argument of the predicate, but John himself would.

Pace Martin 1996, 112.

As discussed by Torrego (1996), McGinnis (1998) and Ura (2000), languages seem to differ as to whether the

experiencer blocksraising. In Dutch, no blocking effect occurs, but, interestingly, reflexive experiencers appear to be
excluded with raising verbs (i), unlike with nonraising verbs of appearance (ii):

Jan lijkt mij/7zich(zelf)  eengenie  tezjn (Dutch)
John seems  me/se(self) agenius tobe

*John seems to me/himself to be a genius.’

Jan komt  mij/zichzdf voor eengenie  tezjn
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John comes mehimsef fore agenius tobe
* John appears to me/himself to be a genius.’
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