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Wavelength Division Multiplexing (WDM) is an important technique to make use of 

the large amount of bandwidths in optical fibers to meet the bandwidth requirements of 
applications. In this paper, two new models (MWDCRP and MCRP) of multicast routing 
on WDM networks are studied. In these models, it is assumed that each switch on WDM 
network can perform ‘drop,’ ‘continue’ and ‘drop and continue’ operations. In MWDCRP, 
given the multicast request and the delay constraint, the goal is to find a minimal wave-
length light-forest to route the multicast request under the delay constraint. In MCRP, the 
objective cost of the multicast routing problem has two components: one is the transmit-
ting cost, the other is the number of used wavelengths. Given the WDM network and the 
multicast request, the goal is to find a minimal cost light-forest to route the multicast re-
quest. Since these problems are NP-hard, four heuristic algorithms (named as Maximal- 
Delay-First (MDF), miNimal-Delay-First (NDF), Farthest-Greedy (FG), and Nearest- 
Greedy (NG)) are proposed to solve these problems. Simulation results demonstrate that 
the proposed algorithms can generate good solutions.    
 
Keywords: light-forest, multicast routing, wavelength division multiplexing (WDM), 
heuristic algorithm, shortest-path based   
 
 

1. INTRODUCTION 
 
1.1 WDM 
 

Wavelength Division Multiplexing (WDM) is an important technique to make use of 
the large amount of bandwidths in optical fibers to meet the bandwidth requirements of 
applications. There is a growing consensus that the next generation Internet will employ 
an IP-over-WDM architecture [1]. In this architecture, IP routers are attached to the opti-
cal cross-connects (OXCs) and IP links are realized by light-paths in a WDM network. 
Communication requests are transmitted by sending packets on a dedicated wavelength 
of the light-path between the source node’s transmitter and the destination node’s re-
ceiver [2, 3]. Because there is no electro-optic (E/O) or optic-electronic (O/E) conversion 
in OXCs, all-optical networks greatly increase the throughput capacity [4]. In addition, 
because the network requires not only transmission line capacity enhancement, but also 
cross-connect node processing capability enhancement. The WDM should be used in 
combination with wavelength routing [5, 6]. 

In wavelength routing, data signals are carried on a unique wavelength from a 
source node to a destination node passing through nodes where the signals are optically 
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routed and switched without regeneration in the electrical domain. When a physical net-
work is given and connections among the nodes in the network are required, an optical 
path (light-path) with a dedicated wavelength for each required connection should be 
established. The Routing and Wavelength Assignment (RWA) problem is a problem to 
select suitable paths and wavelengths among the many possible choices for the required 
connections [7]. 

If sufficient network resources are available at the time the request arrives, the rout-
ing path is established; otherwise the call request is blocked. If the nodes in WDM net-
works do not have wavelength converters then as a consequence the path must maintain 
the same wavelength throughout the entire path. In the WDM research community, this is 
known as the wavelength continuity constraint [5]. By practical limitations on transmis-
sion technology, the number of available wavelengths on a fiber is restricted. So, a good 
solution to the RWA problem is important to increase the efficiency of the WDM net-
works. 

In order to solve various applications on WDM networks, mechanisms must be de-
veloped to handle not only point-to-point communications but also multicast. Multicast is 
the transmission of information from one source to multiple destinations simultaneously, 
for example, a one-to-many communication technique. Many broadband services such as 
video conferences, distance learning, and web casting employ multicast for data delivery. 
The support of multicast in future WDM networks is essential for these applications. 
Thus, issues concerning supporting multicast on WDM networks need to be studied. 

 
1.2 Multicast  

 
Recently, several researchers studied the multicast problem over WDM network 

[8-13]. Several comprehensive surveys have been done in [13-15]. Several researchers 
studied the multicast problem on WDM with all or sparse multicast capable (MC) [8, 12]. 
But the drawback of the problem studied in [8, 12] is that the MC node is expensive. To 
overcome this drawback, Ali and Deogun have proposed a low-cost novel architecture 
called Tap-and-Continue (TaC), shown in Fig. 1, for realizing multicast [9]. This archi-
tecture provides a natural evolution from current unicast cross-connects and is based on 
tapping devices. The proposed device can reduce the cost of MC cross-connects at the 
expense of more fiber links used in the routing structure. In the TaC cross-connect, 
optical signals are passed through a set of Tap-and-Continue Modules (TCMs). In a TCM, 
an extremely small fraction of the input signal is tapped and forwarded to the local sta-
tion. The remaining power on the order of 99.9%, is switched to any one of the other 
outputs [9]. 

 
(a)                  (b)                   (c) 

Fig. 1. (a) Example of trial; (b) Light-path; (c) Light-trees. 
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In [9], Ali and Deogun have defined and formulated the problem of routing a multi-
cast session in a network equipped only TaC cross-connects, Multiple-Destination Mini-
mum-Cost Trail (MDMCT) problem and showed the NP-completeness by reducing the 
well-known Directed Hamiltonian Path [16] problem to it. Informally, the routing opti-
mization problem is that of finding an optimal trail that starts from a source node and 
visits all nodes in a nonempty set D of destinations with the objective of minimizing the 
number of directed edged traversed. A heuristic algorithm multiple-destination trail 
(MDT) was proposed to find the feasible routing of the multicast request. In [9], authors 
also showed that MDMCT problem always has a feasible solution in bidirectional graph. 
In [9], the route from source to destination is constructed as a trial, but this is impractical. 
For example, consider the network shown in Fig. 1 (a), where node s is the source and 
nodes d1, d2, and d3 are the destinations. The trial s → d2 → d3 → d2 → d1 goes through 
d3 by way of passing directed link (d2, d3) and immediately forwards the light back to d2 
through the reverse link (d3, d2), which is impractical. Moreover, consider the example 
for the path s → d3 → d2 → d1 (as shown in Fig. 1 (b)), this path uses one wavelength but 
the delay between source and the farthest destination may be too large. 

In the WDM networks with TaC nodes, the trial can be replaced by a light-tree 
which consists of light-paths s → d2 → d3 and s → d2 → d1, as shown in the Fig. 1 (c). 
After this replacement, the delay between the source and the farthest destination can be 
reduced. But on the other hand, the wavelength usage is greater than the original trial. 
From this, there is a trade-off between cost and wavelength usage. 

In [10] and [11], another version of multicast problems on the WDM network model 
was studied. Nodes in the WDM network are further subdivided into four types [10, 11]: 
Drop and Continue node (DaC-node), Wavelength Conversion node (WC-node), Light- 
Splitting node (split-node), and Virtual Source (VS). A DaC-node, which is the same as 
the TaC node in [9], is capable of tapping a small amount of optical power from the 
wavelength channel and transmitting the remainder. The VS is capable of both split-node 
and WC-node. The VS plays a key role in the construction of a multicast forest. A heu-
ristic algorithm is proposed in [11] to construct the multicast tree to route the multicast 
request. 

Light-tree [17] is a point-to-multipoint extension of light-path aiming to provide an 
underlying infrastructure for multicast in the optical network. Light-tree scheme uses 
extensively the light splitting capability of each node. Like the light-path, there is no 
O/E/O conversion at any intermediate node on a light-tree. It assumes that all nodes have 
adequate light splitting capacity, which makes up the full light splitting network. At each 
branching point, the beam of laser light will be split into a certain number of sub-beams, 
which turns a light-path into a light-tree. If all nodes in a network are MC nodes, one 
light-tree may be sufficient for routing data to all destinations; otherwise, a set of light- 
trees, aggregated as a light-forest, may be required for the network with sparse light split-
ting in which some of the nodes are MC nodes. In this case, several light-trees rooted at 
the same source node, is to be used, forming a light-forest (or multicast forest) [18]. 

In this paper, the multicast routing problem on WDM networks, whose nodes are 
TaCs, is studied. Given the WDM network and a multicast request, the goal is to find a 
light-forest which consists of one or more light-trees rooted at the multicast source and to 
their destinations, in such a way that the objective can be minimized. The usual goals to 
the multicast routing optimization problem [19] in traditional networks are the minimiza-
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tion of: (1) the path delay [20] due to blocking and (2) the cost of the path tree to reach 
the destinations. Often, the total cost minimization of the routing tree of networks with 
data replication is equivalent to the classical NP-hard problem: the minimum Steiner tree 
[16]. Two WDM multicast problems are studied in this paper. Because finding optimal 
solutions to these NP-hard problems are impractical, and that performing exact searches 
for optimal solutions are impractical due to exponential growth in execution time. In this 
paper, for each problem model, two heuristic algorithms are proposed to construct a 
light-forest for a given multicast session so that the multicast data can be delivered to all 
the members of the session. 

The rest of this paper is organized as follows. In section 2, the basic assumptions 
and formulations of the problems are given. For the MWDCRP, two heuristic algorithms 
(MDF and NDF) are proposed and described in section 3. In section 4, for the MCRP 
problem, two heuristic algorithms (Farthest-Greedy and Nearest-Greedy) are proposed. 
Experimental results are given in section 5. Finally, conclusions are given in section 6. 

2. PROBLEM FORMULATION 

2.1 Network Model 
 

In this paper, all nodes in a WDM network are TaC nodes. The functions of the TaC 
nodes are listed as follows [21]: 

 
 drop only: When the locally attached router is a destination and there is no need to 
forward a copy to any downstream node. 

 continues only: When the locally attached router is not a destination and there is a 
down-stream destination. 

 drop and continue: When the locally attached router is a destination and there is a 
down-stream destination.  

For the given WDM network, the unique source node has the function that it is pos-
sible to send multiple “copies” to the same output using different wavelengths along dif-
ferent paths. That is, the source node of the multicast request has multiple transmitters, 
and therefore packets can be transmitted to as many children as needed when construct-
ing a multicast tree, rooted at it. Similarly, a source can transmit to its children on differ-
ent wavelengths using different transmitters. 

2.2 Problem Definition 

A WDM network is represented by an undirected and connected graph G(V, E, c, d, 
w), where V is the node-set of G which represents the set of nodes in the network with |V| 
= n, and E is the edge-set of G with |E| = m corresponding to fiber links between nodes in 
the network. Each link carries two opposite-directed fibers in two directions. Each edge e 
in E is associated with cost c(e) and delay d(e) which represent the communication cost 
and delay of edge e, respectively. Let w be the number of wavelengths provided by the 
WDM network. Functions c(P(u, v)) and delay(P(u, v)) are additive over the edges of a 
light-path e ∈ P(u, v) between two nodes u and v, as shown in Eqs. (1) and (2): 
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In this paper, a multicast request r(s, D) (or r(s, D, MAX_DELAY)) is given, the re-
quest is for setting up a multicast channel from the source node s to a group of destina-
tions D = {d1, d2, …, d|D|}, where s ∈ V, s ∉ D, and D ⊆ V. For the given WDM network 
G(V, E, c, d, w), it can be viewed as the union of a set of wavelength networks Gk(V, E), k 
= 1, 2, …, w. Let Tk(s, Dk) be the light-tree for the request r(s, Dk) on the kth wavelength 
network, where k is in {1, 2, …, w} and Dk ⊆ D. That is, the set D of destinations can be 
partitioned into several disjoint subsets, D = ∪k=1,2,…,wDk and Di ∩ Dj = 0,/  for i ≠ j; i, j ∈ 
{1, 2, …, w}. Light-tree is a tree united by a set of light-paths with same source node on 
the same wavelength network. Let T = ∪k=1,2,…,wTk denote the light-forest for the request 
r(s, D). The cost of a light-tree Tk(s, Dk) on the kth wavelength network is defined as the 
sum of the cost of all edges in the light-tree Tk(s, Dk). It can be formally defined as 

( , )
( ( , )) ( ).

k k

k k
e T s D

c T s D c e
∀ ∈

= ∑                                         (3) 

The delay of a light-tree Tk(s, Dk) on the kth wavelength network is defined as the 
maximum of the delay of all destinations in the light-tree Tk(s, Dk). It can be formally 
defined as 

( ( , )) max ( ( , )).
k

k k v D
delay T s D delay P s v

∀ ∈
=                                 (4) 

Light-forset is a tree united by a set of light-trees with same source node on different 
wavelength networks. Similarly, the cost and delay of the light-forest T are defined as 

1
( ) ( ( , )),

w

k k
k

c T c T s D
=

= ∑                                              (5) 

1,2,...,
( ) max ( ( , )).k kk w

delay T delay T s D
=

=                                   (6) 

In this paper, the input optical signal of a TaC node can only be forwarded to an 
output port leading to its child. A TaC node in WDM network can perform a “drop and 
continue” function to transmit the signal to its child until all nodes in the Dk receive it. 
That is, no light splitting function is enabled on node. Therefore the degree of node, ex-
pect the source node, of light-tree on each wavelength network is less than or equal to 2 
and this is denoted as the light-splitting constraint. 

Another important goal of the model is to minimize the number of wavelengths to 
serve the multicast request without causing wavelength conflicts. Since wavelength is 
one of the most important resources in the WDM network, if the number of used wave-
lengths can be reduced, the consequent multicast requests can find the light-tree or light- 
forest easily. Thus, the blocking probability of the multicast request can be reduced. Oth-
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erwise, the multicast request will be blocked or rejected. In the equation described above, 
if the number of wavelengths used to route the multicast request are not restricted, the 
routing path may tend to consume more wavelengths. 

In this paper two problems named the Minimal Wavelength Delay Constraint Rout-
ing Problem (MWDCRP) and the Minimal Cost Routing Problem (MCRP) are studied. 
 
2.2.1 MWDCRP 
 

In MWDCRP, given a WDM network G(V, E, c, d, w) and a multicast request r(s, D, 
MAX_DELAY), where MAX_DELAY is the delay constraint of each routing path P(s, di). 
The goal is to find the routing trees (or tree) and assign wavelengths to them such that the 
number of the used wavelengths can be minimized under the delay constraint. The cost 
function c(e) of each link e in WDM is ignored. Let yk = 1, if wavelength k is used by the 
light-forest T; yk = 0, otherwise. Define V(T) be the set of nodes of the tree T. The objec-
tive cost can be formulated as: 

1

w

k
k

y
=
∑                                                            (7) 

subject to D ⊆ V(T) and delay(T) ≤ MAX_DELAY.                         (8) 
 
In the past, the constrained Steiner tree problem of constructing low cost trees with 

bounded end-to-end delay constraints in general network was studied by Kompella et al. 
[22] known to be NP-complete. Moreover, the routing and wavelength assignment (RWA) 
problem in WDM network is also NP-complete [7]. In MWDCRP, both the routing paths 
and the wavelength assignments of the source and destinations should be considered, and 
the light-splitting constraint is used to constrain the routing paths. Thus, the RWA in 
WDM network are special cases of MWDCRP. This means that the MWDCRP in WDM 
networks is an NP-hard problem. 
 
2.2.2 MCRP 
 

In MCRP, given a multicast request r(s, D) and a WDM network G(V, E, c, d, w), 
the goal is to find the routing trees (or tree) and assign wavelengths to them such that the 
objective cost can be minimized. The objective cost has two components: the first one is 
the cost of the light-forest c(T) and the other is the number of used wavelengths. In the 
WDM networks, two paths must be assigned different wavelengths if their routes share a 
common link. Define binary variables yk, for wavelength k = 1, 2, …, w; yk = 1, if wave-
length k is used by the light-forest T; yk = 0, otherwise. Thus, the total objective cost of 
the MCRP can be defined in Eq. (9): 

1
( ( , )) ( ) ,

w

k
k

c r s D c T yα
=

= + ×∑                                         (9) 

where α is the ratio of the cost of light-forest to that of the wavelengths used. 
To reduce the routing cost, rerouting the path to destination on a whole new wave-
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length network is a good approach, but this may increase the number of used wave-
lengths. Wavelength is an important resource of WDM, thus, there is a tradeoff between 
the choices of a routing path on used and new wavelengths. In the real applications, the 
value of α may significantly affect the final routing solution. If set larger α, it may prefer 
to find the longer routing path on the same wavelength network instead of shorter routing 
path on a new wavelength network. Otherwise, it may prefer to find the shorter routing 
path on a new wavelength network. The value of the α can be set by the network man-
ager and is depended on the number of wavelengths provided by the WDM network or 
the traffic pattern. If the number of wavelengths provided by the WDM network is large 
or the network traffic is low, the α should be set to a smaller value (about a positive real 
that is less than one half of the summation of cost of all edges in the network); otherwise, 
α should be set to a larger value (about a real that is one to two times of the summation 
of cost of all edges). Because both the routing paths and the wavelength assignments are 
considered in the multicast problem in WDM networks, the multicast routing optimiza-
tion problem in general networks is a special case of MCRP. Moreover, for the WDM 
multicast routing problems studied in [18, 23] which were NP-complete are also special 
cases of MCRP, this means that the MCRP in WDM networks is an NP-hard problem. 
 
2.3 Light-splitting Constraint 
 

Because a TaC node in WDM network cannot serve as a branching node of the mul-
ticast tree and a VS node can splitting signal to any outgoing link, the degree of node of 
light-tree on each wavelength network should satisfy this constraint denoted as the light- 
splitting constraint. A key observation is that, due to the light-splitting constraint of the 
WDM node, a single light-tree may not be sufficient to transmit the multicast message to 
all destinations in a multicast session. Consider the example shown in Fig. 2, a WDM 
network with 18 nodes and a multicast request r(s, D) = r(s, {1, 2, 3, 4, 5, 6}) are given. 
The number near the edge represents the cost of edge. When the shortest path heuristic 
algorithm is used to find the shortest tree from s to D, node 7 is used to forward data to 
nodes 1, 2, and 3 as the bold lines show in Fig. 2. This shortest path tree violates the 
light-splitting constraint. To solve this problem, path P(s, 3) or P(s, 2) may be reassigned 
another wavelength. Once destinations 2 and 3 are reassigned to other wavelengths, source  

 
Fig. 2. Example 1 and the shortest path tree P. 
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node s needs to send out three “copies” on link (s, 7), and three wavelengths are needed 
on link (s, 7) in a wavelength-routed network. Alternate, paths P(s, 2) and P(s, 3) may be 
rerouted to satisfy the light-splitting constraint. So, rerouting algorithms should be de-
veloped. Note that, for the same multicast request, using different heuristics will likely 
result in light-forests with different costs. 

3. HEURISTIC ALGORITHMS FOR MWDCRP 

Given a multicast request, the goal is to find a light-forest such that the number of 
used wavelengths can be minimized under the delay constraint. It is worth noting that the 
cost c(e) of link e on WDM network is ignored. Because the MWDCRP is NP-hard, in 
this section, two heuristic algorithms are proposed to solve it. These proposed algorithms 
are shortest-path based, that is, first, the shortest path algorithm is used to find the mini-
mal delay paths from source to all destinations. Then these paths are modified to satisfy 
the delay and light-splitting constraints. 

Given the WDM network G(V, E, c, d, w) and the multicast request r(s, D, MAX_ 
DELAY), for each destination node di in D find the minimal delay path P(s, di) from 
source node s to di in G. Then, paths P(s, di), i = 1, 2, …, D are combined to form P, such  
that 

| |
1{ ( , )}.D

iiP P s d== ∪  It is worth noting that P should be a tree. If delay(P) > MAX_  
DELAY then the light-forest which satisfies the delay constraint cannot be found. In this 
paper, it is assumed that there exists a feasible solution which satisfies the delay con-
straint. If P satisfies the light-splitting constraint and delay(P) ≤ MAX_DELAY, then P 
uses only one wavelength and will be the optimal light-tree of the multicast request. Oth-
erwise, two heuristic algorithms are used to modify the tree P to light-tree or light-forest 
which satisfies the light-splitting constraint. 

Before introducing the proposed tree-modified algorithm, some notations are intro-
duced and stated here. Let Edge(P(s, di)) be the set of edges that compose the path P(s, di) 
and all the edges with at least one of its endpoints, not be s, be on P(s, di). Let G′ = G\ 
Edge(P(s, di)) be the remaining graph by removing edges and nodes in Edge(P(s, di)). For 
example, assume G be the network shown in Fig. 2. If P(s, 2) = s → 7 → 14 → 2, then 
Edge(P(s, 2)) = {(s, 7), (7, 14), (14, 2), (1, 7), (1, 14), (3, 14), (2, 11), (2, 15), (2, 16)}. 

Let degree(s) be the degree of the source node s on tree P, then tree P can be di-
vided into degree(s) sub-trees. Let v1, v2, …, vdegree(s) be the nodes in P which are directly 
adjacent to the source node s, the sub-tree rooted at vi is represented by PT(vi), for i = 1, 
2, …, vdegree(s). This is due to the routing tree in a wavelength network can not contain 
cycle(s) and must satisfy the light-splitting constraint. Thus, it is easy to find that if there 
is more than one destination on the leaves in one of the sub-trees, only one of these des-
tinations can be selected to route by this sub-tree and the other destinations should be 
rerouted. Let dest(vi) and mindest(vi) be the destination node with maximal delay and 
minimal delay in sub-tree PT(vi), respectively. Let Live(dest(vi)) (Live(mindest(vi))) be 
the set of edges whose one endpoint is dest(vi) (Live(mindest(vi))) and the other endpoint 
is in G′. Let UNREACH be the set of all destinations that have not been routed and which 
are sorted in the descending order according to the minimal delay of path from source s 
to destinations in G. Let G1, G2, …, Gw be the w wavelength networks of a WDM net-
work and initially G1 = G2 = … = Gw = G. 
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To determine the rerouting paths of the destinations in the leaves, two heuristic 
methods are developed. They are Maximal-Delay-First (MDF) and miNimal-Delay-First 
(NDF). 

 
3.1 Maximal-Delay-First (MDF) 

 
For each sub-tree PT(vi), i = 1, 2, …, vdegree(s), only the destination node v ∈ PT(vi) 

with maximal delay delay(P(s, v)) ≥ maxu∈PT(v){delay(P(s, u))} is routed by the path P(s, 
v) on PT(vi), the others should be rerouted. 

Consider the network shown in Fig. 2 (assume weight of edge e ∈ E represent the 
d(e)), they are three destinations in the sub-tree PT(7) with nodes 1, 2, and 3. The maxi-
mal delay destination is the node 2, thus the routing paths to destination nodes 1 and 3 
should be rerouted. Similarly, the maximal delay destinations in the sub-trees PT(8) and 
PT(10) are nodes 6 and 4, respectively. Now, the problem is “how to find the reroute 
paths?” because the routed paths and nodes used by the maximal delay path in each sub- 
tree cannot be used twice in the same wavelength network. Moreover, the rerouting paths 
together with the existing paths cannot form a cycle or cycles or violate the light-splitting 
constraint. Thus, the path P(s, v) to the maximal delay destination and the Edge(P(s, v)) 
in each sub-tree should be removed from G to construct G′. For each subtree PT(vi), a 
subgraph is constructed by G′ ∪ Live(dest(vi)). It is worth noting that the delay of the 
routing path, which is called the extended path, routed through node dest(vi) should be 
included in computing the delay of the path P(s, dest(vi)). 

According to above discussions, the rerouting path can be determined to be more 
complex. The Maximal-Delay-First (MDF) Algorithm is described as follows: 

 
Algorithm  Maximal-Delay-First (MDF) 
Step 1: Let k = 1, G1 = G2 = … = Gw = G. For each destination di in D find the minimal 
delay path P(s, di). Combine the paths to form a routing tree P. If P satisfied the light- 
splitting constraint, then DONE. Otherwise perform step 2. 
 
Step 2: For each sub-tree PT(vi) rooted at vi for i = 1, 2, …, degree(s), find the maximal 
delay destination node dest(vi), the routing path P(s, dest(vi)) and the Edge(P(s, dest(vi))). 
Modify G1′ by removing edges in Edge(P(s, dest(vi))), i = 1, 2, …, degree(s) from G1 and 
construct UNREACH. For each maximal delay destination dest(vi) in subtree PT(vi), find 
Live(dest(vi)). While UNREACH is non-empty and k is less than or equal to w, perform 
step 3. 
 
Step 3: Take the maximal delay destination in UNREACH, say v, find the minimal delay 
paths in the set of subgraphs SG = {Gz′ and Gz′ ∪ Live(dest(vi)), for all vi, z = 1, 2, …, k}. 
Find the minimal delay path in the path set SG. If a constraint-satisfied path is found, 
assign path P(s, v) to the corresponding wavelength z; subtract Edge(P(s, v)) from Gz′; 
remove the destination v and other destinations passed by path P(s, v) from UNREACH; 
and update corresponding Live(dest(vi)). Otherwise, increasing k by one, if k is greater 
than w will return FALSE.  

 
The process of applying MDF algorithm to the example of Fig. 2 (assume MAX_ 
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DELAY = 15) is illustrated as follows: First, remove edges in Edge(P(s, 2)), Edge(P(s, 6)), 
and Edge(P(s, 4)) from G1, that is, find G1′ = G1-Edge(P(s, 2))-Edge(P(s, 6))-Edge(P(s, 
4)). The remaining graph is shown in Fig. 3 (a), where UNREACH = {3, 1}. Because 
destination 3 is the maximal delay destination in UNREACH, the path P1(s, 3) from s to 
3 in G1′ is s → 9 → 13 → 3 with a delay of 15 and the extended path P1(2, 3) is 2 → 11 
→ 3 with a delay of 18 (9 + 9 = 18) (as shown in Fig. 3 (b)). The extended path violated 
the delay constraint, thus, destination 3 is routed by s → 9 → 13 → 3. Further, after re-
moving Edge(P1(s, 3)) from G1′, because there is no path can be found from source to the 
destination 1, another wavelength network (G2) is needed to reroute the path. Thus, con-
sider the wavelength graph G2 = G, the minimal delay path from s to 1 is s → 7 → 1 with 
the delay of 6. Final, the light-forest with 2 used wavelengths is shown in Fig. 3 (c). 

 
G1′                                     G1′ ∪ Live(dest(7)) 

             
(a)                                       (b) 

 
(c) 

Fig. 3. (a) G1′; (b) G1′ ∪ Live(dest(7)); (c) Final result by applying the MDF algorithm. 

3.2 miNimal-Delay-First (NDF)  
 

Another rerouting heuristic algorithm is the miNimal-Delay-First (NDF). There are 
two differences between the miNimal-Delay-First and the Maximal-Delay-First algo-
rithms. First, in step 1, for each sub-tree PT(vi) i = 1, 2, …, vdegree(s), the leaf destination v 
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(denoted mindest(vi)) with the minimal delay (delay(P(s, v)) ≤ minu∈PT(vi){delay(P(s, u))}, 
u is the leaf node in PT(vi) is routed by the path P(s, v) on PT(vi), and the other destina-
tions should be rerouted. Second, in step 3, for the destinations in UNREACH, the desti-
nation with the minimal delay has higher priority to be rerouted. Because keeping the 
route from source to the minimal delay destination can be more beneficial to reach more 
destinations which satisfy the delay-constraint. That is, this can make full use of the `tape 
and continuous’ property of TaC node and can reach more destinations in a route on the 
same wavelength network. 

For the example shown in Fig. 2, after removing edges in Edge(P(s, 1)), Edge(P(s, 
6)), and Edge(P(s, 4)) from G, the result graph G1′ is shown in Fig. 4 (a) and the UN-
REACH is equal to {3, 2}. Because the destination 3 is the node with the minimal delay, 
the next step is tried to reroute destination 3, that is, find the minimal delay path P1(s, 2) 
from s to 3 in G1′. The path found in G1′ is s → 9 → 13 → 3 with a delay of 15 as shown 
in Fig. 4 (a). The extended path found in G1′ ∪ Live(mindest(7)) is 1 → 13 → 3 with a 
delay of 9 (6 + 3) as shown in Fig. 4 (b). The extended path found in G1′ ∪ Live(mindest 
(8)) is 6 → 17 → 16 → 2 → 13 → 3 with a delay of 26 (12 + 14) as shown in Fig. 4 (c). 
Thus, the extended path 1 → 13 → 3 satisfies the delay constraint. Further, the destina-
tion 2 is routed by s → 7 → 14 → 2 with the delay of 9 on G2. The final result by apply-
ing NDF Algorithm to Fig. 2 is shown in Fig. 4 (d). 

 
G1′                                   G1′ ∪ Live(dest(7)) 

          
(a)                                      (b) 

 
G1′ ∪ Live(mindest(8)) 

         
(c)                                     (d) 

Fig. 4. Results by applying the NDF algorithm. 
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4. HEURISTIC ALGORITHMS FOR MCRP 

Given a multicast request r(s, D), the goal is to find the light-forest such that the to-
tal cost (consists of cost of light-tree and cost of wavelength) can be minimized. It is 
worth noting that the delay d(e) of link e on WDM is ignored. Since the MCRP is NP- 
hard, in this section, two heuristic algorithms are proposed to solve it. These proposed 
algorithms are also shortest-path based. Obviously, the algorithms MDF and NDF de-
scribed in the previous section which is proposed to solve the MWDCRP can be modi-
fied to solve the MCRP. Moreover, MDF and NDF algorithms cannot be applied directly 
because they did not take the number of used wavelengths and the ratio α into considera-
tion. Two modified algorithms Farthest-Greedy and Nearest-Greedy are presented in this 
section. 
 
4.1 Farthest-Greedy 
 

For each sub-tree PT(vi), i = 1, 2, …, vdegree(s), only the farthest destination v with 
c(P(s, v)) ≥ max∀u∈PT(vi){c(P(s, u))} is routed by the path P(s, v) on PT(vi) and the others 
should be rerouted. This is denoted as the Farthest-first Greedy (FG). Since the objective  
function c(r(s, D)) = c(T) + α × 1

w
kk y

=∑  consists of two components: the first one is the  
cost of the light-tree for routing to the destinations; the second one is the weighted cost 
of wavelength used. To reduce the routing cost, reroute the path to destination on a whole 
new wavelength network is a good approach, but this will increase the cost of wave-
length used. Thus, there is a tradeoff between the choice of routing path on used and new 
wavelength network. 

Consider the network shown in Fig. 2, there are three destinations in the sub-tree 
PT(7) with nodes 1, 2, and 3. The farthest (maximal cost) destination is node 2, thus the 
routing paths to destination nodes 1 and 3 should be rerouted. The farthest destinations in 
the sub-trees PT(8) and PT(10) are node 6 and 4, respectively. Let k be an integer which 
indicates the maximal index of the currently used wavelength network. To find a rerout-
ing path of a destination v, k + 1 (≤ w) wavelength graphs (G1, G2, …, Gk, Gk+1) are con-
sidered in the proposed algorithm. Let Pi(s, v) be the minimal cost path from source s to 
destination v in the wavelength graph Gi, the cost of the path Pi(s, v) is defined as c(Pi(s, 
v)), i = 1, 2, …, k + 1 (≤ w) and is determined as follows: 
 
 If Pi(s, v) passes destinations, {v1, v2, …, vk} in UNREACH on Gi, then the costs of P(s, 
v1), P(s, v2), …, P(s, vk) on G should be subtracted from the cost of path Pi(s, v). That is, 
c(Pi(s, v)) = c(Pi(s, v)) − c(P(s, v1)) − c(P(s, v2)) − … − c(P(s, vk)). 

 If Pi(s, v) uses the wavelength graph the (k + 1)th (≤ w), where i is equal to k + 1, then 
the cost of path Pi(s, v) should be increased by α. 

 If path from s to v cannot be found in the wavelength network Gi, then c(Pi(s, v)) = ∞. 
 
After finding and computing the paths and costs of the possible paths, the path with 

the minimal cost is selected to be the rerouting path. If i is equal to k + 1 then increasing 
k by 1. Find the set Edge(Pi(s, v)) and remove edges in Edge(Pi(s, v)) from Gi. 

In MCRP, the similar notations defined in MWDCRP are used, let dest(vi) be the 
destination node with maximal cost in sub-tree PT(vi). Let Live(dest(vi)) be the set of 
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edges whose one endpoint is dest(vi) and the other endpoint is in G′. For each subtree 
PT(vi), a subgraph is constructed by G′ ∪ Live(dest(vi)). It is worth noting that the cost of 
the routing path, which is called the extended path, routed through node dest(vi) should 
be included in computing the cost of the path P(s, dest(vi)). This rerouting process is con-
tinually executed until UNREACH is empty. 

The details of the Farthest-First Greedy (FG) algorithm are described as follows: 
 
Algorithm  Farthest-First Greedy (FG) 
Step 1: Let k = 1, G1′ = G2′ = … = Gw′ = G. For each destination di in D find the minimal 
cost path P(s, di) on G1. Combine the paths to form a routing tree P. If P satisfies the 
light-splitting constraint, then DONE. Otherwise perform step 2. 
 
Step 2: For each sub-tree PT(vi) on G1, rooted at vi, i = 1, 2, …, degree(s), find the far-
thest destination node dest(vi), the routing path P1(s, dest(vi)) and the Edge(P1(s, 
dest(vi))). Modify G1′ by removing Edge(P1(s, dest(vi))), i = 1, 2, …, degree(s) from G1′ 
and construct UNREACH. While UNREACH is non-empty, perform steps 3 and 4. 
 
Step 3: Take the farthest destination in UNREACH, say v, find the minimal cost paths in 
the set of subgraphs SG = {Gz′, Gz′ ∪ Live(dest(vi)), for all vi, z = 1, 2, …, k + 1}. 
 
Step 4: Find the minimal cost path in the path set SG. If the path is found, assign path P(s, 
v) to the corresponding wavelength z; subtract Edge(P(s, v)) from Gz′; remove the des-
tination v and other destinations passed by path P(s, v) from UNREACH; and update 
Live(dest(vi)). Otherwise, increasing k by one, if k is greater than w will return FALSE.  
 

Assume α = 4, consider the example shown in Fig. 2. After performing steps 1 and 2 
of the Farthest-first Greedy algorithm, the result is shown in Fig. 5 (a). Because destina-
tion 3 is the farthest node in UNREACH, step 3 tries to find the minimal cost path from s 
to 3. In G1 the path is s → 9 → 13 → 3 with the cost of 15. In G1′ ∪ Live(dest(7)), the 
extended path is 2 → 11 → 3 with the cost of 9. Similarly, in G2′ the path is s → 7 → 14 
→ 3 with the cost of 11 (7 + α). It is clear that the extended path c(P1(2, 3)) is the mini-
mal cost path, thus, destination 3 is routed in the wavelength graph G2. 

 
G1′                                  G1′ ∪ Live(dest(7)) 

            
(a)                                   (b) 

Fig. 5. Final result by applying the Farthest-Greedy algorithm. 
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(c) 

Fig. 5. (Cont’d) Final result by applying the Farthest-Greedy algorithm. 

 
Then, to find the minimal cost routing path for destination 1, those paths on G1, G1 

∪ Live(dest(7)) and G2 are considered. They are path P2(s, 1) = s → 9 → 1 with a cost of 
13, extended path P1(3, 1) = 3 → 13 → 1 with a cost of 3 and path P3(s, 1) = s → 7 → 1 
with a cost of 10 (6 + α). Obviously, the minimal cost path is the extended path P1(3, 1). 
Thus, the final result by applying the Farthest-first Greedy algorithm to Fig. 2 is shown 
in Fig. 5 (c). 

 
4.2 Nearest-Greedy 
 

Another rerouting heuristic developed to solve the MCRP is the Nearest-Greedy. 
There are two differences between the Nearest-Greedy and the Farthest-Greedy. First, in 
step 2, for each sub-tree PT(vi) rooted at vi for i = 1, 2, …, vdegree(s), the minimal cost leaf 
destination v (c(P(s, v)) ≤ minu∈PT(vi)c(P(s, u)), where u is the leaf destination in PT(vi)) is 
routed by the path P(s, v) on PT(vi) and the others should be rerouted. This is due to 
keeping the route from source to the nearest destination can be more beneficial to reach 
more destinations. That is, this can make full use of the ‘tape and continuous’ property of 
TaC node and can reach more destinations in a route on the same wavelength network. 
Second, in step 3, for the destinations in UNREACH, the minimal cost destination has 
the highest priority to be rerouted. 

In MCRP, the similar notations defined in MWDCRP are used, let mindest(vi) be the 
destination node with minimal cost in sub-tree PT(vi). Let Live(mindest(vi)) be the set of 
edges whose one endpoint is mindest(vi) and the other endpoint is in G′. Assume α = 4, 
consider the example shown in Fig. 2, after performing steps 1 and 2 of Algorithm Near-
est-Greedy, the result is the same as the result performed by steps 1 and 2 of NDF (as 
shown in Fig. 4 (a)) excepted that the weight of link represents the cost but not the delay 
of link. Because destination 3 is the destination with minimal cost in UNREACH, step 3 
tries to find the minimal cost path P1(s, 3). 

In G1′, the path P1(s, 3) is s → 9 → 13 → 3 with the cost of 15 (Fig. 6 (a)). In G1′ ∪ 
Live(mindest(7)), the extended path 1 → 13 → 3 with a cost of 3 is found (Fig. 6 (b)). In 
G1′ ∪ Live(mindest(8)), the extended path 6 → 17 → 16 → 2 → 14 → 3 with the cost of 
14 is found. Note that the destination 2 is passed by the path, thus the cost c(P1(s, 3)) = 7  
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G1′                                    G1′ ∪ Live(mindest(7)) 

              
(a)                                       (b) 

G1′ ∪ Live(mindest(8)) 

        
(c)                                      (d) 

Fig. 6. Final result by applying the Nearest-Greedy algorithm. 

 
should be subtracted the extended path c(P1(s, 3)) = 8, therefore the extended path is the 
cost of 7. Similarly, in G2 the path P2(s, 3) is s → 7 → 14 → 3, c(P2(s, 3)) = 2 + 2 + 3 + α 
= 11. Obviously, the extended path 1 → 13 → 3 is the minimal cost path, thus, destina-
tion 3 is routed on wavelength graph G1. 

After performing algorithm, the routing paths for destination 2 are P2(s, 2) = s → 7 
→ 14 → 2 with cost 11 (4 + 7), extended path P1(3, 2) = 3 → 14 → 2 with a cost of 8 
(Fig. 6 (c)), extended path P1(6, 2) = 6 → 17 → 16 → 2 with a cost 6. Thus, extended 
path P1(6, 2) = 6 → 17 → 16 → 2 is the minimal cost path. The final result by applying 
Nearest-Greedy to Fig. 2 is shown in Fig. 6 (d). 

5. EXPERIMENTAL RESULTS 

In order to evaluate the performance of the proposed heuristic algorithms, they were 
implemented and applied to solve problems that were randomly generated. The results of 
these experiments are reported below. In all the experiments, the implementation was 
conducted in C, and all the experiments were run on a personal computer (PC) with a 
Pentium III 1GHZ CPU and 512MB RAM. 

To test the efficiency of the proposed algorithms, the Genetic Algorithm (GA) pro-
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posed in [24] is used. Genetic algorithms have been trusted as a class of general-purpose 
search strategies that strike a reasonable balance between exploration and exploitation. A 
WDM network with n = 100 nodes, m = 1208 edges and w = 10 wavelengths was used to 
determine the parameters of GA. The parameters of GA were determined by performing 
ten times and the average results are used for the comparison. The parameters for running 
GA are: population size = 2000, crossover probability = 1.0, mutation probability = 0.3. 
The best solution of GA after running ten times is used to compare. 
 
5.1 Results of MWDCRP  
 

For the MWDCRP, the proposed algorithms have been run on several randomly 
generated and connected networks with different nodes (n is in {100, 200, 300}), and 
with different number of destination nodes (|D| is in {10, 20, 30, 40, 50}) and with dif-
ferent delay constraint (MAX_DELAY) in {40, 30, 20}. The link delays are randomly se-
lected from the set of integer {1, 2, …, 20}. For these tests, the sets of multicast requests 
are randomly generated on a random connected network. 

The experimental results of the MDF and NDF algorithms are shown in Table 1. 
The ‘ratio’ columns are computed by (wavelength of algorithm / wavelength of GA × 
100%). Observe the result shown in Table 1, the MDF gets the ratio 106.20% and better 
than the result of NDF (112.91%). 
 

Table 1. Experimental results of algorithms MDF & NDF. 

 
 
5.2 Results of MCRP  
 

For the MCRP, the proposed algorithms have been run on several randomly gener-
ated and connected networks with different nodes (n is in {100, 200, 300}), and with 
different number of destination nodes (|D| is in {10, 20, 30, 40, 50}) and with different 
ratio (α) in {50, 100, 150}. The link costs are randomly selected from the set of integer 
{1, 2, …, 20}. For these tests, the sets of multicast requests are randomly generated on a 
random connected network. 

Moreover, to examine the performance of the proposed algorithms, the Multiple- 
destination Trial (MDT) heuristic algorithm proposed in [9] was implemented and used 
for comparisons. The average result of GA, the results of FG, NG and MDT algorithms 
for different values of ratio α are shown in Figs. 7, 8 and 9, respectively. 
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n = 100  

 

 n = 200 

 

n = 300 

 
(a) n = 100.                (b) n = 200.                (c) n = 300.  

Fig. 7. Comparison of algorithms on the MCRP with α = 50. 

 n = 100 

 

 n = 200 

 

n = 300 

 
(a) n = 100.                 (b) n = 200.                (c) n = 300. 

Fig. 8. Comparison of algorithms on the MCRP with α = 100. 

 
The experimental results of the FG and NG, MDT, and GA algorithms are shown in 

Table 2. The ‘ratio’ columns are computed by (cost of algorithm / cost of GA × 100%) and 
the ‘CPU seconds’ columns demonstrate the CPU time in seconds of the algorithm. Ob-
serve the result shown in Table 2, the Farthest-Greedy gets the ratio 103.70% and better 
than the results of Nearest-Greedy (105.89%) and Multiple-destination Trial (119.41%). 
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 n = 100 

 

 n = 200 

 

n = 300 

 
(a) n = 100.                 (b) n = 200.                (c) n = 300. 

Fig. 9. Comparison of algorithms on the MCRP with α = 150. 
 

Table 2. Experimental results of algorithms FG & NG. 
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Moreover, the results show that MDT is the fastest algorithm. Both the CPU time is sec-
onds spent by algorithms FG and NG are faster than GA. On the other hand, the memory 
resources needed by the FG and NG are smaller than that of GA. That is, FG and NG 
algorithms are suitable implemented in the real environment. 

6. CONCLUSIONS 

In this paper, the Minimal Cost Routing Problem (MCMRP) and the Minimal Wave-
length Delay Constraint Routing Problem on WDM networks with Tap-and-Continue 
(TaC) nodes are defined and studied. For the MCRP, a new cost model which consists of 
the wavelength usage and communication cost is defined. The objective is to minimize 
the sum of the cost of used wavelengths and the communication cost of the light-forest. 
For the MWDCRP, for a given multicast request, a light-forest is found such that the 
number of used wavelengths is minimized under the delay constraint. Specifically, the 
formulations for the WDM multicast routing problem are given. Because these problems 
are NP-hard, for each problem two heuristic algorithms are proposed to solve it, they are 
Maximal-Delay-First (MDF), miNimal-Delay-First (NDF), Farthest-Greedy (FG), and 
Nearest-Greedy (NG). In the proposed heuristics, first, shortest path algorithm is per-
formed to fine the shortest path tree, then the rerouting techniques are used to find the 
constraint-satisfy light-tree. Simulation results demonstrate that the proposed algorithms 
can generate good solutions near the solution obtained by performing the genetic algo-
rithm. 
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