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Abstract—Databases (DBs) are used in all enterprise 

transactions, which require attention not only to the 

consistency of DB, but also to existence, accuracy and 

correctness of data required by the transactions. 

While the Atomicity, Consistency, Isolation, and 

Durability (ACID) properties of a transaction ensure 

that DB is consistent after the execution of each 

transaction, it is not sure that the transactions retrieve 

the correct data. Indeed, the testing phase of the 

transactions, in the development process, is often 

ignored. Therefore, there is a need for testing 

techniques and tools. This paper proposes an 

architecture, a design, and an implementation of a 

tester, we refer to as DBSoft, to test transactions, in 

terms of required data they need to access. The 

architecture of DBSoft is a layered one. It is made of 

five components having separate concerns and serving 

each other: (C1) a parser to collect information, 

specifically for the metadata, (C2) an input generator 

to generate test cases, (C3) an output generator to 

implement the test cases, (C4) an output validator to 

validate test cases, and (C5) a report generator to 

generate test reports. DBSoft aims at avoiding cost 

effective transaction run-time errors. 

 

Index Terms—Databases, Transactions, Testing Tools, 

Metadata, XML 

I. INTRODUCTION 

Database Management Systems (DBMSs) play a 
crucial role in storing, accessing, and managing data. 
Most organizations deal with a certain form of DBMS, as 
these systems provide, through a uniform interface that is 
SQL, an easy, efficient access to large amount of data by 
hiding the low-level details of how the data is physically 
structured and accessed. All enterprise transactions 
perform a kind of Create/Retrieve/Update/Delete 
(CRUD) operations against DBs through SQL. 

The handled data, through transactions, is used in day-
to-day activities or decision-making, which requires a 
certain attention not only to the consistency of DB, but 

also to existence, accuracy and correctness of data 
required by the transactions.  

Yet, when transactions running against the DBs abort 
due to lack or inaccuracy of data can prove to be costly in 
terms of time and money to organizations. While the 
Atomicity, Consistency, Isolation, and Durability (ACID) 
properties of the transaction ensure that the DB is 
consistent after execution of each transaction, it is not 
sure that the transactions match the correct data 
description or value at run-time. When DBs and 
transactions are not tested before implementation, errors 
or bugs may appear at any time during the 
implementation phase or the exploitation (e.g., data 
population).  

In the development process, guided by the three-level 
architecture, the step that deals with the mapping external 
schema/conceptual schema is often ignored. This would 
ensure that the required data by all transactions map into 
the conceptual schema and vice-versa. This critical 
testing-kind step ensures that transactions retrieve the 
correct data description or values, which avoids any 
costly run-time errors.  

One would think that the amount of research being 
invested in the field would be vast given the importance 
of DB systems. Unfortunately, the opposite is true. 
Testing DBs is not easy [1]. For instance, relational DBs 
have hundreds of interrelated tables structured in a 
specific way, and described in a metadata (aka catalog), 
which makes it complex. In addition to this complexity, 
the metadata is not static as the DB administrator always 
alters it when business requirements change. That is, the 
schema and the states of these tables need to be 
consistently validated to avoid transactions run-time 
errors. 

Therefore, there is a crucial need for techniques and 
tools to test the correctness of data against the transaction 
requirements in terms of data. These techniques and tools 
should be integrated within the development process, 
preferably before the implementation, i.e., at the mapping 
interface between transactions and DB.  
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We propose an architecture, a design, and an 
implementation of tester, DBSoft, to test transactions, in 
terms of required data, against DBs they access. The 
architecture of DBSoft is a layered one. It is made of five 
components having separate concerns, and serving each 
other:  

C1. A parser: this component generates XML files from 
the metadata about the input DB to test. 

C2. An input generator: this component creates test cases 
by using the information generated by the parser.  

C3. An output generator: this component runs the DB 
tests by using the populated test cases and saving the 
results. 

C4. An output validator: this component validates the 
results produced by the output generator. 

C5. A report generator: this component produces reports, 
graphs, and other information about the executions 
of the test. 

DBSoft aims at avoiding cost effective transaction run-
time errors. 

In this paper, we present the architecture and design of 
the DBSoft, but we limit the implementation to the 
crucial component of the toolkit that is the parser. This 
component parses the metadata, generated by the DBMSs 
during the creation phase of the DB schema, in order to 
extract the required information in a standard XML 
format. Then the XML documents will be used in 
generating test cases and their expected outcome as well 
as generating a DB test. 

The remainder of the paper is organized as follows: 
Section 2 provides an overview of related work and 
existing tools. Section 3 discusses DBMS metadata 
required by the toolkit. Section 4 presents the architecture 
of DBSoft. Section 5 details the DBSoft parser. Section 6 
presents an implementation of the parser component. 
Section 7 includes concluding remarks and future 
direction of the work and research.  

II. RELATED WORKS AND TOOLS 

The closely related work to what is being proposed in 
this paper is done by Chays et al. [1][2][3] with the 
AGENDA toolkit. It is composed of five components: a 
parser, a state generator, an input generator, a state 
validator and an output validator. AGENDA parses a 
database transaction, generates test cases, and validates 
the result. The AGENDA parser is the focal step of 
interest for now. Based on a modified form of 
PostgreSQL's [4], the internal parser collects relevant 
information about a DB supplied to it and stores the 
information in an internal DB called the AGENDA DB.  

In [5], a framework is presented to perform efficient 
regression tests on DB transactions. In [6], issues with the 
automatic running of DB regression tests are listed. A 
framework for creating a test database is presented in [7] 
and [8], while in [9], the framework tests the features of 

DBMSs and also includes an automatic DB generator 
called QAGen. 

Due to security and confidentially issues tied with 
"live" DB data, an automatic data generating tool is 
proposed in [10]. It is called ADG. Automatic Data 
Generation is also highly useful in terms of its ability to 
create a desired problem situation within a DB for testing.  

A number of different methods in creating the test 
cases exist, and these are discussed in [11], [12], [13] and 
[14].  

There is no evident related work in the academic 
community to collecting information from DBMS 
metadata to be used in DB testing, and it is safe to say 
that DBSoft toolkit is the first to apply this concept. 

The main two differences between our approach and 
AGENDA are: 

1. Instead of developing a new parser, we extract 
relevant information from DBMS metadata. 

2. DBSoft toolkit does not store the information in 
tables, but represents it as standard XML 
documents. Indeed, storing the information in an 
internal DB as done by AGENDA is not efficient 
in terms of simplicity and specifically 
extensibility. DBSoft uses XML document to store 
information due to its nature of being self-
descriptive, easily processed and human-readable. 
However, XML tags and attributes are based on 
AGENDA DB tables. 

One of the aims of the DBSoft toolkit is to enable 
performing regression tests on DB while they are 
updated. DBSoft will generate test cases and a test DB 
state by means of the information stored in XML 
documents that are produced in the data extraction step. 
The test cases will be used to run the test DB.  

III.  DBMS METADATA 

There exist many definitions of the concept metadata. 
The most general is “data about data”. In DB systems, a 

metadata describes and provides information about all the 
objects of a DB such as tables, views, indexes, sequences, 
stored procedures, functions, etc. For example, in Oracle, 
a table is described by more than fifty data such as name, 
number of columns, number of rows, etc. In PostgreSQL, 
objects are described in Information_schema.  

The SQL standard defines a uniform interface to 
access this data, but not all DBMSs implement this 
feature. Hence, a number of different mechanisms have 
evolved with accessing metadata over different systems: 
For instance: 

 Oracle has data dictionary and metadata registry. 

 PostgreSQL provides system catalogs and 
Information_Schema. 
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 SQL Server and MySQL contain system catalogs and 
the Information_Schema, but the method for 
querying it differs from that of PostgreSQL. 

Additionally, due to the nature of where the 
information is being collected from, it is safe to say that 
the integrity of the information collected is increased and 
hence more trustworthy. 

Metadata is the most relevant input to the testing step, 
as it should describe all the data required by the 
transactions running against the DB. 

IV. DBSOFT ARCHITECTURE 

The architecture of DBSoft is a layered one. It is made 
up of components having separate concerns, but serving 
each other as shown in Figure 1. This ensures: 

 A smooth and independent design and 
implementation of the components. 

 A straightforward wrapping of the components into 
services for an easy adoption of Service-Oriented 
Architecture (SOA). 

 A replacement of any of the components by other 
components when some non-functional requirements 
such as reliability or performance. 

 Security of the components. 

 
Figure 1. DBSoft Architecture 

The components are specified as follows: 

C1. A parser: this component is involved in collecting 
information from the metadata about the DB to test. 
It generates XML files consisting of the collected 
information for the DB test. 

C2. An input generator: this component creates test cases 
by using the information in the XML files generated 
by the parser component. It populates the DB test 

with test cases and creates an XML file of the 
expected results of each test case.  

C3. An output generator: this component runs the DB 
tests by using the populated test cases and saving the 
results. 

C4. An output validator: this component validates the 
results produced by the output generator by 
comparing them with the expected results from the 
input generator. 

C5. A report generator: this component produces reports, 
graphs, and other information about the executions 
of the test. 

The aforementioned architecture guides us towards a 
testing process that consists of five steps. Each 
component translates into a step in the testing process. 

1. Step 1: information collection 

2. Step 2: test case generation 

3. Step 3: test case implementation 

4. Step 4: test case validation 

5. Step 5: report generation  

The stepping-stone into the DBSoft testing tool is the 
parser. In this work, much of attention is given to the 
parser, as it constitutes the corner stone of the system. 
Through the correct design and implementation of the 
parser, we would ensure that the rest of the components 
will work properly, thus meeting the requirements of 
DBSoft as a powerful tool for testing DBs. 

V. DBSOFT PARSER 

Using the parser, a DB could be parsed; and relevant 
information would be extracted into XML documents.  

In order to be able to create an efficient and real-world 
usable tool for DB testing, the first consideration is that 
DBs need to be transformed into a uniform object, as 
there is a number of DBMS in existence today with 
different metadata, catalogs, and physical storage 
mechanisms.  

The creation of standard XML documents, outlining 
the details of the physical organization and structure of 
DB schema, will also aid in:  

(i) the creation of efficient test cases, and a test DB 
for testing. 

(ii) the generation of test data for DB population. 

(iii) the validation of the results of the test runs.  

 

A. DBSoft parser functioning 

The following are the sub-steps taken by the DBSoft 
parser: 

1. User inputs location of DB 
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The DBSoft parser collects the relevant information 
from the metadata in the DBMS. The program needs to 
be pointed to the location of the DB, to be tested, in order 
to access the metadata. The user will provide the correct 
information on the location of the DB. This includes the 
host, the port number, the DB name, the username, and 
the password. 

2. DBSoft parser creates connection 

Once the location of the database is input correctly, the 
DBSoft parser opens a connection to the DB.  

3. Information collected from the metadata 

The DBSoft parser will begin collecting the relevant 
information from the metadata. This is done by querying 
the metadata by means of relevant commands through the 
JDBC API as shown in Figure 2. Since the mechanism of 
accessing metadata differs from one DBMS to another, 
the commands issued will be according to the DBMS in 
question.  

 
Figure 2. DBSoft Parser Component: Collecting Information from 

Metadata 

4. Information extracted into XML document 

The information that has been collected in the parsing 
step will be organized and extracted into XML 
documents, such as: 

 Tables (containing information on tables, number of 
attributes, type, etc). 

 Attributes (containing information on attributes, 
tables they are contained in, type, etc). 

 Boundary values (containing information on 
boundary values, range, type, etc). 

 Table relationships (relationships between tables in 
the database and their associated attributes). 

Figure 3 illustrates a standard structure for XML 
documents to represent relational databases maintained in 
different DBMS. For each database system, an XML tree 
is generated by extracting information from its DBMS 
metadata. The database is composed of a set of table 
elements. Each table is composed of three main elements: 
name (the table name), attributelist (list of attributes in 
the table with their types and constraints), and constraints 
(other constraints in the table such as the primary key, 
foreign keys, unique attributes). Information about each 
table can be extracted from the tables in the DBMS 
metadata catalog. 

The attributelist element for each table is composed of 
a list of attribute elements to represent information about 
each attribute such as name, type, default value, 
maximum and/or minimum values. The information 
about each attribute element in the XML tree can be 
extracted from the attributes and the boundary values in 
the metadata catalog. The constraint element is composed 
of a list of constraints, including primary, foreign keys, 
and other constraints on the database. In the 
implementation section, we illustrate how an XML 
document is generated using the proposed XML tree 
structure for an existing database system as shown in 
Figure 7. 

Database

table table

name attributelist constraints name attributelist constraints

table table

attribute attribute

name type default …... name type minvalue …...maxvalue

Primary key Foreign key Foreign key
……. …….

Figure 3. XML Tree Structure for a Relational Database 

B.  Transactions of DBSoft Parser 

The XML files produced by the DBSoft parser can be 
employed in several testing transactions. The aim for the 
DBSoft toolkit is to cover most if not all DB testing 
methods.  

Analysis can be made in regards to whether the 
transaction program is behaving as specified, i.e., 
checking correctness, in addition to reflecting upon 
whether the DB schema correctly models the 
organization of real-world data.  

Test cases can be produced by using the information in 
the XML files, such as creating specific queries that will 
make a DB transaction ‘break’. Data tailored for specific 

problem areas found within the DB can be generated, and 
in turn will be populated within a test DB that has been 
built using the information in the XML documents.  

Regressions tests can be performed on databases when 
they are updated, ensuring that everything still work as 
specified. Validity of the results will be made using the 
information extracted in the parsing step (constraints, 
types, etc) in addition to looking into other automatic 
means. 

VI. IMPLEMENTATION 

To implement DBSoft, we have used PostgreSQL [15] 
DBMS and the same approach can be used to extract 
metadata from other DBMSs. It is an object-relational 
DBMS, originally developed at UC Berkeley. It is open-
source. In this work, we will be dealing with the 
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PostgreSQL’s (version 8.4.5) metadata, namely its 

system catalogs and Information_Schema. 

System catalogs in PostgreSQL are regular tables that 
store the schema or metadata on a parallel DB. There are 
about 60 system catalog tables, each catalog deals with a 
specific type of metadata.  

The Information_Schema is a set of views that 
provides information about objects defined in the current 
DB. It is portable and more stable, as it is defined with 
SQL standard, contrary to the system catalogs mentioned 
above which are specific to PostgreSQL. There are about 
51 views.  

The information stored within each form of metadata 
is nearly the same. However, there exist some differences 
between the two with the amount of information stored. 
Hence, they complement each other in terms of the 
information they contain. Thus, we can extract 
information from both metadata rather than concentrating 
on one only.  

PostgreSQL metadata storages can be accessed using 
an Application Programming Interface (API) such as Java 
Database Connectivity API (JDBC) [15]. JDBC is a 
middleware that consists of a set of classes that enables 
transactions developed with Java to interact with DBs, 
whereas the relevant information can be extracted from 
the metadata sources using SQL commands. This makes 
both the system catalogs and the Information_Schema, a 
trove of information fit to be employed in parsing a 
PostgreSQL DB. Figure 4 shows an example of query 
that gets the names of all the tables in a DB by means of 
the Information_Schema. The last part of the command 
ensures that the names of the tables contained within the 
system catalogs and the Information_Schema will be 
retrieved as well.  

 
Figure 4. Querying the Schema to get Table Information 

A. Parser front-end 

The UI of the DBSoft toolkit gives users the ability to 
parse an input DB, output the DBSoft schema, and to 
recreate the information collected from the parsing stage 
as the SUT DB as shown in Figure 5 and Snapshot 1. 

Figure 5. The Internal Build of the Parser 

 
Snapshot 1. The User Interface of DBSoft 

B. Schema Creation 

At the end of parsing the input database, by means of 
both SUTBuilder and ParsePostgreSQL, and storing the 
relevant information in the DBSoft database-type objects, 
the DBSoft schema is finally created as shown in the 
Snapshot 2.  

As mentioned before, this is based on tables in the [5] 
AGENDA DB. The main difference however is that the 
AGENDA DB is an actual DB that will be used in 
replicating the original input DB i.e., it will be queried 
for the information collected. This is contrary to the 
DBSoft schema that is an internal representation of a 
schema within the DBSoft Java application.  

SELECT table_name 

  FROM information_schema.tables 

WHERE table_type = 'BASE TABLE' 

   AND table_schema NOT IN 

       ('pg_catalog', 

'information_schema'); 
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Snapshot 2. End of Parsing Message 

 

The users have an option of outputting the DBSoft 
schema as an actual schema, but this will not make a 
difference to the replication of the DB, and the creation 
of test cases, as the DBSoft DB-type objects will be used 
in this point.  

C. XML document Generation 

To evaluate the proposed approach, we have used a 
simple PostgreSQL database application with two tables 
(Department and Employee) as shown in Figure 6.  

 

 
Figure 6. UML Diagram for Company Database Schema 

 

The DBSoft was used to extract the metadata for the 
database in Figure 6 from PostgreSQL database, and the 
corresponding XML file was generated as shown in 
Figure 7. The XML file is composed of a single database 
element <database> that contains one or more <table> 
elements (each corresponds to a relational database). 
Each <table> element is composed of <name> (relational 
table name), <attributelist> (list of table attributes) and 
<constraints> (list of constraints in the table such as the 
primary keys <primarykey> and foreign keys 
<foreignkey>). 

Each <attributeList> element contains one or more 
<attribute> elements that corresponds to all attributes in a 
given relational database table. The <attribute> element is 
composed of serious XML element including attribute 
name <name>, attribute type <type>, default value 
<default>,  maximum value <maxvalue>, minimum value 
<minvalue> and maximum field length <maxlength> 
elements. 

The XML file can be used to generate test cases for the 
database using XML tags such as <types>, <maxlength>, 
<maxvalue>, <minvalue>, <default>,.., etc. Also, the 
XML file can be used to validate SQL queries such as 
checking the validity for the table names, attribute names, 
and constant ranges. 

 

 

<?xml version="1.0" ?> 

<!-- An XML file generated for a test database named  

        myTestDatabase  composed of two tables--> 

<database >   
<dbname>SQU Test Database</dbname> 
<!--Department table definition --> 
<table>   
<name>Department</name>  
<attributelist> 

<attribute>  
<name>Dno</name>  
<type>integer</type> 
<default> 1</default> 
 <minvalue>1</minvalue> 
<maxvalue>99</maxvalue> 

</attribute> 
<attribute>  

<name>Name</name>   
<type>String</type> 
<maxlength>30</maxlength> 

</attribute> 
<attribute>  

<name>location</name> 
 <type>String</type> 

<!-- Employee table definition -->  
<table>  
<name>Employee</name> 
<attributelist> 

<attribute>  
<name>EID</name>  
<type>integer</type> 
<minvalue>10000</minvalue> 
<maxvalue>99999</maxvalue> 

</attribute> 
<attribute>  

<name>firstName</name> 
 <type>String</type> 
<maxlength>25</maxlength> 

</attribute> 
<attribute>  

<name>lastName</name> 
 <type>String</type> 
<maxlength>50</maxlength> 

</attribute> 
<attribute>  

<name>Dnumber</name> 
 <type>integer</type> 

</attribute> 
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<maxlength>20</maxlength> 
<default>Muscat, Oman </default> 

</attribute> 
<attribute>  

<name> ManagerID</name>  
<type>integer</type> 

</attribute> 
</attributelist> 
<constraints> 

<primarykey> Dno </primarykey> 
<unique>Name</unique> 

               <foreignkey> 
                                  <attribute> ManagerID <attribute> 

      <reftable> Employee </reftable>  
      <refattribute>EID<refattribute> 

<foreignkey> 
</constraints> 
</table> 

<attribute>  
<name>salary</name> 
 <type>double</type> 
<minvalue>200</minvalue> 
<maxvalue>3000</maxvalue> 

</attribute> 
</attributelist> 
<constraints>  

<primarykey>Dnumber</primarykey> 
<foreignkey> 

<attribute> ManagerID <attribute> 
<reftable>Department</reftable>  
 <refattribute>Dno<refattribute> 

<foreignkey> 
</constraints> 
</table> 
</database> 

Figure 7. XML File for a Company Database 
 

VII. CONCLUSION AND FUTURE DIRECTION 

Nowadays, the need for an automated tool in testing 
DB transactions is crucial and critical. DBs support large 
organization activities if not all, and hence would need to 
behave correctly to avoid errors and bugs.  

DBSoft toolkit is proposed in this paper. It is an 
efficient, practical tool for DB testing. This is realized 
through the following milestones: 

 Implementing the testing process has been realized 
with the DBSoft parser that collects the required 
information about the DB to be tested, specifically its 
metadata.  

 The creation of test cases helps in enhancing the 
DBSoft tester to use a standard method of entering 
DB information, i.e., XML documents produced by 
the DBSoft parser. A range of different test cases will 
be generated and employed in checking the 
correctness of the DB.  

 Another milestone is to enable the DBSoft tester to 
use test cases for regression testing on DBs, since it 
generates test cases that can be stored and run several 
times.  

We expect DBSoft to be a startup for DB testing 
community towards the realization of a standard DBMSs 
testing process. Although, the complete process has not 
been presented in the paper, a stepping stone into it has 
been with the standardizing transaction of the DBSoft 
parser. 

Further development first concerns with the 
development of all the components. Then, we foresee a 
DB testing method.  
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Abstract— In these days, ontology is the most popular and 
widespread formalism of knowledge representation. With 
the requirement of our system aSPOCMS (An Agent-based 
Semantic Web for Paperless Office Content Management 
System), we present the construction of university ontology 
to retrieve the information and accomplish the process of 
files of various sections by using the predefined workflow in 
university ontology. The aSPOCMS aims to provide the 
facility to manage and process the files/documents of various 
departments and sections of higher educational institutions 
(i.e. universities) in paperless environment. This paper 
reveals the conceptualization of university knowledge 
through construction of university ontology. Generalized 
structure of Indian universities and workflow processes 
have been taken for ontology development by describing the 
class hierarchy, and demonstrate the graphical view of 
ontology. We also demonstrate the ability of university 
ontology to execute intelligent query to retrieve the 
information.  
 
Index Terms— Semantic Web, Ontology, SemanticWorks 
tool, OWL, University Concepts 
 

I.  INTRODUCTION 

Ontology is most popular technology for knowledge 
representation in Semantic Web. The major reason is that 
the applications require more knowledge sharing and 
reuse. Here, we discuss the essential steps in optimal 
ontology development process of university domain. 
These steps may be favorable to construct the ontology of 
other domain. 

A.  Semantic Web 

The inventor of today’s web, Tim Berners-Lee 
introduced the concept of Semantic Web [1]. In his vision 
of Semantic Web, content located on web should be 
available, processible and understood by both people and 
machines. It is the extension of current web in which 
information is given well defined meaning [2], which 
makes it easily proccessible by machine. The well 
defined and linked data on web can be used for common 
understanding, effective discovery and reuse of particular 
knowledge across various applications. There are three 
major technologies: Resources Description Framework 

(RDF) [3][4][5], Resource Description Framework 
Schema (RDFS) [6][7] and Ontology Web Language 
(OWL) [8]. RDF is represented as triples statements 
which consist of a subject such as the resource, a 
predicate that is a property associated with resource and 
its object such as the value of the property. RDF Schema 
defines valid classes, properties for an unequivocal class, 
data type’s properties, hierarchical relationships between 
classes or properties. OWL is a semantic markup 
language for sharing ontologies on the web and is 
designed for the use of software agents. OWL is used to 
describe the important concepts in a domain, essential 
properties of each concept and restrictions on properties 
such as property cardinality, property value type, domain 
and range of a property. 

B.  aSPOCMS System 

The aSPOCMS (An Agent-based Semantic Web for 
Paperless Office Content Management System) [9] has 
been designed to provide the paperless environment to 
universities by processing electronic form of files or 
documents via predefined workflow of processes within 
university ontology. The varieties of information from 
different resources such as employees, departments, 
workflows and files of a typical university are involved in 
order to process the electronic form of files or documents. 

The formalization of information represented in 
ontology can be easily interpreted by computer and the 
information resided in ontology can be processed on 
semantic level efficiently. Therefore, ontology is initiated 
in university domain to represent the facts and workflow. 

The aSPOCMS is an agent-based Semantic Web 
system. It enables paperless office content management 
system that uses RDF, RDFS and OWL for metadata 
declaration and reasoning rules. The architecture of this 
system aSPOCMS is shown in figure 1.  It has four major 
modules: communicator, access control, knowledge 
manager and reasoner. Communicator will provide the 
interface to users to communicate with the system. The 
access control has the capability to specify the 
authorizations over concepts defined in ontology. The 
user can annotate over concepts according to 
relationships, which are defined in ontology. The 

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 3, AUGUST 2013 213

©2013 ACADEMY PUBLISHER
doi:10.4304/jetwi.5.3.213-221



 
Figure 1.  Architecture of aSPOCMS (adopted from [9]). 

 
Figure 2. Note how the caption is centered in the column. 

knowledge manager is the major component of the 
architecture as it will manage knowledge base of 
university and picking the knowledge by sorting, and 
structuring data according to the domain ontology. It has 
the RDF database, user’s profile and ontologies. 
Ontology is the most prominent sub component of 
knowledge manager, which describes the conceptual 
terms and relations between these terms of university. 
The RDF database defines the metadata of conceptual 
terms of ontology. 

 The reasoner has the rules, an inference engine and 
harvester. The inference engine uses the rules to derive 
additional realistic knowledge from the university 
ontology. The harvester will harvest the additional 
knowledge in RDF triple format. 

C.  Ontology 

The Semantic Web languages like OWL provide the 
facility to encode the ontology and an approach to 
integrate ontologies of multiple domains to support 
ontology sharing and mapping. The OWL language is 
divided into three syntax classes [10]. They are, OWL 
Lite , OWL DL and OWL Full in order of their increasing 
expressiveness. OWL Lite supports the users for a 
hierarchical classification of concepts and their simple 
constraint features. The advantage of this language is that 
it is easier to understand and implement than the other 
two; however, it restricts expressivity. OWL Lite has the 
lower formal complexity than OWL DL and OWL Full. 
OWL DL is the sublanguage of OWL Full which 
supports the maximum expressiveness without defeating 
the computational completeness. OWL DL is not fully 
compatible syntactically and semantically to RDF. The 
entire OWL languages are called as OWL Full in which 
all OWL language primitives use and allow combinations 
of the primitives in arbitrary ways with RDF and RDF 
Schema. This language comprises the possibility of 
changing the meaning of predefined primitives of RDF or 
OWL by applying the language primitives to each other. 
Therefore, OWL full formalism is used to construct the 
university ontology in this paper. 

We used Altova SemanticWorks[11] to construct the 
ontology in OWL languages. The approach is depicted 
through creating university ontology based on student, 
employees, university structure, workflow of file 
processes and relationship between them. 

II.   SEMANTICWORKS: ONTOLOGY EDITOR TOOL 

Altova SemanticWorks is a graphical RDF/OWL editor 
for building Semantic Web applications. It provides 
powerful, easy-to-use functionality for a visual creation 
and editing of RDF, RDF Schema (RDFS), OWL Lite, 
OWL DL, and OWL Full documents. There is no 
methodology associated to this tool. This editor is capable 
to manage the following files: N-triples, XML, RDF, 
RDFS and OWL. A screenshot of SemanticWorks with 
university ontology are viewed in figure 2. The figure 
shows some OWL class and their instances on university 
ontology. 

III.   RELATED WORK 

A number of researcher’s efforts are carried in 
development of ontology using various domains and 
purpose. We found some researches being carried on 
ontology development of universities. In the following 
subsections, we focus some of the prominent researches 
on university ontology: 

S. Lovrenčić et al. [12] described university studies 
ontology in Croatia domain modeling and presented the 
way of university domain knowledge representation for 
study purpose and have shown that description logic ALC 
is enough to fulfill this task. They have developed the 
ontology of university studies for study content. 
University studies ontology has super classes, subclasses, 
their individuals and properties of study content of 
university. Formal documents related to university studies 
are identified by this ontology. The study content is 
represented as hierarchical structure, which is able to 
show the entire educational content, the sequence of 
learning and the structure of educational concepts such as 
super and sub classes. The advantage of description logic 
representation formalism is to provide direct possibility 
for further development of Web ontology. 

Naveen Malviya et al. [13] aimed to focus on 
information of university not for human consumption 
only but also made available to machine consumption. 
Ontology is used by ontology developers to concentrate 
on conceptual terms and created university ontology 
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Figure 3.  OWL Classes of University Ontology. 

Figure 4. View of Hierarchical Relationships between Classes. 

 
Figure 5.  Defined Object Properties of University. 

using Protégé. The authors have taken the example of 
Rajiv Gandhi Technical University Bhopal (India), for 
the ontology development with various aspects like super 
class and subclass hierarchy, creating a subclass instances 
for class illustration and query retrieval process. 

Paul Kogut et al. [14] discussed the recent convergence 
of UML and ontologies. The modeling of ontology 
information is described in class diagrams and Object 
Constraint Language (OCL) constraints.  

Boyce, S., & Pahl, C. [15] presented a method for 
domain experts rather than ontology engineers to develop 
ontologies for use in the delivery of courseware content 
and focused in particular on relationship types that allow  
to model rich domains adequately. 

In contrast to the current status of university ontology 
research, in this paper university ontology and its logic 
reasoning is designed on the basis of generalized 
structure of Indian universities and the workflow 
processes of files/documents. 

IV.   DEVELOPMENT OF UNIVERSITY ONTOLOGY 

The developed university ontology here is in Indian 
perspective using OWL language and ontology editor 
tool. This ontology is the integration of four levels 
[16][17] i.e. top level ontology, domain ontology, task 
ontology and application ontology. We have taken the 
organizational structure of more than 10 Indian 
universities/institutes, 30 schools (or faculties) and 150 
departments (or centers) for the purpose of ontology 
construction. The essential steps for development of 
university ontology with their implementation are 
described below: 

A.  STEP I: Classes and their hierarchy 

Classes of the university are defined in this step. 
Hierarchy of class such as subclass and super class are 
also identified in this step. The major classes of 
university are represented in figure 3 and the hierarchical 
relationships between classes are represented in figure 4. 

In figure 3, OWL class AdministrativeBlock  
has all sections related to administrative block of a 
university as resources. Non-TeachingEmployee  has 
all the profile of employees of university. Similarly, 
remaining OWL classes have their relevant resources of 
the university. Figure 4 shows the graphical view of 
OWL classes and relationship among classes as 

properties. The OWL class UniversityDepartment 
( or its equivalent class SchoolCentre)  is the 
subclass of UniversityFaculty  (or  its equivalent 
class UniversitySchool)  using the syntax   
rdfs:subClassOf  and owl:equivalentClass  
properties respectively. Similarly, OWL class 
UniversityFaculty  is the subclass of 
University  and equivalent class of 
UniversitySchool  with rdfs:subClassOf  and 
owl:equivalentClass properties. 

B.  STEP II: Object properties of ontology 

Object properties define the relationship between 
classes, through which we want to define among classes. 
These properties show the relationship between 
individual to individual. Some user defined object 
properties are shown in figure 5 which is used to 

represent the relations between classes of university. The 
use of these properties is illustrated in figure 4. The OWL 
class UniversityDepartment  is associated with 
UniversityStudent  and UniversityWorkflow  
from the object properties ‘has’  and 
‘hasWorkflow’  respectively. 

C.  STEP III: Metadata properties of ontology 

Metadata properties show the relationship between 
individual and their data literal. In this step, we introduce 
the metadata properties of the resources of university 
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Figure 6.  Metadata properties of the University. 

TABLE II.   
METADATA PROPERTIES WITH LITERAL VALUES OF RESOURCE 

Metadata Properties Literal Values 

univ:Address Vidya Vihar, Raebareli Road 

univ:City Lucknow 

univ:Country India 

univ:LandMark South City 

univ:Name Babasaheb Bhimrao Ambedkar University 

univ:PinCode 226025 

univ:State Uttar Pradesh 

 
 

Figure 7.  Some axioms of university ontology. 

TABLE I.   
AXIOMS WITH THEIR SYNTAX  

S. No. Relations Syntax 

1. Relation of inclusion rdfs:subPropertyof 

2. Equivalent owl:equivalentProperty 

3. Inverse owl:inverseOf 

5. Limitation of Function owl:FunctionalProperty 

6. Inverse Function owl:InverseFunctionalProperty 

7. Relation of Symmetry owl:SymmetricProperty 

8. Transitive owl:TransitiveProperty 

 

ontology. The metadata of a resource of the university is 
represented in figure 6. 

The figure 6 represents the address of a university by 
using metadata properties, and the namespaces ‘univ’  
[18] and ‘univwf’  [19] are used to define the 
workflow processes. The URI http://bbau.ac.in  
is represented a university and metadata of this resource 
and is described by metadata properties, which are shown 
in table I with literal values: 

D.  STEP IV: Property and Relationship 

In order to define the link inside or between the classes, 
we use property to construct the relationship between 
individuals. The data properties are used to show the link 
between individuals to data type literal. The object 
properties also used to construct the relationship between 
individuals. The object properties domain and ranges can 
be defined as following spinet of XML code as examples. 
<rdf:Description rdf:about="#sameClass"> 

<rdf:type> 
 <rdf:Description 
rdf:about="http://www.w3.org/2002/07/owl#Obj
ectProperty"/> 
</rdf:type> 
<rdfs:domain> 
 <rdf:Description 
rdf:about="#SchoolCentre"/> 
</rdfs:domain> 
<rdfs:range> 

 <rdf:Description 
rdf:about="#UniversityDepartment"/> 
</rdfs:range> 

</rdf:Description> 
In the above list of code, object property sameClass  

has the domain and range as OWL classes 
SchoolCentre  and UniversityDepartment  
respectively. 

E.  STEP V: Axioms of Ontology 

The relationship between attributes and individuals of 
class can be described by axioms. Four axioms of classes 
are used. These are, the existence of class , 
subclass , equivalent class  and 
disjointwith , which are constructed using the OWL 
syntax rdf:id , rdfs:subClassOf , 
owl:equivalentClass  and owl:disjointwih 
respectively. Some axioms of university ontology are 
shown in figure 7. 

Axioms for attributes: The relations between attributes 
are described by the axioms of attribute. The axioms of 
attributes are listed in table II. 
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Figure 8.  Instances of OWL classes of University. 

TABLE III.   
OWL REASONING RULES 

Property Reasoning Rule 

TransitiveProperty (?P rdf:type owl:TransitiveProperty) ^ (?X ?P 
?Y) ^ (?Y ?P ?Z)⇒ (?X ?P ?Z) 

subClassOf (?X rdfs:subClassOf ?Y) ^ (?Y 
rdfs:subClassOf ?Z)⇒ (?X rdfs:subClassOf 
?Z) 

subPropertyOf (?X rdfs:subPropertyOf ?Y) ^ (?Y 
rdfs:subPropertyOf ?Z)⇒ (?X 
rdfs:subPropetyOf ?Z) 

disjointWith (?X owl:disjointWith ?Y) ^ (?A rdf:type ?X) 
^ (?B rdf:type ?Y)⇒ (?A owl:differentForm 
?B) 

inverseOf (?X owl:inverseOf ?Y) ^ (?A rdf:type ?X) ^ 
(?B rdf:type ?Y) ⇒  (?A owl:disjointWith 
?B) 

unionOf (?X owl:unionOf ?Y) ⇒ (?A rdf:type ?X) ˅  
(?B rdf:type ?Y) 

intersectionOf (?X owl:intersectionOf ?Y) ^ (?A rdf:type 
?X) ⇒ (?B rdf:type ?Y) 

equivalentClass (?X owl:equivalentClass ?Y) ^ (?A rdf:type 
?X) ^ (?B rdf:type ?Y) ⇒ (?A 
rdfs:subClassOf ?Y) ^ (?B rdfs:subClassOf 
?X) 

Axioms of Instances: OWL provides two types of 
axioms between instances. One of these is the 
composition of members and value of attributes, in which 
firstly we classify the information and then describe the 
composition of each class and the value of its attribute.  
The other axiom defines whether the two instances are 
equivalent (owl:sameAs)  or not 
(owl:differentForm  and owl:AllDifferent  
etc). In our construction of university ontology, 
functional property is applied in object properties like 
teachers  and students  are associated with 
department  with ‘has’  property. In other way, 
teachers  and students  can be associated with 
department  with ‘is’  property such as: 

“Department  has teachers  and students .” 
“Teacher/student is the member of 

department .” 
Here, we see ‘is’  property as the inverse of ‘has’  

property. 

F.  STEP VI: The instance of ontology 

After defining the efficient classes of ontology, we 
should select the relevant class to define the instances for 
the class. The rdf:type  syntax is used to state the class 
of instances. we noted that more than one class can be 
associated with same instances and many instances can 
be associated with a particular class. The instances of 
various OWL classes of university ontology are defined 
in figure 8. Each instance can belong to many classes or 
same instance can belong to many classes. 

G.  STEP VII: Reasoning of Ontology  
The reasoning is the most important part of ontology. 

Ontology reasoner i.e. RacerPro checks the consistency 
and correctness of concepts, roles, individuals, assertions, 
axioms, taxonomy, role hierarchy, query etc. and also 
find the logical contradictions implicitly described in 
university ontology, which are useful to cross check the 
various concepts and relationships of constructed 
ontology.  We put forward the reasoning mechanism of 
university ontology in section 5.  

V.  REASONING MECHANISM OF UNIVERSITY ONTOLOGY 

In this research, we grouped the reasoning mechanism 
into two categories. One, the ontology reasoning using 
description logic and the other is user-defined reasoning 
using first-order logic. Both categories are used to 
construct the university ontology by using OWL 
language. 

A.  Ontology Reasoning 

Description logic (DL) allows us to specify a 
terminological hierarchy using a restricted set of first-
order formulas [20]. To fulfill the important logical 
requirements, the equivalence of OWL description logic 
permits to exploit the considerable descriptive logic 
reasoning. These requirements associated with satisfyable 
of concept, including of OWL classes, class consistency 
and checking of instances. A partial set of reasoning rules 
that support OWL Full has been used to construct the 
university ontology, which are represented in table III. 

X, Y and Z are three OWL classes, A, and B are the 
instances of classes of any structure of university. We 
used these reasoning rules for our system. The examples 
of some properties are described below: 

 
For rdfs:subClassOf  property: 
?X → UniversityDepartment  
?Y → UniversitySchool 
?Z → University 
Reasoning Description: UniversityDepartment  is 
the subclass of UniversitySchool  and 
UniversitySchool  is the subclass of University  
then UniversityDepartment  is the subclass of 
University . 
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TABLE IV.   
USER DEFINED REASONING RULES 

User Defined 
Property 

Reasoning Rule 

has (?X has ?Y) ^ (?Y has ?Z)⇒ (?X has ?Z) 

sameClass (?X sameClass ?Y) ^ (?A rdf:type ?X) ^ (?B 
rdf:type ?Y)⇒ (?X owl:equivalentClass ?Y) 

teaches (?D hasfaculty ?X) ^ (?D hasStudent 
?Y)⇒ (?X teaches ?Y) 

 

Figure 9.  Implementation of User-defined Properties. 

For owl:disjointWith  property: 
?X → MathematicalScience is the instance of 
UniversitySchool  class. 
?Y → MedicalScience is the instance of 
UniversitySchool  class. 
?A → OperationalReasearch is the instance of 
MathematicalScience . 
?B → ForensicMedicine is the instance of 
MedicalScience . 
Reasoning Description: If MathematicalScience  is 
disjoint with MedicalScience  and 
OperationalResearch  is the RDF type of 
MathematicalScience  and ForensicMedicine  
is the RDF type of MedicalScience  then 
OperationalResearch  is different form of 
ForensicMedicine . 
 
For owl:unionOf  property: 
?X → UniversityDepartment  
?Y → UniversitySchool 
?A → MedicalScience is the instance of 
UniversityDepartment . 
Reasoning Description: UniversityDepartment  is 
the union of UniversitySchool  then 
MedicalScience  is RDF type of 
UniversityDepartment  or UniversitySchool . 

B.  User-defined Reasoning 

User-defined properties provide the more flexible 
reasoning mechanism, which is an enormous range of 
high-level reasoning within the entailment of first-order 
logic. The user defined properties are used to construct 
the relations between OWL classes of our university 
ontology, which also established the relational link with 
instances of OWL classes. Typical example of user 
defined properties and their reasoning rules are listed in 
table IV.  

The implementation of these properties with OWL 
classes is shown in figure 9. 

X, Y and Z are three OWL classes, A, and D are the 
instances of classes of any structure of university. We 
used these reasoning rules for our system. Some 
examples of properties are shown below: 
 

For ‘has’  property: 
?X → University  
?Y → UniversitySchool 
?Z → UniversityDepartment 
Reasoning Description: University  has 
UniversitySchool  and UniversitySchool  has 
UniversityDepartment  then University  has 
UniversityDepartment . 
  
For ‘sameClass’  property: 
?X → UniversityFaculty  
?Y → UniversitySchool 
?A → MedicalScience is the instance of 
UniversityFaculty. 
Reasoning Description: In this case, if 
UniversityFaculty  is same class as 
UniversitySchool  and MedicalScience  is the 
RDF type of UniversityFaculty  and 
UniversitySchool  then both classes are equivalent 
class. 
 
For ‘teaches’  property: 
?X → TeachingEmployee  
?Y → UniversityStudent 
?D → UniversityDepartment 
Reasoning Description: If UniversityDepartment  
has faculty TeachingEmployee  and has student 
UniversityStudent  then TeachingEmployee  
teaches the UniversityStudent . 

VI.   RESULTS 

We represent the results of ontology, which can show 
the correctness and consistency of constructed university 
ontology. For this, graphical views of various ontologies 
have been created (SemanticWorks) as shown in this 
section. Further, some DL rules have also been applied to 
extract the information from ontology. The hierarchy of 
OWL classes, subclasses and their relationship is shown 
in the graphical view of ontology. Metadata of these 
classes are also depicted in visualization of ontology. 
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Figure 11.  Graphical view of classes, subclasses and relationship. 

TABLE V.   
RELATIONS AND THEIR VALUES 

Relations Relational Value (Metadata) 

rdf:type Owl:class 

rdfs:label People of university 

rdfs:subClassOf University 

has UniversityEmployee, UniversityStudent 
class 

 

Figure 10.  OWL classes and their metadata. 

A.  Visulisation View 

Here, we add some important classes of concepts and 
some important subclasses of generalized structure of 
universities. Visual view of some classes and their 
subclasses results using ontology editor tool is shown in 
figure 10. Asserted view depicts the classes, subclasses 
and their relationship, which we defined in the 
construction of university ontology.  

In the figure, SchoolCentre  is the equivalent class 
of UniversityDepartment  and subclass of 
UniversitySchool  and UniversityFaculty . 
The UniversityDepartment  class is the subclass of 
UniversityFaculty  and UniversitySchool  
classes, which are the subclass of University  class. 
Furthermore, the University  class is the union of (or 
has the members) following classes: 
UniversityFaculty , UniversityPeople , 
UniversitySchool , UniversityWorkflow , 
AdministrativeBlock  and 
UniversityCourses .  

Figure 11 presents the metadata of various OWL 
classes defined in university ontology. The relations of 
OWL class UniversityPeople  is shown in table V. 

Similarly, we can see the some other metadata of the 

concepts in figure 11. 

In these graphical views, we show that the classes, 
subclasses and their relationship, ontology reasoning, 
user-defined reasoning and metadata of classes etc. of 
university are similar to predefined organizational 
structure and information, which are represented in the 
construction of ontology. We can clearly see various 
concepts and their metadata of the universities, which can 
help to rectify the unusual concepts, relations and 
metadata etc. 

B. Results of Query Retrieval  

The DL query is used to retrieve any information about 
the concept of university from designed university 
ontology. The purpose of these queries is intended to 
check the correctness of concepts and information, which 
are designed at the time of construction of ontology. 

We can provide class or any property name correctly to 
retrieve the information and reasoner will display related 
information about particular class or property. For 
example, if we want to retrieve various sections of 
administrative block of a university, then we must enter 
the class name correctly ( upper or lower case) as created 
in the ontology construction. The results of some of the 
input queries we tested on university ontology using 
RacerPro [21] inference engine are listed in table VI with 
the description of expected results and actual results as 
verification. The results are as per our expectations (as 
shown in column 2 & 3 of table VI).  

VII.   CONCLUSION 

The workflow processes of university domain are a 
challenging task for knowledge representation and 

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 3, AUGUST 2013 219

©2013 ACADEMY PUBLISHER



TABLE VI.   
QUERY AND THEIR RESULTS BY USING RACERPRO REASONER 

Input Query Description of Expected Result  Actual Result 
? (retrieve 
(?X) 
(?X #!:AdministrativeBlock) 
:abox 
file://E:/University%20Ontology/uni-onto.owl) 
 
[retrieve all subclasses of OWL class 
‘AdministrativeBlock ’] 

InformationBureau, Legal, Estate, 
Planning, SC-STCell, PPPCell, 
ProctorialBoard, SportBoard, 
ComputerCentre, Hospital, Library, 
Engineering, Examination, Finance, 
Establishment, Administration, 
COEOffice, RegistrarOffice, 
VCOffice. 
 
[all the section of Administrative 
Block] 

(((?X #!:InformationBureau))((?X 
#!:Legal))((?X #!:Estate)) ((?X 
#!:Planning))((?X #!:SC-STCell))((?X 
#!:PPPCell)) 
((?X #!:ProctorialBoard))((?X #!:SportBoard)) 
((?X #!:ComputerCentre))((?X #!:Hospital))((?X 
#!:Library))        ((?X #!:Engineering))((?X 
#!:Examination))((?X #!:Finance)) 
((?X #!:Establishment))((?X #!:Administration)) 
((?X #!:COEOffice))((?X #!:RegistrarOffice)) 
((?X #!:VCOffice))) 

? (individual-types 
#!:PhysicalEducation 
file://E:/University%20Ontology/uni-onto.owl) 
 
[describe the types of individual 
‘PhysicalEducation ’] 

UniversityDepartment, 
SchoolCentre, UniversityFaculty, 
UniversitySchool, University. 
 
[which types of the Physical 
Education Department] 

((#!:UniversityDepartment #!:SchoolCentre) 
(#!:UniversityFaculty #!:UniversitySchool) 
(#!:University) 
(*top* top)) 

? (describe-individual1 
       #!:Anthropology 

       file://E:/University%20Ontology/uni-
onto.owl) 
 
[describe the individual ‘Anthropology ’ 
of university ontology] 

Anthropology is the individual of 
university ontology as a department 
of university. This query describes 
about Anthropology Department. 

(#!:Anthropology 
       :assertions 
       ((#!:Anthropology 
#!:UniversityDepartment)) 
       :role-fillers 
       nil 
       :told-attribute-fillers 
       nil 
       :told-datatype-fillers 
       ((#!rdfs:label ("Department of 
Anthropology"))) 
       :annotation-datatype-property-fillers 
       ((#!rdfs:label ("Department of 
Anthropology"))) 
       :annotation-property-fillers 
       nil 
       :direct-types 
       :to-be-computed 

? (describe-concept 
       #!:UniversityDepartment 

       file://E:/University%20Ontology/uni-
onto.owl) 

 
[describe the concept 

‘UniversityDepartment ’ of university] 

This query provides the description 
of UniversityDepartment concept. 
The synonyms of this concept are 
SchoolCentre and parents are 
UniversityFaculty and 
UniversitySchool. 

(#!:UniversityDepartment 
       :told-primitive-definition 
       (and 
        #!:UniversitySchool 
        (and 
         #!:UniversityFaculty 
         (and 
          #!:UniversityFaculty 
          (and 
           #!:UniversitySchool 
           (and #!:UniversityDepartment 
#!:SchoolCentre))))) 
       :synonyms 
       (#!:UniversityDepartment #!:SchoolCentre) 
       :parents 
       ((#!:UniversityFaculty 
#!:UniversitySchool)) 
       :children 
       ((*bottom* bottom))) 

 
ontology development. This paper focused a way of 
university domain knowledge representation and 
ontology development, which makes such type of 
information like machine understandable format. The 
Semantic Web technologies fulfills the requirement of 
this work, where the represented information is 
understandable by machine and cooperate to human users 
for efficient result on intelligently described information. 
Some essential steps are described to construct and 
elaborate the reasoning mechanism of university 
ontology. In the reasoning mechanism, the reasoning is 
carried out according to the connotative relationships 
between concepts and shows the result according to DL 
rule. Altova SemanticWorks tool is used to create and 

edit the university ontology in visualized format. The 
ontology and user-defined reasoning mechanism of 
concepts, individuals, axioms and assertions have been 
elaborated and tested by inference engine. 
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Abstract—Affiliate Networks are the main source of 

communication between publishers and advertisers where 

publishers normally subscribe as a service provider and 

advertisers as an employer. These networks are helping 

both the publishers and advertisers in terms of providing 

them with a platform where they can build an automated 

affiliate connection with each other via these affiliate 

networks. The problem that is highlighted in this paper is 

the huge gap that exists between the publisher and 

advertiser in these affiliate networks and a solution is 

provided by proposing a priority recommendation system 

based on K-Means clustering algorithm. Every advertiser 

desires to have that type of publisher who is already 

practiced in his category of business or at least has the same 

skills and talent. This paper presents the concept of a 

recommendation system based on clustering the real-time 

data of all the existing transactions of publishers and 

advertisers of an affiliate network and based on the 

resulting POST-HOC classified data, a new publisher or 

advertiser will automatically be classified. Real-time data is 

provided by Affiliate Future a well-known company among 

all the affiliate networks.  After carefully examining the data 

the most effective attribute is selected as the base attribute 

for clustering. The data is encoded into binary numbers for 

the purpose of clustering. More than one distance 

approaches are used and the most suitable one is selected for 

classifying the data. 

 

Index Terms—Affiliate Marketing, Clustering, Publisher, 

Advertiser, Sammon Mapping 

 

I. INTRODUCTION 

Affiliate Networks like Linkshare, E-Junction and 

Affiliate Future are becoming the key platforms for all e-

business people who want to search for a highly ranked 

and most effective publisher to market their product or 

service. Similarly on the other hand, publishers also use 

these affiliate networks to get connected with their choice 

of product so that they can better perform in terms of 

marketing and generating revenue. These affiliate 

networks have boosted the process of affiliate marketing.  

Today affiliate marketing has become a key technique 

to market a product or service and to generate revenue in 

the shortest time possible [1]. Affiliate marketing has also 

shown a great impact on other ecommerce strategies as 

well in terms of generating revenue by making referrals 

in an n-tier commission-based mechanism [2]. More 

than one model has been introduced in affiliate marketing 

for the purpose of generating revenue that includes 

primarily percentage of sales model, pay per lead model, 

flat referral rate model, pay per email model, cost per 

view model and cost per click model [3]. The basic 

working in affiliate marketing is a process in which a 

publisher gets commission for selling an advertiser's 

product through its own platform and the advertiser 

confirms its sale by checking the backlink coming from 

publisher's own platform [4, 5, 6, 7] and [8]. The three 

oldest affiliate networks are 

 

1) Linkshare 

 

2) Be Free and 

 

3) Cyberotica [18, 36] 

 

Clustering is one of the most popular methods [9] for 

exploratory data analysis. The prime purpose is to group 

similar data into one cluster in such a way that data 

within the cluster are as similar as possible while data in 

different clusters are as dissimilar as possible. This 

technique is continuously being refined and considered as 

a highly studied area of AI, machine learning and 

statistics. Clustering is always a very important problem 

for marketing researchers as well in terms of grouping of 

persons, products, or occasions which may act as a basis 

for further analysis [10].  

K-means clustering [12] is one of the most widely used 

clustering techniques in commercial environments and 

works very efficiently on high dimensional data as well 

[11]. It clusters the data based on initially defined 

prototypes for each cluster and based on the calculation 

of the sum of square distances of each point with all the 

defined prototypes assigns the point to that cluster where 

the distance is minimum. Then the prototype's positions 

are updated to be the average of all the data which has 

been assigned to that cluster.   

II.  AFFILIATE MARKETING 

The concept of affiliate marketing was first introduced by 

the pioneering company Amazon, headed by Jeff Bezos 

in the late 20th century. The concept was so much 

appreciated that many online companies started adopting 

this technique of marketing to generate revenue in an n-

tier mechanism [13, 14, 15].  Amazon has generated a lot 
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of income through its Amazon Associates Affiliate 

Program [17]. There are different methods of pricing 

proposed by researchers under affiliate marketing but the 

most common methods that are being preferred by most 

of the merchants are 

 

 1) Cost per Click Model and  

  

 2) Cost per Sale Model [16].  

 

The development of affiliate networks is one more 

reason for the popularity of affiliate marketing and in the 

absence of affiliate networks, there was no one before 

who could cross-check the validity of the service 

provided by the affiliates which resulted in a lot of scams 

[36]. This is one reason why few empirical researches 

have been done in this area because of the poor image of 

affiliate marketing due to inconsistent branding through 

many non-reliable affiliates and the lack of development 

of trust due to intrusive mass advertising [20, 4]. The 

prime objective of affiliate marketing remains the same, 

that is to generate revenue by selling products or services 

through additional outlets known as affiliates of the 

advertisers and in return the affiliates get commission for 

every sale produced. The pricing model is normally 

selected depending upon the affiliate model chosen. In 

the pay per sale model, the commission is given to the 

affiliate on each sale produced through its platform. In 

the pay per lead model, the advertisers reward affiliates 

for each new subscriber coming through their platform. In 

the pay per click model the advertiser rewards the 

affiliate for every click or every cost-per 1000 times 

impressions online users view advertisement [18, 2, 21]. 

The concept of making affiliates in the real world was 

first introduced by airlines, hotels and other tourism 

companies [22]. 

According to [18] the concept of affiliate marketing 

first originated in the year 1996 and that is the year when 

content analysis of 93 articles from three journals most 

related to marketing was done and the conclusion was 

that there was very little research of affiliate marketing 

and most of them failed to meet the current study 

requirement covering the development of affiliate 

marketing.  The year 1999 is considered to be the year 

affiliate marketing opened its gates in the UK and 

resulted in the opening of companies like Commission 

Junction and Tradedoubler [23]. These affiliate networks 

are also termed top-tier affiliates which offer key services 

to merchants such as account tracking and management. 

Some researchers [24, 2] have also differentiated the 

affiliates into two types ''first tier'' and ''second tier''. The 

first tier affiliates are large-scale established affiliates 

having their own brand name and have a relatively large 

consumer base whereas the second tier affiliates are 

small-scale individuals who have their own individual 

platforms through which they offer services to merchants. 

III. HARD CLUSTERING 

K-means Clustering is 

“A major clustering method producing a partition of the 

entity set into non-overlapping clusters along with within-

cluster centroids. It proceeds in iterations consisting of 

two steps each; one step updates clusters according to the 

minimum distance rule, the other step updates centroids 

as the centres of gravity of clusters. The method 

implements the so-called alternating minimization 

algorithm for the square error criterion. To initialize the 

computations, either a partition or a set of all K tentative 

centroids must be specified” [37]. 

Let x1, x2, x3… xn, be the number of data points and c1, 

c2, c3…, cn be the cluster on the search space, K is 

assumed as the total number of clusters and n is assumed 

as the total number of data points. Let µ1, µ2, µ3,…, µk, be 

the initially defined prototypes, then clustering of data 

points into K-means clusters Jk is determined by 

minimizing the sum of squared errors given in eq.(1). 

 

 

 
 

K-means is one of the most popular clustering 

algorithms among all the algorithms proposed in the 

literature for clustering: ISODATA [26, 27], CLARA 

[27], CLARANS [28], Focusing Techniques [29], P-

CLUSTER [30], DBSCAN [31], Ejcluster [32], BIRCH 

[34] and GRIDCLUS [33] are all extensions of k-means. 

Algorithm is shown below which explains the basic 

working of k-means [12].  

 

DIRECT K-MEANS 

Initialize K prototypes (m1, m2, m3,….,mk) such that 

mj = il, j ε {1,2,3,….,K} , l ε {1,2,3,….., n} 

Each cluster Cj is associated with prototype mj 

Repeat 

For each input vector il, where l ε {1, 2, 3,…, n} 

Assign il to the cluster Cj, with nearest prototype mj. 

i.e. |il – mj*|≤|il - mj|, j ε {1, 2, 3,…., k} 

For each cluster Cj, where j ε {1, 2, 3,…, k} 

Update the prototype mj, to be the centroid of all 

samples currently in cj so that mj =  

 

Compute the error function 

 

 
 

Until E does not change significantly. 

 

 

 

IV. DESCRIPTION 
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In this paper the k-means clustering algorithm [38] is 

selected for a real-time affiliate network data provided by 

a company named as "Affiliate Future" in the form of 

excel files. The data is related to the individual profiles 

and transactional information of advertisers and 

publishers. 

 

 Publisher's Profile Data 

 

1) AffiliateID {Unique ID for each publisher}  

2) AffiliateSiteID {More than one SiteID for  

 single affiliate ID} 

3) SiteName {Site Description} 

4) SiteAddress {Site URL} 

 

Publisher’s Category Data 

 

1) AffiliateSiteID {More than on SiteID for  

 single affiliateID} 

2) Category {Category Name} 

 

Advertiser’s Profile Data 

 

1) MerchantID {Unique ID for each advertiser} 

2) MerchantSiteID {More than on SiteID for  

 single merchantID}  

3) SiteName {Site Description} 

4) SiteAddress {Site URL} 

 

Advertiser’s Category Data 

 

1) MerchantSiteID {More than one SiteID for  

 single merchant ID} 

2) Category {Category Name} 

 

Publisher and Advertiser’s Transactional Information 

 

1) MerchantID {Unique ID for each advertiser} 

2) AffiliateID {Unique ID for each publisher} 

3) MerchantSiteID {More than one SiteID for  

 single merchant ID} 

4) AffiliateSiteID {More than one SiteID for  

 single affiliateID} 

5) LogDate {Temporal information  for each  

 transaction} 

 

There are a total of 46 categories for which all the 

publishers and advertisers are associated with :- 1) Adult 

2) Arts and Craft 3) Auctions 4) Baby Gear 5) Books, 

Catalogues & Magazines 6) Business Services 7) 

Clothing & Accessories-Men's 8) Clothing & Accessories 

- Women's 9) Competitions, Freebies & Discounts 10) 

Computers 11) Dating 12) DVDs, Videos & Games 13) 

Eco-Friendly 14) Education 15) Experience 16) Financial 

& Legal 17) Food 18) Gadgets 19) Gaming 20) Gaming 

& Gambling 21) Gifts & Flowers 22) Health & Beauty 23) 

Home & Garden 24) Insurance 25) Internet Services 26) 

Jewellery 27) Latest Merchants 28) Loans 29) Mobile 

Phones & Accessories 30) Motoring 31) Music 32) 

Office Equipment 33) Outdoor Equipment 34) Pets 35) 

Posters & Memorabilia 36) Seasonal 37) Sports & Fitness 

38) Telecommunications 39) Telecom 40) Toy Shops 41) 

Travel-Accommodation 42) Travel-Essentials 43) Travel-

Flights 44) Travel-Holidays 45) Wedding & Celebrations 

46) Wine & Drinks.  

The data for both the publishers and advertisers are 

clustered on the basis of the above mentioned categories. 

A single publisher can be associated with more than one 

category and similarly with the advertiser's data. There is 

more than one publisher and advertiser associated with 

each category. The same approach for clustering has been 

used for both publisher's and advertiser's data. Further the 

clustering of only advertiser's data is explained. The total 

number of prototypes taken for clustering advertiser's 

data is 46 i.e. one for each category. The reason for 

taking 46 prototypes with each prototype belonging to 

each category is to classify the data in a way that each 

cluster resembles a category which are 46 in total. The 

data is first encoded into binary numbers. Total 46 bits 

are associated with each advertiser. Out of these 46 bits, 

'1' is for On and '0' is for off. A single advertiser can have 

more than one '1' in their total bits. This means that a 

single advertiser can be associated with more than one 

category. The initial values of half of the prototypes are 

shown in Table 1. 

IV. FINAL PROTOTYPES RESULT 

More than one distance approach are used to cluster 

data using the k-means algorithm shown in Table 2.The 

most suitable proved to be the euclidean distance 

approach which is shown to be the most compatible 

distance approach for the k-means algorithm [12]. Some 

of the final values of the 46 dimensional prototypes is 

shown in the tables below. 

TABLE 2. 
DISTANCE APPROACH 

Measure Forms 

Euclidean Distance Approach 

 

Manhattan Distance Approach 

 
 

Cosine Similarity Approach 

 

Dot Product Approach 
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TABLE 3. 
FINAL PROTOTYPE VALUES 

Cluster Prototype Count Category Value 

1 1 

 

62 

Adult 0.242 

Financial Legal 0.177 

Insurance 0.21 

Travel Holiday 0.371 

2 2 

 

4 

Art and Craft 1 

Baby Gear 0.25 

Books and Mag. 0.25 

5 5 

 

 

7 

Books and Mag 1 

Gifts and Flowers 0.413 

Home and Garden 0.413 

Jewellery 0.413 

Travel-Essentials 0.413 

 

 

V. SAMMON MAPPING 

It is always better to view a large-dimensional data as a 

2-dimensional projection to facilitate visualization. One 

more reason of choosing this visualization technique is to 

better visualize the tightness and looseness of clusters in a 

2-dimensional space. The Sammon mapping [39] is the 

most appropriate approach to transform a high-

dimensional (n-dimensions) space to a space with lower 

dimensionality (q-dimensions) by finding N projected 

points in the q-dimensional space. 

The basic idea of the Sammon mapping [40] and 

indeed all MDS methods is to arrange all the projected 

points in a 2-dimensional space in such a way that the 

distance among all the projected points remains almost 

the same as the distance among the data points in the 

original space. 

 

Cluster Prototype Count Category Value 

6 6 

 

8 

Business Services 1 

Travel Essential 0.125 

Travel Holiday 0.125 

7 7 

 

20 

Adult 0.05 

Clothing and Acc. 0.25 

Latest Merchant 0.05 

8 8 

 

 

26 

Adult 0.038 

Baby Gear 0.038 

Gifts and Flowers 0.077 

Latest Merchant 0.115 

Travel Essential 0.038 

Travel Holiday 0.038 

9 9 
 

14 

Freebies and Discount 1 

Gaming and Gambling 0.071 

13 13 

 

5 

Eco-Friendly 1 

Education 0.2 

Experience 0.2 

14 14 

 

7 

Baby-Gear 0.143 

Education 1 

Travel-Holiday 0.143 

15 15 

 

9 

Experience 1 

Travel-Essential 1 

Travel-Holiday 0.143 

16 16 

 

3 

Financial & Legal 0.333 

Insurance 0.667 

Motoring 0.667 

Travel-Essentials 0.667 

17 17 

 

26 

Food 0.346 

Gadgets 0.115 

Gifts and Flowers 0.731 

Health & Beauty 0.038 

18 18 

 

 

9 

Clothing and Acc. 0.222 

Gadgets 1 

Gaming 0.111 

Jewellery 0.111 

Mobile Phone 0.111 

43 43 

 

6 

Insurance 0.167 

Travel-Flights 1 

Travel-Holidays 0.167 

45 45 

 

 

3 

Clothing and A.M. 0.333 

Clothing and A.W. 0.333 

Jewellery 0.667 

Wedding and Cel. 1 

TABLE 1. 
INITIAL PROTOTYPES 

Center Advertisers Category Value 

1 38 Adult 
1000000000000000000000000000

00000000000000000 

3 814 Auction 
0010000000000000000000000000

00000000000000000 

5 538 Books 
0000100000000000000000000000

00000000000000000 

7 3506 Clothing 
0000001000000000000000000000

00000000000000000 

9 583 Computers 
0000000010000000000000000000

00000000000000000 

11 148 DVD’s 
0000000000100000000000000000

00000000000000000 

13 917 
Eco-

Friendly 

0000000000001000000000000000

00000000000000000 

15 113 Experience 
0000000000000010000000000000

00000000000000000 

17 161 Food 
0000000000000000100000000000

00000000000000000 

19 127 Gaming 
0000000000000000001000000000

00000000000000000 

21 161 Gifts 
0000000000000000000010000000

00000000000000000 

23 343 Home 
0000000000000000000000100000

00000000000000000 

25 2067 Internet 
0000000000000000000000001000

00000000000000000 

27 932 Latest M. 
0000000000000000000000000010

00000000000000000 

29 299 Mobile 
0000000000000000000000000000

10000000000000000 

31 1409 Loans 
0000000000000000000000000000

00100000000000000 

33 1985 Outdoor Eq. 
0000000000000000000000000000

00001000000000000 

35 5460 Poster 
0000000000000000000000000000

00000010000000000 

37 617 Sports 
0000000000000000000000000000

00000000100000000 

39 4968 Telecom 
0000000000000000000000000000

00000000001000000 

41 1383 Travel 
0000000000000000000000000000

00000000000010000 

43 282 Flights 
0000000000000000000000000000

00000000000000100 

45 1717 Wedding 
0000000000000000000000000000

00000000000000001 
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Figure 1. Top left: Visualization using the Sammon Mapping of the data. 

The class information is given by the pre-defined categories. Top right: the 

same projection but the class information is taken as the clusters from the 

k-means algorithm. Middle and bottom diagrams: zooming in on the top 

diagrams in each column. 

In order to further elaborate the Sammon mapping 

mathematically. Let us suppose the distance between two 

points xi and xj such that (i≠j) in the n-dimensional space 

be denoted by dij and the distance between two projected 

points yi and yj in the q-dimensional space be denoted by 

dij’ then the mapping from the higher dimension space to 

the lower dimension space is done by minimization of the 

Sammon stress function defined in equation (2). 

 

 

 
 

For minimization of E, steepest descent procedure is 

most commonly used in which the new iteration yil at 

iteration t+1 is given in equation (3). 

 

 
where yil is the l-co-ordinate of point yi in the new 

space and α is a constant which sammon takes to be 0.3 

or $0.4$. The partial derivatives in (3) are 

 

 

 
 

 

 
 

 

 

The graphs in Figure 1 show the visualization of 46 

dimensional data before and after implementation of k-

means clustering algorithm. Figure 1 top left shows the 

Sammon mapping of the data using category information 

supplied to us. The second diagram in that column shows 

a zoom in projection of the first taking only the central 

portion. The third diagram in that column shows a further 

zoom in. Ideally we would like to see groups of projected 

points which are categorised as the same type of 

merchant as lying close to each other (all the blue *s 

close to each other, and separate from all the red +s etc.) 

but this has not happened. 

The right hand side of Figure 1 shows projections 

when we use categorical data from a prior k-means 

clustering. The projections are a bit different because a 

single merchant belonging to more than one categories 

have more than one projections. Here we do not say that a 

merchant belongs to a particular type but only a particular 

cluster. We see in the second and third diagrams (after 

zooming in) groups of points which are very close to one 

another and separate from other groups of points. 

 

 

Since the data is 46 dimensional and a single merchant 

is most of the time working in more than one category 

and also with more than one publisher, the resulting 

clusters also consist of more than one category of 

merchants classified in the same cluster. It can be further 

elaborated as for suppose a single merchant X is working 

at the same time in ``Art & Craft'', ``Baby Gear'' and 

``Auction'' categories and at the same time linked with 

more than one publishers working in these three 

categories so this data when classified will give the 

recommendation of all the publishers working in these 

three categories to the new merchants working in any one 

of the above mentioned categories. This is the main 

reason for the looseness of some of the clusters whereas 

in some clusters where the merchants are working in one 

category the data is tightly classified. The samples in 

cluster 1 are 62 related to ``Adult'', ``Travel-holidays'', 

``Insurance'' and ``Financial & Legal'', cluster 2 are 4 

related to ``Art & Crafts'', ``Baby Gear'', ``Books 

Catalogues and Magazines'', cluster 3 are 3 related to 

``Auctions'', cluster 4 is 1 related to “Baby 

Gear”, ”Food”, ”Gifts & Flowers”, “Latest Merchants” 

and “Wedding & Celebrations”, cluster 5 are 7 related to 

``Baby Gear’’, ”Food’’,’’Gifts & Flowers”, ”Latest 

Merchant” ,”Wedding & Celebrations”, “Travel & 

Essentials”, “Home & Garden”, “Jewellery” and “Books”, 

“Catalogues & Magazines”, cluster 6 are 8 related to 

“Business Services”, “Travel-Essentials” and “Travel-

Holidays”, cluster 7 are 20 related to “Clothing & 
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Accessories -Men's”, “Adults”, “Clothing & Accessories 

- Women's”, cluster 8 are 26 related to “Adult”, 

“Clothing & Accessories - Women's”, “Latest 

Merchants”, “Gifts & Flowers”, “Wedding & 

Celebrations”, “Travel-Essentials” and “Baby Gear”, 

cluster 9 are 14 related to “Competitions”, “Freebies & 

Discounts” and “Gaming & Gambling”', cluster 10 are 10 

related to “Computers”, cluster 11 are 8 related to 

“Dating”, cluster 12 are 3 related to “DVDs, Videos & 

Games”, cluster 13 are 5 related to “Eco-Friendly”, 

“Education” and “Experience”, cluster 14 are 7 related to 

“Education”, “Baby Gear” and “Travel-Holidays”, cluster 

15 are 9 related to “Experience”, “Travel-Essentials” and 

“Travel-Holidays”, cluster 16 are 3 related to “Financial 

& Legal”, “Insurance”, ”Latest Merchants” ,”Motoring” 

and “Travel-Essentials”, cluster 17 are 26 related to 

“Food”, “Gift & Flowers”, and “Gadgets”, cluster 18 are 

9 related to “Clothing & Accessories-Women's”, 

“Gadgets”, “Gaming”, “Mobile Phones & Accessories” 

and “Jewellery”, cluster 19 are 9 related to “Gaming”, 

“Competition Freebies & Discounts”, “Gaming” and 

“Gaming & Gambling”, cluster 20 are 30 related to 

“Games & Gambling” and “Latest Merchants”, cluster 21 

are 0, cluster 22 are 32 related to “Health & Beauty” and 

“Adult”, cluster 23 are 42 related to “Home & Garden”, 

“Baby Gear” and “Latest Merchants”, cluster 24 are 0, 

cluster 25 are 2 related to ``Internet Services'', cluster 26 

are 2 related to “Jewellery”, cluster 27 are 9 related to 

“Health & Beauty”, “Latest Merchant”, “Health & 

Beauty”, “Travel & Essentials”, “Latest Merchants” and 

“Motoring”, cluster 28 are 10 related to “Loans”, cluster 

29 are 18 related to “Mobile Phones & Accessories” and 

“Travel-Essentials”, cluster 30 are 0, cluster 31 are 4 

related to “Latest Merchants” and “Music”, cluster 32 are 

2 related to “Latest Merchants” and “office Equipment”, 

cluster 33 are 1 related to “Home & Garden”, “Outdoor 

Equipment” and “Sports & Fitness”, cluster 34 are 3 

related to “Pets”, cluster 35 are 1 related to “Posters & 

Memorabilia”, cluster 36 are 1 related to “Gift & 

Flowers” and “Seasonal”, cluster 37 are 15 related to 

“Sports & Fitness”, “Gifts & Flowers” and “Latest 

Merchants”, cluster 38 are 2 related to 

“Telecommunications”, cluster 39 are 1 related to 

“Telecoms”, cluster 40 are 16 related to “Motoring” and 

“Mobile Phones & Accessories”, cluster 41 are 62 related 

to “Travel-Accommodation”, “Travel-Holidays”, 

“Travel-Essentials”, “Travel-Flights”, cluster 42 are 0, 

cluster 43 are 6 related to “Travel-Flights”, ”Insurance” 

and “Travel-Holiday”, cluster 44 are 0, cluster 45 are 3 

related to “Wedding & Celebrations”, “Jewellery”, 

“Clothing & Accessories-Men's”, ”Clothing & 

Accessories-Women's” and “Jewellery”. 

In this paper clustering is being done by using the 

robust method of k-means experimented on a real-time 

data provided by “Affiliate Future” and further 

recommendation process is functioned by an enhanced 

recommendation algorithm given below. 

 

VI.PRIORITY RECOMMENDATION SYSTEM FOR AN 

AFFILIATE NETWORK 

Function Priority-Recommendation () 

 

Take N Publishers (P1, P2, P3,....., PN) as the total number 

of publishers 

 

Take K Advertisers (A1, A2, A3,...., Ak) as the total 

number of Advertisers 

 

Step 1 

 

Retrieve the total Number of publishers linked with the 

input vector consisting of more than one advertiser 

 

Step 2  

 

For each input of vector Advertiser AK where k ε {1, 2, 

3 ,....,L} where L<=K 

 

Calculate the Number of Advertisers linked with each 

publisher in an array linked[J] where J ε {1, 2,3,....N}  

End For 

 

/* Sorting the Linked Array using Bubble Sort Procedure 

from Higher to Lower */ 

 

Step 3 

 

Repeat      

     swapped = false 

     For i = 1 to length (linked) - 1 inclusive  

do: 

       /* if this pair is out of order */ 

       if  linked[i-1] > linked[i]  then 

         /* swap them and remember something changed */ 

         swap(linked[i-1],linked[i]) 

         swapped = true 

       end if 

     end for 

until not swapped 

 

In this way when the new publisher comes to select an 

advertiser, the advertiser currently working with higher 

number of publishers will be ranked the highest and so on. 

The same procedure will be applied for the advertisers as 

well looking to work with the most appropriate and trust 

worthy publishers. The Figure 2 shown below portrays 

the overall working of the proposed idea of clustering on 

an affiliate network data and priority recommendation 

process. 

VII.CONCLUSION 

In this paper, a recommendation system using k-means 

clustering is introduced in the new domain of affiliate 

networks. The experiments demonstrated that the 

recommendation system proposed using k-means 

clustering and priority recommendation algorithm will 

play a significant role in selecting the best suitable 
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Figure 2.  Snapshot of the Experiment 

candidate in both the cases of publisher as well as 

advertisers. 
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Abstract—Ontology plays an important role in Semantic Web
applications. However, building ontology remains challenging due
to the time, cost an effort required. Several studies have proposed
the reuse of existing ontologies when building new ones. However,
some challenges remain: (1) locating relevant domain ontologies
for reuse, (2) determining appropriate concepts for searching
targeted ontologies and (3) understanding the discovered ontolo-
gies.This study presents an adaptive strategy for searching and
selecting domain ontologies for reuse on the Semantic Web. The
strategy relies on ontology-based and generic search engines, and
predefined ontology features to locate existing domain ontologies
and related data sources. The data sources provide ontologies’
specific concepts that enable their easy location over the Semantic
Web. Finally, a set of criteria including semantic coverage,
codification language, modularity and open availability are used
to select the best reusable set of ontologies for the domain.
The application of the framework in the e-government domain
demonstrated its feasibility and yielded promising results.

Index Terms - Semantic Web, Ontology Search, Ontology
Selection, Ontology Reuse, E-government.

I. INTRODUCTION

The Semantic Web is an evolution of the current web that
provides meaning to web contents to enable their intelligent
processing by computers. The meaning of web contents is
represented with ontology and described formally in logic-
based syntaxes to facilitate their integration and interoperabil-
ity. As such, ontology is a key component of any semantic
web application. Ontology is commonly defined as an explicit
specification of a conceptualization [1] i.e., a model of the
real world domain such as medicine, geographic information
systems, physics, e-government and so forth; which is explic-
itly represented with existing objects, concepts, entities and
relationships between them.

Building ontology in Semantic Web remains a challenging
task due to the demand in time, cost an effort. The solution lies
in the reuse of existing domain ontologies when building new
ones [2][3][4][5][6][7]. In fact, ontology reuse may (1) reduce
human efforts required to formalized new ontologies from
scratch, (2) increase the quality of the resulting ontologies
because the reused ontologies have already been tested, (3)
simplify the mapping between ontologies built using shared
components of existing ontologies, and (4) improve the effi-

ciency of ontology maintenance [5].
However, existing domain ontologies are spread over the

Internet and presented in different media including Semantic
Web ontology files such as Resource Description Framework
(RDF) and Web Ontology Language (OWL), text files (related
research/project reports/published articles, program generated
codes, etc.), Web pages, etc. Furthermore, ontology search en-
gines enable the retrieval of ontology files based on keywords
search; this presents some challenges: searching ontologies by
keywords requires one to provide keywords that are likely to
match those in the ontology files available in the indexes of
the search engines [8]; but it is difficult to guess keywords of
unknown domain ontologies; even if the domain ontology is
known, it remains challenging to accurately guess keywords
that are included in this ontology over the Internet. Moreover,
semi-automatic and automatic ontology reuse solutions largely
rely on ontology search engines for locating existing domain
ontologies over the Semantic Web; consequently, they only
focus on ontology files stored in the indexes of the search
engines [4][9]; other data sources of existing ontologies such
as related research/project reports, published articles, pro-
gramme codes, Web page contents are left out. This results
in many useful domain ontologies and information sources,
including that of located ontologies, being ignored in these
ontology reuse solutions; consequently, these solutions are
directed towards experienced ontology engineers who are able
to understand the located domain ontology files (RDF/OWL
for example) to guide the process for building new ontologies.

The aforementioned challenges hinder the widespread reuse
of existing domain ontologies and undermine the adoption of
Semantic Web technologies in the respective domains. This
study presents a framework for searching and selecting domain
ontologies for reuse on the Semantic Web. The proposed
framework may be applied in any application domains of
Semantic Web such as e-commerce, e-business, e-learning,
multimedia, e-government, etc., to identify and analyze exist-
ing domain ontologies for the purpose of knowledge sharing
and reuse across domain specific Semantic Web applica-
tions. The framework uses an adaptive strategy that relies on
ontology-based and generic search engines, and predetermined
ontology features to locate existing domain ontologies and
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related data sources.The result is a list of candidate domain
ontologies along with sets of data sources. The data sources
of an ontology may include semi-structured and unstructured
data such as research and project deliverable reports, related
published articles, ontology codes, plain texts on project web
sites , ontologies repositories, etc. These data sources disclose
valuable information that may support the widespread reuse
and evolution of corresponding domain ontologies. Examples
of such information are: (1) the purpose(s) for which the
ontology was built, (2) the methodology employed to build the
ontology, (3) the full or partial ontology graph(s), (4) theoreti-
cal explanation of the meaning of concepts and axioms, (5) full
or partial code of the ontology, and (6) detailed description of
the use of the ontology in real world semantic-based projects,
etc. [10][11][12][13]. This information is certainly valuable
for any reuse tasks, including the automatic or semi-automatic
ontology reuse which requires the ontology engineer to have
prior knowledge of existing domain ontology to be able to
comprehend and guide the process for building new ontolo-
gies through the reuse of existing ones [3][4][5][7]. More
importantly, the collected ontologies’ data sources provide Se-
mantic Web developers with specific concepts of the targeted
ontologies to enable their easy location over the Semantic
Web; furthermore the data sources provide useful information
for analyzing, understanding and reusing the existing domain
ontologies.

Finally, various metrics including semantic coverage, open
availability, codification language, and modularity are applied
on the set of located candidate domain ontologies to evaluate
and select the best reusable set of ontologies for the respective
domain. The selected ontologies provide a good sharable
and reusable conceptual representation and description of the
domain. This may (1) promote their reuse across domain
specific Semantic Web projects, (2) save the time and cost
needed for building new ontologies from scratch in domain
specific Semantic Web projects, (3) prevent inconsistency and
confusion that may arise from multiple semantic representa-
tions of the same domain knowledge, and (4) strengthen the
harmonization and adoption of Semantic Web technologies in
the respective domain.

The proposed framework is simple and suitable to any
Semantic Web developer who may like to search and locate
existing domain ontologies on the Semantic Web, analyze,
understand and reuse these ontologies in the process of build-
ing new ontologies either manually or with semi-automatic
or automatic ontology reuse solutions [3][4][5][7]; this may
promote the widespread reuse of existing domain ontology on
the Semantic Web. The application of the framework in the
e-government domain demonstrated its feasibility and yielded
promising results.

The rest of the paper is structured as follows. Section
2 provides a formal specification of the framework of the
search and selection strategy. The results of the application
of the framework to the e-government domain is presented
and discussed in Section 3. Section 4 discusses related studies
and the last section concludes the paper.

II. FRAMEWORK OF THE SEARCH AND SELECTION
STRATEGY

Let’s D be a domain of knowledge such as e-commerce, e-
business, e-government, etc. The aim is to investigate available
data sources on semantic web initiatives (real world projects,
academic research works, etc.) in that particular domain.
The sources of information may include technical research
/ deliverable reports, published articles, programming codes,
data repositories, plaintext pasted on websites, etc.

Let’s LD be the set of identified semantic based data sources
gathered in the domain D. LD is defined as in Equation (1).

LD = A ∪ P (1)

where, A is the set of data sources that are related to research
carried out for academic purposes and P is the set of sources
that are related to business projects for building semantic web
applications. A and P are defined as in Equation (2) and (3).

A = {ai}, 1 ≤ i ≤ N (2)

P = {pj}, 1 ≤ j ≤ M (3)

where, N and M are the cardinalities of A and P respectively.
Let’s lDk be the list of domain keywords to be used for

the search of data sources, lOp the list of ontology features
required to guess the presence of any ontology activities in
the data sources, and lOc the list of ontology specific concepts
identified in data sources. Moreover, let’s LC and C be the
list of data sources susceptible to content domain ontologies
and the set of candidate domain ontologies respectively. C is
defined as in Equation (4).

C = {Ok}, 1 ≤ k ≤ n (4)

where, Ok is the candidate ontology number k; it is assumed
that there are up to a number n candidate ontologies in the
domain.

Finally, let’s Cr be the set of predefined criteria for selecting
an ontology for the domain D and do the final set of selected
ontologies. To fulfill the goal of the framework which is to
search and select domain ontologies in the domain D, the
following tasks are manually or semi-automatically performed:
online search, group data sources, analyze data sources, online
specific search, find candidate domain ontology, and select
domain ontology. A brief definition of each of these tasks is
provided below.
• Online Search - This task uses ontology search engines

such as Swoogle, Watson, OntoSearch, OntoSearch2,
OntoKhoj [9], etc. and generic search engines such as
Google, Google Schoolar, IEEE Explore, ISI Web of
Knowledge, etc. to gather diverse data sources on existing
semantic-based research and projects, based on the list of
domain keywords in lDk. The result is the set LD of all
identified semantic-based data sources.

• Group Data Sources - The set LD of all data sources is
used in this task; evidences of relatedness are searched
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in the data sources; this enable to group the data sources.
Two data sources are related if they were produced under
the same project or study. At this stage, the result is a
collection of folders containing data sources related to
the same semantic-based academic research (the set A)
or real world semantic-based project (the set P ).

• Analyze Data Sources - This task uses the set of targeted
ontology features lOp and either an element of A (a
folder containing data sources related to an academic
research project) or an element of P (a folder holding
data sources pertaining to a real world semantic-based
project). Ontology features include ontology graphs and
concepts of the semantic web ontology languages such
as RDF/RDFS and OWL. These concepts may have
been used in a semi-formal definition of an ontology
(simple definition of concepts and relationships in the
form of texts), in the graphical representation of an
ontology or within different axioms representing a formal
ontology (machine generated codes). OWL constructs
targeted could include Class, SubClassOf, Equivalent-
Class, DisjointWith, ObjectProperty, Property, Domain,
Range, etc., whereas, RDF constructs could encompass
Class, SubClass, SubProperty, Domain, Range, Object,
Predicate, Type, Literal, etc. The result of this task is a
list of ontology concepts lOc. lOc may be empty or not,
depending on whether the targeted ontologies features in
lOp where found or not.

• Online Specific Search - The set of specific ontology
concepts lOc obtained with the previous task is used in
this task to perform further search with ontology search
engines; aiming at finding the codes of the targeted
ontologies. The results of the search are used to update
the sets ai ⊂ A or pj ⊂ P of semantic-based data
sources.

• Find Candidate Domain Ontology - This task consists
of scrutinizing each data source ai ⊂ A or pj ⊂ P where
ontology features were found to identified candidate
domain ontology. The result is a candidate ontology Ok.
Ok is added to the set of candidate ontologies C.

• Select Domain Ontology - A candidate ontology Ok ⊂
C and the set of predefined criteria Cr for selecting
domain ontologies in the domain D are used in this task.
Further analysis of the ontology Ok ⊂ C data sources
is then performed to tell whether the candidate ontology
Ok ⊂ C meet the selection criteria. Based on the works
in [14] and [15], it is suggested that the elements of
the set Cr of predefined criteria for selecting a domain
ontology Ok ⊂ C be: codification language, semantic
coverage, modularity and open availability. These criteria
are defined below.

− Codification Language This characteristic refers to
the language employed for the formal representation
of the ontology. In fact, it is expected that the codifi-
cation language of a selected ontology be one of the
standard ontology languages for the Semantic Web,

such as Resource Description Framework (RDF) or
Web Ontology Language (OWL).

− Semantic Coverage The value of this characteristic
is low, medium or high, thereby indicating the level
of semantic richness of the ontology; the semantic
richness is assessed based on the ontology features
such as the number of concepts, supsumption (is.a),
meronymy (part-of), etc.; in brief, a selected ontol-
ogy should not be built as a simple taxonomy, it must
further be formed of rich semantic features.

− Modularity This characteristic tells whether the
ontology is formed of a single or many components.
An ontology with several modules enables: (1) easy
reuse of smaller parts, (2) distributed and collabora-
tive development, (3) smooth and efficient evolution,
and (4) easy replacement of parts of the ontology
[16].

− Open Availability Here, it is shown whether the
ontology is publicly available or not. The accessi-
bility of the selected ontologies to the public is of
prime importance as the major aim of the study is
to foster the reuse of the selected domain ontologies
in Semantic Web projects in the domain D.

In light of the above, the pseudo-code of the framework’s
algorithm is drawn in Table 1. In the next section, the
framework described above and formalized in the algorithm
in Table 1 is applied on the e-government domain.

III. APPLICATION IN E-GOVERNMENT

A. Online Search of Domain Ontologies

First of all, it became necessary to investigate and choose
amongst existing ontology search engines those that are suit-
able for the task at hand. The researchers benefited from the
work in [9]. In fact, in [9] a detailed comparative analysis
of the commonly used [9] semantic web search engines
including Swoogle, Watson, Sindice, Falcons and Semantic
Web Search Engine; the study revealed that Swoogle and
Watson are the state-of-the-art of all ontology search engines.
Consequently, the Swoogle and Watson ontology search en-
gines were adopted in this study. Thereafter, the following
e-government domain keywords were chosen to perform the
search in Swoogle and Watson search engines: government,
citizen, service, business, tax, procurement, law, department,
agency, civil servant, and life event.

These keywords were not exhaustive, but the aim was to
perform the search and appreciate the nature of the results
obtained. Furthermore, the abovementioned keywords were
grouped into triplets as in Fig. 1 with the aim of improving
the quality of the search results [9].

Although Swoogle and Watson search engines could return
hits on OWL and RDF ontology files, some general problems
surfaced. Firstly, searching ontologies by keywords requires
one to provide keywords that are likely to match those in the
ontology codes available in the indexes of the search engines
[8]; but it is difficult to guess keywords of unknown domain
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TABLE I
PSEUDO-CODE OF THE ONTOLOGY SEARCH AND SELECTION ALGORITHM

Inputs : D; lDk; lOp;Cr

1. LD = Online search with domain keywords in lDk

2. A = Group academic− based data sources from LD

3. P = Group real world projects data sources from LD

4. For All academic research ai in A
5. lOc = Analyse ai data sources with the ontolgy features in lOp

6. If specific ontology concepts were found i.e. lOc isn′t empty Then
7. ai = update ai data sources with a specific online search with lOc

8. EndIf
9. Ok = analyse ai data sources to identify corresponding domain ontology
10. C = update the set of domain ontologies C with the new ontology Ok

11. EndFor
12.For All project pj in P
13. lOc = Analyse pj data sources with the ontolgy features in lOp

14. If specific ontology concepts were found i.e. lOc isn′t empty Then
15. pj = update pj data sources with a specific online search with lOc

16. EndIf
17. Ok = analyse pj data sources to identify corresponding domain ontology
18. C = update the set of domain ontologies C with the new ontology Ok

19. EndFor
20.For All candidate domain ontologies Ok in C
21. Use selection criteria in Cr to analyse Ok data source
22. If Ok matches the selection criteria in Cr Then
23. do = update the set do of selected domain ontologies with Ok

24. EndIf
25. EndFor
Output : do

ontologies; even if the domain ontology is known, it remains
challenging to accurately guess keywords that are included in
this ontology over the Internet. Secondly, the number of hits
returned for certain keywords entered in the search engines
was high; then, it becomes impractical to click and visually
assess each hit; furthermore, a large number of hits returned
were not related to useful ontologies for the domain [9].
Finally, the ontology codes downloaded from the search did
not provide enough information on the target ontologies; in
general only concepts of the ontologies and their semantic
structures (axioms) are provided in these codes. Although the
Watson search engine could provide some Meta data such as
the size of the ontology, its number of statements, classes,
properties, individuals, etc. little information was provided in
these ontology codes on the discovered ontologies such as
the purposes and circumstances for which they were built,
the available documentation such as the deliverable reports
of projects in which they were built, the related published
articles, etc. This information may provide important insights
for analysing and reusing these ontologies. In fact, a good
documentation on an existing ontology would certainly ease
its reuse and evolution. In light of the above mentioned
challenges, it becomes necessary to complement the results of
the ontology search engines (Swoogle and Watson) with that of
robust and generic search engines. To this end, a generic search
was carried out in several search engines including ISI Web of
Knowledge, IEEE Explore, Google Scholar and Google. The
keywords employed were ”e-government ontology” and ”se-
mantic e-government”. These generic searches produced 202
e-government domain semantic-based documents presenting
ontology codes, semantic-based published articles, research

and projects’ deliverable reports, and ontology repositories.
These ontologies’ data sources are grouped in the next sub-
section.

B. Group Data Sources

It was discovered that several documents downloaded with
the generic searches were related to the same semantic-based
projects or study. Then, a strategy based on the analysis of their
contents was used to group related documents. To this end,
each downloaded document was searched for the acknowl-
edgement section. In fact, where found, the acknowledgement
section provided information on the project or study in which
the research was undertaken. Furthermore, the deliverable
reports of various e-government projects, mainly European
based projects, were scrutinized to discover more semantic-
based e-government projects. As a result, all the documents
downloaded were grouped into 21 folders, corresponding to
19 e-government projects and several academic studies. The
analysis of the discovered ontology data sources is explained
in the next subsection.

C. Analyse Data Sources

The semantic-based researches and projects documents
downloaded in the previous task were further scrutinized to
identify the projects and research studies which have em-
ployed ontology to address a particular aspect of e-government
services delivery. This was done by checking ontology fea-
tures in these documents. Let’s recall that ontology features
include ontology graphs and concepts of the semantic web
ontology languages such as RDF/RDFS and OWL. These
concepts may have been used in a semi-formal definition of
an ontology (simple definition of concepts and relationships
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Fig. 1. Triplets of Domain Keywords Employed for E-government Domain Ontologies Search

in the form of texts), in the graphical representation of an
ontology or within different axioms representing a formal
ontology (machine generated codes). The identified candidate
ontologies were recorded along with their authors, date of
publication and where applicable, the project in which they
were developed. Out of the 19 semantic-based projects initially
identified, 12 projects remained (See Table 2 and Table 3); the
related published papers and reports provided enough evidence
(conceptual part of domain ontology, informal description of
domain ontology, and/or sample code of ontology) of ontology
development in these projects. The next subsection performs a
specific search using the specific ontology concepts discovered
in the data sources.

D. Search Specific Ontology Codes
The ontology features discovered within the ontologies data

sources in the previous task provided in some cases, specific
concepts of the candidate ontologies. At this stage, some of
these concepts were used in Swoogle and Watson ontology
search engines to attempt to retrieve the full codes of these
ontologies. Fig. 2 depicts the concept lkif − core obtained
from the data sources on the FEA-RMO ontology along with
the OWL files of 4 FEA-RMO modules retrieved with the
search in Swoogle; the URLs in Fig. 2 disclose that the ontol-
ogy modules were developed under the Estrella e-government
project. Furthermore, Table 5 shows selected e-government
domain ontologies along with the Web links to their full OWL
codes, retrieved from the Web with specific keywords search.
Ontology selection is done in the next subsection.

E. Select E-government Domain Ontologies
With the list of candidate e-government domain ontologies

in Table 2 and Table 3, their data sources including eventual
full codes, predefined criteria such as codification language,
semantic coverage, modularity and open availability [14][15]
are applied to select the best set of ontologies for the e-
government domain as in Table 4. The next subsection presents
and discusses the complete results of the application of the
framework in Section 2 in the e-government domain.

F. Results and Discussions
Table 2 and Table 3 list 62 discovered candidate e-

government domain ontologies along with selected data

sources on these ontologies as well as the e-government
research and projects in which they were developed. This
provide any e-government developer interested in reusing
these existing domain ontologies with relevant information for
analyzing, understanding and reusing these domain ontologies
for building new ontologies, even with existing automatic
and semi-automatic ontologies reuse solutions [3][4][5][7] that
required ontology engineers to guide the process.

Further, Table 2 and Table 3 shows that most of e-
government projects employ several domain ontologies for
the Semantic Web development of e-government systems.
Moreover, one can notice in Table 2 that some candidate
ontologies are being repeated in different projects with the
same name to serve the same purposes; for instance, the life-
event ontology have been developed in 6 projects and the
service ontology in 3 projects; this shows a lack of ontology
reuse culture in the Semantic Web e-government development
community.

Table 4 presents the candidate ontologies that were selected
as the best set of ontologies for the e-government domain,
based on their codification language, semantic coverage, mod-
ularity, and open availability as defined in the Section 2.
A brief presentation of these selected e-government domain
ontologies obtained from their data sources is provided below.

The selected e-government domain ontologies in Table 4
were developed within real world e-government projects in
the United States [10], European countries [12][11][17][13],
and Palestine [16]. This indicates that these ontologies have
been well thought of, consistently designed and published. In
particular:

• The LKIF-core ontology [12] describes the law and regu-
lations that government the public administration domain
through basic legal concepts; it is formed of 150 concepts
and built with intensive semantic features (hyponymy,
supsumption, etc.).

• The government ontology [16] is composed of 15 mod-
ules describing public administration entities such as
address, bank, local government unit, natural and non-
natural person, company, partnership company, share-
holder company, driving licence, etc.; these set of ontolo-
gies model processes and enable systems interoperability
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Fig. 2. Screenshot Showing how the LKIF-core Concept was used to Retrieve the Modules of the LKIF-core ontology from Swoogle

in e-government.
• The FEA-RMO [10] ontology is a set of 5 modules

namely performance, business, services, technology and
data reference models ontologies; these ontologies were
developed to enable the interoperability of the US govern-
ment’s federal agencies; they basically provide common
reference models for modelling federal agencies’ business
processes, thereby, supporting their interoperability.

• The SAKE ontology [11] is formed of 3 modules in-
cluding: process and profile, information, and decision
making quality ontologies; these ontologies were de-
veloped as support to an agile knowledge management
system for e-government. In particular, the process and
profile ontology models the business process and related
activities that might involve a public administration user;
it is formed of 47 concepts including input, output,
date, creation-date, last-modification-date, process-model,
and so forth and fully represented in an is-a hierar-
chy. The information ontology describes metadata such
as subject, description, title, creator, publisher, format,
location, and the like; overall, it contents 33 concepts
describing storable information; these concepts were de-
signed after a meticulous analysis of existing metadata
standards and their harmonization. The decision making
quality ontology models concepts that might be used
as performance evaluation parameters of a process in a
public administration organization; these concepts are in
total 33 and include: metric, accountability, cost, quality,
and many more.

• The GEA ontology [17][18] is a single abstract model
that describes the public administration semantic as well
as the overall e-government domain; it includes concepts
such as governance-entity, political-entity, admin-level,
service-provider, public-administration-service, law, out-
come, and so forth. It is also used to enable the auto-

matically mapping of citizens’ needs to suitable public
services.

• The life-event-ontology [13] is a single generic ontol-
ogy model as well; it models the public administration
services with 18 concepts related to life-events (e.g.,
get married, change address) of citizens with the public
administration systems; these concepts include: public-
service, input, output, profile, document, citizen, family-
status, education-level, job-category, gender, and the like.

In light of the above, the selected e-government domain
ontologies in Table 4 are largely formed of several modules
that are publicly available; this may promote their reuse and
evolution in the Semantic Web e-government development
community [16].

Tables 5 provides the Web links to chosen data sources
of the selected e-government domain ontologies in Table 4;
these Web links are directed to either the ontology codes,
deliverable reports or published research articles from projects
in which these domain ontologies were developed. It is worth
mentioning that in some cases, the ontology codes were
not found with a keywords search in Swoogle and Watson
search engines; instead, the full codes of some of the domain
ontologies discovered were found in deliverable reports of
corresponding projects with generic search engines; this shows
the effectiveness of the adaptive search strategy presented in
this study for locating domain ontologies and their data sources
on the Semantic Web.

Furthermore, the deliverable and research reports of projects
provided valuable information on the identified ontologies
such as: (1) the purpose(s) for which the ontologies were built,
(2) the methodologies employed to build the ontologies, (3)
the full or partial ontology graphs, (4) theoretical explanations
of the meaning of concepts and axioms, (5) full or partial
codes of the ontologies, (6) detailed descriptions of the use
of these ontologies in real world semantic-based projects, etc.
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TABLE II
CANDIDATE E-GOVERNMENT DOMAIN ONTOLOGIES PART I

Code Ontology Selected Data Sources Project
O1 DIP ontology Gugliotta et al. [19] DIP

Legacy ontology
Workflow ontology
Service ontology
Life-event ontology
E-government domain ontology

O2 3 kinds of ontologies Sabucedo & Rifon [20] Academic work
Life-event ontology
Variable ontology
Legal document ontology

O3 E-government Business ontology Xiao et al. [34] Academic work
O4 LKIF-core ontology Breuker et al. [12] Estrella
O5 Social care ontology Barthes & Moulin [21] TerreGov
O6 Life-event ontology Sanati & Lu [22] Academic work
O7 FEA-RMO ontology Allemang & Hodgson [10] OSERA

PRM ontology
BRM ontology
SRM ontology
TRM ontology
DRM ontology

O8 Access-eGov ontology Hreno et al. [25] Access-eGov
Life-event ontology
Service profiles ontology
Domain ontology

O9 Life-event ontology Todorovski et al. [13] OneStopGov
O10 Process document ontology Puustjarvi [26] Academic work
O11 SAKE ontology Butka et al. [11] SAKE

Public Administration ontology
Process and Profile ontology
Information ontology
Decision making quality ontology

O12 OntoGov ontology Apostolou et al. [23], [24] OntoGov
Legal ontology
Organizational ontology
Life-cycle ontology
Domain ontology
Service ontology
Life-event ontology
Profile ontology
Web Service Orchestration ontology

O13 3 kinds of ontologies Chen et al. [27] Academic work
E-government ontology
Regulatory ontology
Service ontology

O14 E-government services ontology Fraser et al. [28] SmartGov
O15 GEA ontology Goudos et al. [17] SemanticGov

[10][12][11][13]; this may promote the reuse and evolution of
the corresponding domain ontologies.

Finally, Table 6 provides the URLs of Web sites of e-
government projects under which the selected ontologies in
Table 4 were developed; these Web links may provide the
interested reader access to more information on the selected
e-government domain ontologies in Table 4. Related studies
are discussed in the next section.

IV. RELATED WORK

In [9] the Swoogle ontology search engine is used to
search multimedia ontologies on the Semantic Web; the
search in Swoogle is based on domain keywords and their
combinations; the data sources of the targeted multimedia
ontologies are not considered for selecting ontologies specific
keywords that are likely to improve the search results.

A strategy for searching biomedical ontologies is presented
in [8]; the strategy relies on the keywords search in Swoogle;
the keywords used are extracted from related Web pages
retrieved with domain keywords search in Google; the data
sources on the targeted domain ontologies that may help
identifying ontologies specific concepts for the search are not
considered.

In [4] an infrastructure for searching and reusing distributed
ontologies is presented . The proposed infrastructure is
composed of many ontology servers or nodes that store
and maintain ontologies; a domain ontology to be searched
is described in a meta-ontology with information such as
the ontology author, ontology location and used ontology
language; the meta-ontology is further improved with a list
of ontology terms by matching each ontology concept to the
WorldNet lexical semantic net; finally, the meta-ontology
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TABLE III
CANDIDATE E-GOVERNMENT DOMAIN ONTOLOGIES PART II

Code Ontology Selected Data Sources Project
O16 Real-estate transaction ontology Ortiz-Rodriguez & Villazon-Terrazas [29] Reimdoc

Real-estate ontology
Person ontology
Organizational ontology
Legislation ontology
Location ontology
Tax ontology
Contract model ontology
Jurisprudence ontology
Civil personality ontology
Real-estate transaction
verification ontology

O17 Government ontology Jarrar et al. [16] Zinnar
Address ontology
Association ontology
Bank ontology
Company ontology
Currency code ontology
Driving licence ontology
Legal person ontology
Local government unit ontology
Natural person ontology
Non Natural ontology
Partnership company ontology
Professional association ontology
Shareholding company ontology
Vehicle ontology
Vehicle engine ontology

TABLE IV
SELECTED E-GOVERNMENT DOMAIN ONTOLOGIES

Code Ontology Codification Language Semantic Coverage Modularity Open Availability
O7 FEA-RMO ontology OWL High 5 domain ontologies publicly available
O4 LKIF-core ontology OWL High 15 domain ontologies Publicly available
O9 Life-event ontology OWL High 1 generic Publicly available
O11 SAKE ontology OWL High 3 modules Publicly available
O15 GEA ontology OWL High 1 generic model Publicly available
O17 Government ontology Not publicly available High 15 domain ontologies Publicly available

is stored in an ontology registry, providing a compact
representation for efficient search and reuse of related
ontologies. However, to build a meta-ontology for searching
targeted domain ontologies, the ontology engineer need to
have prior knowledge of the targeted ontologies; but, it is
unclear in the study how such prior knowledge could be
acquired. The available data sources of ontologies in the
domain could be of help to the ontology engineer in this case.

The underlying algorithms of ontology and semantic search
engines including Swoogle, OntoSearch and OntoKhoj are
presented in [30][31][32], respectively. However, the search
in these search engines is based on keywords [8]; but, the
scope of these studies do not address the issue of selecting
relevant domain and specific ontology keywords for the search.
This study performs a content analysis of ontology data
sources based on predefined ontology features to guess specific
concepts for searching domain ontologies on the Semantic
Web.

Ontology editors such as Protégé allow the reuse of an
existing ontology in another ontology being designed [6];

furthermore, the Web Ontology Language (OWL) offers the
possibility to import an OWL ontology into a new ontology
under development [33][6]; both ontology reuse solutions
require the ontology engineer to have good knowledge and un-
derstanding of the existing domain ontologies to be integrated
or imported; once more, locating existing domain ontologies
and their data sources may be of assistance to the ontology
engineer in these cases.

Other solutions for semi-automatic and automatic ontology
reuse are presented in [4][5][7]. However, there remains some
general challenges in these ontologies reuse solutions: (1)
locating relevant domain ontologies for reuse [4], (2) deter-
mining appropriate concepts for searching targeted ontologies
and (3) understanding the discovered ontologies. This study
may be used as a pre-investigative task to existing semi-
automatic and automatic ontology reuse solutions in the sense
that it enables the ontology engineer to search and retrieve
existing domain ontologies along with their data sources; this
information may help the ontology engineer in analyzing,
understanding and reusing the discovered ontologies. Further-
more, in [2] the authors described the process of reusing
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TABLE V
SELECTED E-GOVERNMENT DOMAIN ONTOLOGIES AND WEB LINKS TO THEIR DATA SOURCES

Ontology Links to Data Sources
Government ontology http://zinnar.pna.ps/ontologyServer/

http://www.jarrar.info/publications/JDF11.pdf
LKIF-core ontology http://www.estrellaproject.org/lkif-core/lkif-core.owl

http://www.estrellaproject.org/lkif-core/legal-role.owl
http://www.estrellaproject.org/lkif-core/lkif-rules.owl
http://www.estrellaproject.org/lkif-core/legal-action.owl
http://www.estrellaproject.org/doc/D1.4-OWL-Ontology-of-Basic-Legal-Concepts.pdf

FEA-RMO ontology http://protege.cim3.net/file/work/ontology/FEARMO/
http://www.osera.gov/owl/2004/11/fea/brm.owl
http://www.osera.gov/owl/2004/11/fea/prm.owl
http://www.osera.gov/owl/2004/11/fea/srm.owl
http://www.osera.gov/owl/2004/11/fea/trm.owl

Life-event ontology http://islab.uom.gr/onestopgov/index.php?name=UpDownload&req=getit&lid=459
http://islab.uom.gr/onestopgov/index.php?name=UpDownload&req=getit&lid=460

SAKE ontology www.sake-project.org/fileadmin/filemounts/sake/DeliverableD6b.pdf
GEA ontology http://islab.uom.gr/semanticgov/index.php?name=UpDownload&req=getit&lid=454

http://islab.uom.gr/semanticgov/index.php?name=Web Links&req=visit&lid=65

TABLE VI
URLS OF PROJECTS WEBSITES OF THE SELECTED E-GOVERNMENT DOMAIN ONTOLOGIES

Code Ontology Projects Websites Links
O7 FEA-RMO ontology OSERA http://osera.modeldriven.org/projects/fearmo.htm
O4 LKIF-core ontology ESTRELLA http://www.estrellaproject.org/
O9 Life-event ontology OneStopGov http://islab.uom.gr/onestopgov/
O11 SAKE ontology SAKE http://www.sake-project.org/
O15 GEA ontology SemanticGov http://islab.uom.gr/semanticgov/
O17 Government ontology Zinnar http://zinnar.pna.ps/

and applying existing ontologies and concluded that reusing
ontologies is far from an automatic process and requires
significant effort from the knowledge engineer; this assertion
is also supported in [3].

V. CONCLUSION

This study presents a framework that uses an adaptive
technique based on ontology and generic search engines, and
predefined ontology features to search and locate domain
ontologies and their data sources over the Semantic Web.
The predefined ontologies features are used to learn ontology
specific concepts from the data sources; these concepts are
further employed to improve the quality of the search results.

The application of the framework in the e-government
domain permitted the discovery of 62 candidate e-government
domain ontologies; furthermore the framework enabled the
application of predefined criteria including semantic coverage,
open availability, codification language, and modularity on the
candidate ontologies to select the best reusable set of ontolo-
gies for the e-government domain. The selected ontologies
provide a good sharable and reusable conceptual representation
and description of the public administration domain as well as
the electronic services delivery processes; this may promote
their reuse across semantic-based e-government projects.

The study may be used as a pre-investigative task to exist-
ing automatic and semi-automatic ontologies reuse solutions
which require the ontology engineers to have prior knowledge
of the targeted ontologies to guide the process for building
new domain ontologies from existing ones.

The framework of the study may be applied in any ap-
plication domains of Semantic Web such as e-commerce, e-
business, e-learning, multimedia, etc., to identify and analyze
existing domain ontologies for the purpose of knowledge
sharing and reuse across domain specific Semantic Web ap-
plications.

The future direction of the research will be to conceptualize
and build a generic ontology model for the e-government
domain through the reuse of the discovered domain ontologies.
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Abstract—Web usage mining is research area in web mining. 
Web mining is an activity that focuses to discover new, 
relevant and reliable information and knowledge by 
examining the structure, content and usage of web. The 
major focus is on learning about web users and their 
interaction with websites. Web log files generated on web 
servers are used in order to extract web usage of different 
users. There are three types of web repositories: web server 
log, proxy server log, browser log. Analysing web logs for 
usage can not only provide important information to 
websites developers but also help in creating adaptive web 
sites. 

In this paper we discuss various sources of information 
for WUM, Methodology of web usage mining techniques 
which involves Data collection , Data pre-processing , 
knowledge discovery and knowledge analysis. Various 
applications of WUM are personalization, prefetching and 
caching, support to design and E-commerce. Major 
application of web usage mining is to predict future accesses. 
Thus, the result obtained after web usage mining can be 
used to improve the performance of prefetching and caching.  

 
Index terms—Web usage mining, Methodology, pre-
processing, clustering, classification, applications.  

I. INTRODUCTION: 

World Wide Web is a huge repository of data. It has 
become one of the most important repository for storing, 
sharing and to distribute information. The expansion of 
web is very rapid which has provided a great opportunity 
to study user and system behaviour by exploring web 
access [5].  

Data mining is the process that attempts to discover  
Patterns in large data. Applying data mining 

techniques on web data to discover knowledge has been 
defined as WEB MINING [3]. It can be viewed as an 
extraction of structure from an unlabeled, semi structured 
dataset containing the characteristics of users or 
information respectively. 

Data that is actually mined is varied and different 
approaches have been followed. Some researchers have 
applied mining techniques on the web logs maintained by 
the servers so as to discover user access and traversal 
path [3]. 

Web mining is categorized in three types: 
A. Web content mining: It is the scanning and mining 

of text, pictures of a Web page to determine the 
relevance of the content to the search query. 
Research activities in this field also involve using 
techniques from other disciplines such as 
Information Retrieval (IR) and natural language 
processing (NLP). 

B. Web structure mining: Web structure mining is a 
tool used to identify the relationship between Web 
pages linked by information or direct link 
connection. The motive of web structure mining is 
generating structured summaries about information 
on web pages/webs. 

C. Web usage mining: This type of web mining allows 
for the collection of Web access information for 
Web pages. This usage data provides the paths 
leading to accessed Web page. Web server gathers 
this information automatically into the Access Log 
File. 

Typical Sources of Data [1]: 
 
1. Data generated automatically is stored in 
different types of log files such as server access logs, 
referrer logs, and client-side cookies. 
2. E-commerce and product-oriented user events. 
3. User profiles and user ratings 
4. Meta-data, page attribute, page content, site 
structure. 
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Figure 1: Types of Web Mining. 

 
New tools promising to apply data warehousing and 

mining techniques on web logs have entered in the 
market. These include surfAid, speedTracer from IBM, 
bazaar analyser etc [3]. 

II. WEB USAGE MINING 

Web usage mining is used to analyse web log files to 
discover user accessing patterns of web pages [13]. Web 
usage mining is a main research area in Web mining 
focused on learning about Web users and their 
interactions with Web sites. Web usage mining is the 
discovery of meaningful patterns from data generated by 
client-server transactions on one or more Web servers. A 
web log is a listing of page reference data. A web server 
log file contains requests made to the web server recorded 
in chronological order. It is at times referred to as 
clickstream data as each entry corresponds to a mouse 
click [7].  
Information Obtained through web usage mining [15]: 
 
A. Number of Visitors: It is the count of users who 
navigates to your website and browses one or more pages 
on your site. 
B. Visitor Referring Website: The referring website gives 
the information or URL of the website which referred the 
particular website in consideration. 
 
C. Visitor Referral Website: The referral website gives 
the information or URL of the website which is being 
referred to by the particular website in consideration. 
 
 D. Number of Hits: This number usually signifies the 
number of times any resource is accessed in a Website.  
 
E. Time and Duration: This information in the server logs 
give the time and duration for how long the Website was 
accessed by a particular user. 
 

F. Path Analysis: Path analysis gives the analysis of the 
path a particular user has followed in accessing contents 
of a Website. 
 
G. Visitor IP address: This information gives the Internet 
Protocol (I.P.) address. It is the address of the visitors 
who visited the website. 
 
H. Browser Type: This information provides the data of 
the kind of browser that was used for accessing the web 
site. 
 
I. Cookies: A message given to an online browser by an 
online server. The browser stores the message during a 
document known as cookie. The message is then sent 
back to the server whenever the browser requests a page 
from the server. The purpose of cookies is to spot users 
and probably prepare tailor-made sites for them.  
 
J. Platform: This info provides the kind of OS etc. that 
was accustomed access the web site. 
 

III. METHODOLOGY OF WEB USAGE MINING. 

A web server log file contains requests made to the 
web server. These requests are recorded in chronological 
order. The popular log file formats are the Common Log 
Format (CLF) and extended CLF. 

As shown in Figure 3[1]. 
Web Usage Mining includes following steps: Data 

Collection, Data Pre-processing, Knowledge Discovery 
and Pattern Analysis. As shown in Figure 4[8] and Figure 
2[1]. 

 

Figure 2: Basic Steps of Web Usage Mining [1]. 

A. Data Collection: 
Web Usage Mining applications are based on data 

collected from three mainsources [13]: (i) web servers, (ii) 
proxy servers, and (iii) web clients [2].  

i. Server Side:  Web servers are surely the richest 
and the most common source of data. They can 
collect large amounts of information in their log 
files and in the log files of the databases they use. 
These logs usually contain basic information e.g.: 
name and IP of the remote host, date and time of 

WEB MINING 

WEB CONTENT 
MINING 

WEB USAGE 
MINING 

WEB STRUCTURE 
MINING 
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the request, the request line exactly as it came 
from the client, etc.  

ii. Proxy Side: A Web proxy acts as an 
intermediate level of caching between client 
browsers and Web servers. In many respects, 
collecting navigation data at the proxy level 
is basically the same as collecting data at the 
server level. The main difference in this case 
is that proxy servers collect data of group of 
users accessing huge groups of web servers. 

iii. Client Side: Most of the users have tendency to 
open several pages simultaneously and in 
between, use some non-browsing 
applications such as MS-word, Excel etc. for 
their own personal work, in such cases data 
recorded in server log only shows the 
requested time of the web pages and cannot 
help us to find out which web page and for 
how long has been really browsed on client 
machine. Usage data can be tracked on the 
client side by using JavaScript, java applets, 
or even modified browsers. These techniques 
avoid the problems of users sessions 
identification and the problems caused by 
caching (like the use of the back button). 
However, these approaches rely heavily on 
the users’ cooperation and rise many issues 
concerning the privacy laws, which are quite 
strict. 

 

B. Data Pre-processing: 
Some databases are insufficient, inconsistent and 

include noise. The pre-treatment of data is to carry on a 
unification transformation to those databases. The result 
is that the database will to become integrate and 
consistent, thus establish the database which may mine. 

Steps involved in data pre-processing are shown 
with the help of block diagram below Fig 5.  

i. Data Cleaning [5]:  
Data cleaning is the process where irrelevant records are 
removed. The main aim of web usage mining is to fetch 
the traversal pattern; following two kinds of record are 
unnecessary and should be removed [5].  

a. The records having filenames suffixes of GIF, 
JPEG, CSS and so on, which can be found 
incs_uri_stem field of record. 

b. By examining the status field of every record in the 
web log, the record with status code over 299 and 
below 200 are removed. 

 

ii. User and Session Identification [5]: 
The main task in this step is to identify different user 
session from access log. A referrer-based method is used 
for identifying sessions. The different IP addresses 
distinguish different users. 

 

Figure 3: Common Log Format [1]. 

 

Figure 4: Algorithm Scheme for Web Usage Mining [8]. 
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Figure 5: Block diagram of pre-processing 
 

 
Figure 5: Steps for Data Pre-processing 

 
a. If the IP addresses are same, then information 

regarding different browsers and operating systems 
given by client IP address and user agent indicate 
different users. 

 
b. If all of the IP address, browsers and operating 

systems are same, the referrer information should be 
taken into account. The ReferURL (cs_referer) is 
checked, a new user session is identified if the URL in 
the ReferURL– field hasn't been accessed previously, or 
there is a large interval between the accessing time of 
this record. 

 
iii.   Path Completion: 

 
Client- or proxy-side caching can often result in 

missing access references to those pages or objects that 
have been cached. For Example, if Page A is returned by 
the user during the same session, the second time when 
page A will be accessed again, no request is made to the 
server and it will result in viewing the previously 
downloaded version of A that was cached on the client-
side. This results in the second reference to A not being 
recorded on the server logs. Missing references due to 
caching can be heuristically inferred through path 
completion which relies on the knowledge of site 
structure and referrer information from server logs [13]. 

Path Completion should be used acquiring the 
complete user access path. The incomplete access path of 
every user session is recognized based on user session 
identification. If in a start of user session, Referrer as well 
URL has data value, delete value of Referrer by adding ‘-
‘. Web log pre-processing helps in removal of unwanted 
click-streams from the log file and also reduces the size 
of original file by 40-50% [5]. 
 
Tools used for Pre- processing [6]: 

Active Server Pages (ASP) is one of the popular 
scripting languages used for developing web-based 
application. This study focuses on this language in order 
to develop the application that can manipulate the server 
logs. To access the server logs from windows 2000, the 
*.dll file named logscrpt.dll is used to load the class 
object MSWC.IISLog. The MSWC.IISLog class contains 
several methods and properties that can be used either to 
retrieve log entries or write log entries [6].  

In order to perform pattern mining and generalized 
association rules, a tool was written using Active Server 
Pages (ASP) to perform pre-processing techniques.  
 
The algorithm for pre-processing is shown below [6] 
Figure 6: 

Several attributes are ignored and the interesting fields 
are included in the database [6]. The algorithm that 
implements this function is written as [6] Figure 7: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Pre-processing Algorithm. 
 

Approaches used for data pre-processing: 
 

i. Pre-Processing Using Xml [5] 
 

XML (Extended Mark-up Language) provides a 
structure to the records which are present in web logs. 
Data Pre-processing can be done using XML. Hence, 
understanding of web logs becomes easier. Steps 
involved in pre-processing using above approach are: 
 

LOG FILE

Data Cleaning  

User Identification 

Session Identification 

Path Completion 

Const ForReading = 1 
Const ForWriting = 2 
Sub ReadLog( Physical-Path, ModeFile-
1, 
TypeOfLogFile, ModeFile 
2,StrTypeOfLogFormat) 
RecordCounter = 0 
Set LogReader = 
Server.CreateObject(“IISLog”) 
LogReader.OpenLogFile 

LogFilePath, ModeFile-1, 
TypeOfLogFile, 

ModeFile-2, 
StrTypeOfLogFormat 
LogReader.ReadLogRecord 
While NOT LogReader.EndOfLogRecord
Retrieve Log Attributes 
RecordCounter = 
RecordCounter + 1 
LogReader.ReadLogRecord 
Loop 
LogReader.CloseLogFile 
End Sub 
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a. Using XML parsers DOM tree structure is created 
from Logs recorded in the web log. 

b.   Next step is user identification and session 
identification is same as given basic algorithm of 
data pre-processing. 

c.      Finally, the path completion helps to complete and 
format the paths in user session, so that these paths 
can be further used for analysis. 

d.   After the above steps, transfer the records       which 
are present in XML file into Knowledge base. 

 
Transfer server logs to database: 

 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 7 
 

 
 
 

 
Figure7:Algorithm for transfer of log file. 

 
ii. Pre-Processing Using Text File [5] 

 
Data pre-processing is applied on records which are 
present in the web log file. Steps for pre-processing are: 

a) Web log file contains log records in unprocessed 
form. 

b) Before applying cleansing process, attributes in 
the text file needs to be separated using delimiter 
as space. These spaces help in identifying exact 
position of attributes/fields.  

c)       Steps 3 & 4 are same as in above approach. 
d)    After the above steps, transfer the records         

which are present in text file into Knowledge 
base. 

 
C. Knowledge Discovery : 

This is the key component of the Web usage mining. 
Various techniques are used to discover rules or patterns 
such as Statistical Analysis, Association Rules, 
Clustering, Classification, Sequential Patterns etc. 
 

i. Statistical Analysis : 
 

Knowledge about visitors to a Web site is extracted 
with the use of Statistical techniques. Different kinds of 
descriptive statistical analyses (frequency, mean, median, 

etc.) on variables such as page views, viewing time and 
length of a navigational path can be performed by 
analyzing the session file. The web system report can be 
potentially useful for improving the system performance, 
enhancing the security of the System, facilitation the site 
modification task, and providing support for marketing 
decisions simply by analysing the statistical information 
in the report [13]. 

ii. Association Rules: 
 

Association rule generation can be used to relate pages 
that are most often referenced together in a single server 
session [13]. 

In the context of Web Usage Mining, association rules 
refer to sets of pages that are accessed together with a 
support value exceeding some specified threshold. These 
pages may not be directly connected to one another via 
hyperlinks. Figure 8 shows the item set generation for a 
set of transactions. 

Most common approaches to association discovery are 
based on the Apriori algorithm.  

This algorithm finds groups of items (page-views 
appearing in the pre-processed log) occurring frequently 
together in many transactions (i.e., satisfying a user 
specified minimum support threshold). Such groups of 
items are referred to as frequent item sets. Association 
rules which satisfy a minimum confidence threshold are 
then generated from the frequent item sets. 

The support is the percentage of the transactions that 
contain a given pattern. The Web designers can 
restructure their Web sites efficiently with the help of the 
presence or absence of the association rules. When 
loading a page from a remote site, association rules can 
be used as a trigger for prefetching documents to reduce 
user perceived latency. 
 

iii. Clustering:  
 

Clustering is a technique to group together a set of 
items having similar characteristics. In the Web Usage 
domain, there are two kinds of interesting clusters to be 
discovered: usage clusters and page clusters. [13]. 

Clustering of pages (or items) can be performed based 
on the usage data (i.e., starting from the user sessions or 
transaction data), or based on the content features 
associated with pages or items (keywords or product 
attributes). 

In the case of content-based clustering, the result may 
be collections of pages or products related to the same 
topic or category. In usage-based clustering, items that 
are commonly accessed or purchased together can be 
automatically organized into groups.  

Clustering of users tends to establish groups of users 
exhibiting similar browsing patterns. Such knowledge is 
especially useful for inferring user demographics in order 
to perform market segmentation in E-commerce 
applications or provide personalized Web content to the 
users.  
 

Declare Variables 
Set DB 
=Server.CreateObject(“ADODB.Connection
”) 
Set RS 
=Server.CreateObject(“ADODB.Recordset”
) 
ConnStr = {MsAccess Driver} 
DB.OpenConnStr 
RS.OpenTableName, ActiveConnection, 
Add Data 
RS.Update 
Set Rs = Nothing 
DB.Close
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iv. Classification: 
 

Classification is the task of mapping a data item into 
one of several predefined classes. In the Web domain, 
one is interested in developing a profile of users 
belonging to a particular class or category. This requires 
extraction and selection of features that best describe the 
properties of given the class or category. Classification 
can be done by using supervised learning algorithms such 

as decision trees, naive Bayesian classifiers, k-nearest 
neighbour classifiers, and Support Vector Machines. 

Classification techniques play an important role in 
Web analytics applications for modelling the users 
according to various predefined metrics.  

For example, given a set of user transactions, the sum 
of purchases made by each user within a specified period 
of time can be computed. A classification model can then 
be built based on this enriched data in order to classify 
users into those  

 
Figure 8: Web Transaction and resulting Itemsets (minsup = 4) [16] 

 
 

Who have a high propensity to buy and those who do not, 
taking into account features such as users’ demographic 
attributes, as well their navigational activities. 
 

v. Sequential Patterns [2]: 
 

Sequential Patterns are used to discover frequent sub 
sequences among large amount of sequential data. In web 
usage mining, sequential patterns are exploited to find 
sequential navigation patterns that appear in users’ 
sessions frequently. 

The typical sequential pattern has the form [14]: the 70% 
of users who first visited A.html and then visited B.html 
afterwards, in the same session, have also accessed page 
C.html. Sequential patterns might appear syntactically 
similar to association rules; in fact algorithms to extract 
association rules can also be used for sequential pattern 
mining.  

[7] Presents a comparison of different sequential 
pattern algorithms applied to WUM. 

D. Pattern Analysis: 
The need behind pattern analysis is to filter out 

uninteresting rules or patterns from the set. Common 
form of pattern analysis consists of a knowledge query 
mechanism such as SQL [17]. Content and structure 
information can be used to filter out patterns containing 
pages of a certain usage type, content type, or pages that 
match certain hyperlink structure. 

The common techniques used for pattern analysis are 
visualization techniques, OLAP techniques, Data & 
Knowledge Querying, and Usability Analysis. 
Visualization techniques are useful to help application 
domains expert analyse the discovered patterns.  

 

IV. APPLICATIONS OF WEB USAGE MINING[2] : 

The general goal of Web Usage Mining is to gather 
interesting information about user’s navigation patterns. 
This information can be used later to improve the web 
site from the users’ viewpoint. The results produced by 
the mining of web logs can used for various purposes 
[13]: 
A. To personalize the delivery of web content;  
B. To improve user navigation through prefetching 

and caching; 
C. To improve web design; or in e-commerce sites 
D. To improve the customer satisfaction. 

 

A. Personalization of Web Content  : 
Web Usage Mining techniques can be used to provide 

personalized web user experience. For instance, in real 
time, it is possible to predict the user behaviour by 
comparing the current navigation pattern with typical 
patterns which were extracted from past web log. In this 
area, recommendation systems are the most common 
application; their aim is to recommend interesting links to 
products which could be interesting to users. 

B. Prefetching and Caching: 
The results produced by Web Usage Mining can be 

exploited to improve the performance of web servers and 
web-based applications. With the use of weblogs that 
store user’s access history can be used predict future 
accesses. 

Typically, Web Usage Mining can be used to develop 
proper prefetching and caching strategies so as to reduce 
the server response time. 
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C. Support to the Design : 
Usability is one of the major issues in the design and 

implementation of web sites. The results produced by 
Web Usage Mining techniques can provide guidelines for 
improving the design of web applications. [12]. Adaptive 
Web sites represent a further step. In this case, the 
content and the structure of the web site can be 
dynamically reorganized according to the data mined 
from the users’ behaviour. 

D. E-commerce : 
Mining business intelligence from web usage data is 

dramatically important for e-commerce web-based 
companies. Web usage mining techniques can also be 
useful in Customer Relationship Management (CRM). 
The issues specific to business such as customer 
attraction, customer retention, cross sales, and customer 
departure are mainly in focus. 

CONCLUSION: 

Web Usage mining is a technique used to mine the 
logs available on the server. The various advantages of 
Web Usage Mining is to improve the structure of web 
page, improving the system performance and also 
prefetching and caching. Prefetching and pre-caching is 
the techniques to reduce the user’s perceived latency 
while accessing a web page through web server. The 
user’s access history can be used to predict its future 
accesses. 
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Abstract— The blooming development of internet 

technologies, lead to the growth of Online Social 

Networks (OSNs) day by day. There are many Online 

Social Networks (OSNs) came on internet but still very few 

could get the attraction of the users forever. The most 

attracted and world level leading Online Social Networks 

(OSNs) is Facebook, Twitter, and Google Plus and so on. All 

these Online Social Networks (OSNs) allow its users to 

create profiles and share any information on their profile, 

which could be viewed by other users of the same network 

user. These Social Networks allow users to form friendship 

with other people and make them to get connected in an 

easiest way. The major advantages of these Online Social 

Networks (OSNs) are getting connected with friends 

(wherever they are in the world), thoughts and ideas can 

be shared on online and feedback could be obtained as 

soon as possible. Every user of Social Networking sites will 

have many more confidential and private data on their 

account. However the Security and Quality of Service (QoS) 

are the major constraints must be always maintained in all 

the social networks. Most of the Online Social Networks 

(OSNs) provides security to the data available on the user 

account and provides good Quality of Service (Qos). 

Obviously the security constraint must be maintained not 

only the data available on user account but also must be 

maintained to the user account completely, which ultimately 

improves the efficiency of Quality of Service (Qos). In this 

paper, we evaluate and propose a new model to enhance the 

security for improving quality of service in online social 

networks. 

 

Index Terms— Online Social Networks (ONSs),              

Security, Quality of Service (QoS), Authentication, 

Random Number. 

 

I.  INTRODUCTION 

The most common and easiest way to connect with 

friends, relatives and with other people is internet. The 

development of internet gradually made people to get 

connected and share ideas with one another in the form 

of establishing a network communication. The web 2.0 

technology developments made this form of 

communication in the name of Online Social Networks 

(OSNs) [1], which made people to create profiles and 

share information available on their pro file to other users. 

There are many Online Social Networks (OSNs) do 

exist such as Facebook, Twitter, MySpace, and Google 

Plus but very few could stand among internet users and 

became popular. The active users of these Online 

Social Networks (OSNs) especially Facebook, and 

twitter almost crossed more than one billion [2] [3].  

Among all the social networking websites, Facebook 

attracted many users in and around the world. Facebook 

needs a registration to open an account; the registration 

could be done with an E-mail id. Facebook was founded 

February 2004 and operated by Facebook community [4]. 

Facebook crossed over one billion active users during 

the month of September 2012, and more than half of 

whom use on mobile devices [4]. Facebook was founded 

by Mark Zuckerberg with his college roommates and 

fellow Harvard University students Eduardo Saverin, 

Andrew McCollum, Dustin Moskovitz and Chris Hughes 

[4]. Users of Facebook can create personal profile and 

add others as their friends by giving friend request and 

the other user must accept the friend request to become 

friend with them. The user of Facebook can share 

information and send message to the other user’s 

message box or simple post the information on the wall 

of the user. The active user of Facebook can chat with the 

other active user but both of them must be friends on 
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Facebook. Even though the user goes offline simply 

offline message can be sent to the user. 

A January 2009 Compete.com study ranked Facebook 

as the most used social networking service by worldwide  

monthly active users[4].  Every day many new users 

are opening account on Facebook to get connected with 

their friends. The growth of Facebook also eventually 

increased day by day. The major reason for the growth 

of Facebook is, because it is very easy to use and it 

allows its user to post pictures and videos on their 

profile in a simplified way, which attracts most of the 

users. Users can comment on a picture as well as on 

any post made by the user in simplified manner, which 

could be viewed and notified to the others users 

immediately and reply back to the comment at once. 

According to a May 2011 Consumer Reports survey, 

there are 7.5 million children under 13 with accounts 

and 5 million under 10, violating the site's terms of 

service [4]. The Facebook site was mostly covered with 

the children and youngster of the all-around world. 

 

 
 

Graph 1 Facebook users by age in percentage 

 

The above graph 1 indicates the users of Facebook by 

age, the graph shows most of the users of Facebook 

come under the age 18 to 34. Facebook allows its users 

to set their own privacy policy, which enables the users 

to set whom should view the specific information of their 

profile and the information shared by them. Facebook 

has various useful privacy settings to prevent the private 

information of a particular user account. For instance, 

in Facebook we can set who could view our friends, 

whereas in all the other social networking websites the 

friend list is public. Also Facebook allows its users to go 

offline from chatting for a particular user, on other hand 

the user will be shown as available to other users except 

the particular user for whom it was set as offline from 

chatting. Such a fabulous facility made Facebook popular 

in a short period of time. 

 
Graph 2 The growth of Facebook 

 

Graph 2 shows the growth and popularity of 

Facebook by year wise from the year 2004 to 2011 [4]. 

As the graph represents Facebook achieved a big 

victory within a short period of time. As stated above 

even though Facebook became very popular among 

internet users, still it has certain limitations.  Facebook 

provides full privacy policy to the information 

available on the user account alone.  All the data 

available on a user account on Facebook is highly 

securable but it fails to provide the same security to the 

entire user account. However this limitation should be 

avoided to increase the usability and provide good 

Quality of Service (QoS) to all its users. In this paper, 

we provide an alternative method instead of the present 

method in order to provide security on user account and 

improve the Quality of Service (QoS). 

II. RELATED WORK 

The users, who are aware of security, are able to 

set privacy policy to their profile object [5]. That is, 

users can divide their total number of friends into 

various groups such as schoolmates, college mates, 

family members and user can set privacy options to 

each group depending upon the priority. This type of 

different privacy setting to each group restricts one 

group members from viewing the personal photo of the 

user, while other group member can view the photo [5]. 

For  grouping  of  friends  effectively  previous  

research  was  carried  out  based  on  clustering 

technology, which aid users in grouping their friends 

more efficiently [5]. When the growth of online  social 

networking  came  into  effect  the third  party 

applications  started to  access the information from 

the  user profile of the online social networking 

websites. The third party applications also posted 

some sort of information about their applications on 

user profile. So ultimately the access control on user 

profile by the third party application must be securable 

[1].The earlier research had focused on mainly user-
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to-user interactions in social networks, and seems to 

ignore the third party applications [1].  To control the 

third party application an access control framework is 

presented [1]. The framework is based on enabling the 

user to specify the data attributes to be shared with 

the application and at the same time be able to specify 

the degree of specificity of the shared attributes [1]. 

This mechanism controlled the third party application 

from preventing the private information of the user 

profile. Other related work has analyzed  both  privacy 

risks  associated  with  information  disclosure  in  social  

networks,  and developed initial mechanisms to protect 

against some involuntary information disclosure and 

proposed a framework for deriving a “privacy score” to 

inform the user of the potential risks to their privacy 

created by their activities and activities with other 

users within the social network [7].However the 

previous research areas  concentrated on friends 

grouping policy to enable different privacy setting to 

provide, which data should be accessed by which group 

of users and similarly work carried out to prevent the 

third party application from accessing the user data 

from the profile. A new framework was developed to 

give more security to the data available on user profile. 

All these privacy and security mechanisms provide 

protection only to the profile data of the user not to the 

entire user account. However every user account must 

be secured in all the ways from fraudulent access. We 

propose a new method to prevent the user account 

from being lost access by the owner of the 

corresponding user. 

III. PROBLEM STATEMENT 

The  most  popular  Online Social Networks (ONSs)  

Facebook allow  internet  users to  create personal  

profile  and  post  photos,  videos,  share  information  

and  send  message  to  friends. However this famous 

Online Social Network website has a security 

mechanism, which most of the times makes the 

corresponding author or the owner of the account to 

lose the access to the account. Let us consider the 

following scenario: 

(1) Usually a user uses his/her mobile phone to login 

to Facebook. We know already more than half of 

Facebook users use mobile device to access Facebook 

[4]. However the user access Facebook on his/her 

mobile device for long days regularly and one day 

wishes to change the mobile device, which has more 

facility to get the access easier. When the device is 

changed and user tries to login in with the new device 

the Facebook application will prompt as follows: 

 

(2) On the other hand if a user does not access his/her 

account f o r  few months and tries to access his/her 

account with a new device; or unauthorized access is 

found; Facebook will prompt as follows: 

 

 Your account is temporarily locked. 

 Someone recently tried to log into your account 

from unrecognized device or location. Please verify if 

it was you who tried to log in. 

The same case is also applicable when the user 

changes the laptop or desktop too. This type of security 

mechanism has major drawback, which is evaluated 

below. 

 

A.  Limitations of Existing Model 

Once the account of a user is locked, it prompts the 

user to authenticate the user originality in the following 

ways. 

 

 Provide your birthday. 

 Identify the photos of friends. 

Or try logging into Facebook from a device you have 

logged in before. 

 

Case 1 - Provide your birthday:  In every online social 

networking websites, the users may not wish to provide 

their real birthday especially VIP members like 

Politicians, actors, actress and others too. In this 

scenario they may give some dummy birthday details 

when they create the account on Facebook and they may 

not remember that birthday forever. When the access to 

the account is lost due to change of device and asking 

them to prove user originality by providing birthday is 

really a risk to the users. 

 

Case 2 - Identify the photos of friends: As we all 

know, everyday many users will post more photos on 

Facebook and the user may not remember which photo 

was posted by which user. Let us assume a user does 

not log into his/her account for one month. So the user 

will not know whoever has posted photos and which 

photo posted during that one month. Identifying the 

photos of friend’s means, a photo will be displayed and 

the user has to choose the correct friend (user) who had 

posted that photo among the list of friends shown. 

However the displayed photo will also be from the days 

while the user did not log into his/her account. So 

identifying the friends by random photos will be tougher 

and really risk to the users. 

 

Case 3 - Device used before: The final way to logging 

into Facebook from a device you have logged in before. 

In this scenario, if the user has sold his mobile device 

to someone else or had lost his/her mobile device then 

how the user could could log in with the device used 

before. It also will be highly a risk to the users. 

 

As presented above, all the present mechanism 

provided by Facebook to prove the originality of the  

user  has  a  major  drawback,  risk  and  makes  the  

original  user  to  lose  his/her  account permanently. If 

the user has lost his account permanently, he/she will lose 

entire friend circle and all the information associated 

with account.  However a new mechanism is needed, 

which enhance the security for improving the quality of 

service. 
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                      Fig 1 Account Temporarily Locked.                                                         Fig 2 Enter the Text Below 

 

 

 

                           
 

Fig 3 Confirm your identity 

 

 

 

The above showm diagrams Fig 1, Fig 2, and Fig 3 

represents the concept of Facebook to prove the 

originality of the user when the account is temporarily 

locked. However all these mechanism are not efficient 

and convenient for the internet users at all times. A new 

mechanism is ultimately needed to enhance the security 

for improving the quality of services in Online Social 

Networks (OSNs).  The new system that we propose in 

this paper will always improve the efficiency and will 

be very much convenient to the internet users and also the 

proposed system will maintain the security constraints 

along with improved quality of service always. 
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B. Data Flow in Existing Model: 

 

 

 

 
 

                                                             Fig 4 Data Flow in Existing Model 
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IV. PROPOSED MODEL 

A.  Data Flow in Proposed Model: 

 

 

 

 

 

 
 

 

 
Fig 5 Data Flow in Proposed Model 
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The improvement of Quality of Service (QoS) by 

enhancing security mechanism in the proposed scheme 

can be evaluated as follows: when the user encounters 

the problem, while log in to his/her account such as the 

account is temporarily locked as shown below: 

 

 Your account is temporarily locked. 

 Someone recently tried to log into your account 

from unrecognized device or location. Please 

verify if it was you who tried to log in. 

 

The current verification mechanism leads to poor 

performance and so in the proposed scheme we evaluate 

a new verification methodology, which maintains 

security constraint and improves quality of service 

always. The proposed verification scheme is shown and 

illustrated below. 

 

 Validation through Mobile. 
 Validation through E- Mail. 

 

Case  1  –  Validation  through  Mobile:  In  the  

proposed  model,  we  propose  the  Facebook community  

organization should make its users give th e i r  mobile 

number compulsorily, while registering for new account 

creation. However the already existing users also must 

be asked to give their mobile number before logging 

into their account. If a user wishes to change his/her 

mobile number later that also must be allowed at any 

time. Later, whenever the account of any user  is  

locked  temporarily  and  the  user  chooses  the  

validation  through  mobile,  randomly generated number 

will be forwarded to the user’s mobile number, which 

is associated with the corresponding user account. Once 

the user receives the randomly generated number on 

mobile must give the same number as input in the form, 

where the number is asked for validation. If both the 

numbers are same, the account is verified successfully 

and the user can have access to his/her account. 

 

Case 2 – Validation through E- Mail: Account can be 

created in Facebook with an existing E- Mail id. 

However when the user account is locked temporarily 

and user chooses the validation through E- Mail, 

randomly generated number will be forwarded to the 

user’s E- Mail id, which is associated with the 

corresponding user account. Once the user receives the 

randomly generated number on E- Mail must give the 

same number as input in the form, where the number is 

asked for validation. If both the numbers are same, the 

account is verified successfully and the user can have 

access to his/her account. 

 

The above described to validation process methods 

replaces the existing methods available presently. Our 

proposed scheme uses random generated numbers to 

validate the user account and prove the user originality. 

This new scheme will enhance the security of the user 

account and also it improves the quality of service to 

Facebook users always. The implementation of our 

proposed scheme will make Facebook users not to lose 

access to their accounts and they will get connected with 

their friends, families and so on. 

V. IMPLEMENTATION 

The implementation of the proposed scheme can be 

carried out by generating random numbers. A random 

number is a number generated by a process, whose 

outcome is unpredictable, and which cannot be sub 

sequentially reliably reproduced [8]. The generation of 

random numbers cannot be guessed by previous value. 

This random number generation is used in most of the 

applications especially web applications. Here, in the 

proposed model we generate random numbers using the 

programming language JAVA.  Java language is fully 

object oriented and highly securable language. Java 

language supports for generating random numbers by its 

packages. The Random class must be imported to 

generate random number in Java programming 

language as shown below. 

 

 

 import java.util.Random; 

 

Next the random object must be created to generate 

the random numbers. This random object allows the 

programmer to generate  the simple random 

number generator.  The predefined methods 

associated with the random object will generate the 

random numbers within the range of values. 

 

 

(1) Random rand = new Random ();   Random object 

creation 

 

(2)  nextInt() & nextLong() Methods of 

Random object 

 

Let’s consider the following Java programming that 

generates the random number, which cannot be predicted 

by the user. 

 

import java.util.Random; 

{ 

class number 

{ 

    public static void main(String args[]) 

   { 

   Random rand= new Random(); 

         for(j=0;j<1;j++)  

         { 

              System.out.println(rand.nextInt()); 

              System.out.println(); 

         } 

    } 

} 
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The above program will produce the random 

numbers as shown below, for each execution different 

number will be generated as shown below. 

 

 
 

Fig 6 Random Numbers 

 

The fig 6 shows the three different values generated 

by the same programming code for its three executions. 

However the same program can be executed as many 

times as need for the random numbers. The execution 

of for loop can be maximized if it is needed for the 

application. This random number can be used in our 

proposed model to enhance the security and also to 

improve the quality of service in online social networking. 

In the proposed model, when the user account is 

temporarily locked the user must gone through the 

validation process to prove the use originality. The 

validation process can be done in the following two 

ways. 

 

 Validation through Mobile. 

 

 Validation through E- Mail. 

 

If the user chooses the validation through mobile, the 

generated random number can be sent to the  user’s   

mobile  device  that  is  registered  with  the  Facebook  

account  and  the  received verification code is asked to  

be given in the form of Facebook application to 

validate the user. The user will be validated if the 

entered data on the form matches with the generated 

random number. 

If the user chooses the validation through E- Mail, 

the generated random number can be sent to the user’s 

E- Mail that is registered with the Facebook account and 

the received verification code is asked to be given in 

the form of Facebook application to validate the user. 

The user will be validated if the entered data on the 

form matches with the generated random number. Thus 

the proposed model uses random number generation 

methods to prove the user originality forever. This 

validation process is simple and will be very much 

convenient to the Facebook users. The implementation 

of the proposed scheme will make the Facebook users 

get connected with their friends and prevent them from 

losing access to their account. 

VI. RESULTS 

The following screenshots represent the execution 

of our proposed data flow model, which enhance the 

security for improving the quality of service in online 

social networks. 

 

 

 
 

 
Fig 7 Account Temporarily Locked. 

 

 

 
 

Fig 8 Validation Process 
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Fig 9 Validation through Mobile 
 

 
 

Fig 10 User validated successfully 

 

The fig 7 shows the user account temporarily locked, 

when the user changes his/her device after long period 

of time being used the same device. The user account 

will be also temporarily locked, if some unauthorized 

user tries to access another user’s account. Fig 8 

represents the proposed data model concept of 

validating a user, after his/her account is temporarily 

locked. The proposed validation process can be 

carried out by either validation through Mobile or 

validation through E- Mail. The fig 9 shows the 

validation process of a user to prove the user 

originality through mobile.  When the user chooses the 

validation process through mobile, automatically 

generated random number will be sent to the user’s 

mobile device that is registered with the Facebook 

account. Once the random number is sent to the user’s 

mobile device the user will be asked to give the 

validation code as input in the form as shown in the fig 9. 

After entering the validation code in the form, the 

entered code is matched with the generated code for 

the particular user. If both codes are matched, the user 

is validated successfully and the temporary lock is 

released and the user is allowed to go to his 

homepage as shown in the fig 10.  If mismatch is found 

between codes, the user is not validated successfully and 

the user will not be allowed to go his/her homepage.  

The same process is applied, when the user chooses 

the validation process through E- Mail. Once the user 

have chosen the validation process through E- Mail,  the  

automatically  generated  random number  is  sent  to  

the  user’s  E-  Mail  id  that  is registered with Facebook 

account and the user will be asked to enter the 

validation code in the Facebook form to check the user 

originality. If both codes are matched, the user is 

validated successfully and the temporary lock is released 

and the user is allowed to go to his homepage as shown 

in the fig 10. If mismatch is found between codes, the 

user is not validated successfully and the user will not be 

allowed to go his/her homepage. 

CONCLUSION 

In this paper, we have studied the comprehensive 

characteristics of Facebook application and we found 

Facebook application is lacking to produce security 

constraint to entire user account by its existing data flow 

model, which degrades the quality of service in Facebook 

application. We have proposed a new data flow model 

for Facebook application, which ultimately enhance the 

security constraints for improving the quality of service 

in facbook application. Our proposed model is 

evaluated and expected outcome is obtained at security 

level and improving quality of service. 
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Abstract— This paper concentrates on single document 
multi news Punjabi extractive summarizer. Although lot of 
research is going on in field of multi document news 
summarization systems but not even a single paper was 
found in literature for single document multi news 
summarization for any language. It is first time that this 
system has been developed for Punjabi language and is 
available online at: http://pts.learnpunjabi.org/. Punjab is 
one of Indian states and Punjabi is its official language. 
Punjabi is under resourced language. Various linguistic 
resources for Punjabi were also developed first time as part 
of this project like Punjabi noun morph, Punjabi stemmer 
and Punjabi named entity recognition, Punjabi keywords 
identification, normalization of Punjabi nouns etc.  A 
Punjabi document (like single page of Punjabi E-news 
paper) can have hundreds of multi news of varying length. 
Based on compression ratio selected by user, this system 
starts by extracting headlines of each news, lines just next to 
headlines and other important lines depending upon their 
importance.  Selection of sentences is on the basis of 
statistical and linguistic features of sentences. This system 
comprises of two main steps: Pre Processing and Processing 
phase. Pre Processing phase represents the Punjabi text in 
structured way. In processing phase, different features 
deciding the importance of sentences are determined and 
calculated. Some of the statistical features are Punjabi 
keywords identification, relative sentence length feature and 
numbered data feature. Various linguistic features for 
selecting important sentences in summary are: Punjabi-
headlines identification, identification of lines just next to 
headlines, identification of Punjabi-nouns, identification of 
Punjabi-proper-nouns, identification of common-English-
Punjabi-nouns, identification of Punjabi-cue-phrases and 
identification of title-keywords in sentences. Scores of 
sentences are determined from sentence-feature-weight 
equation. Weights of features are determined using 
mathematical regression. Using regression, feature values of 
some Punjabi documents which are manually summarized 
are treated as independent input values and their 
corresponding dependent output values are provided. In the 
training phase, manually summaries of fifty news-
documents are made by giving fuzzy scores to the sentences 
of those documents and then regression is applied for 
finding values of feature-weights and then average values of 
feature-weights are calculated. High scored sentences in 
proper order are selected for final summary. In final 
summary, sentences coherence is maintained by properly 
ordering the sentences in the same order as they  appear  in  

the  input  text  at  the  selective  compression  ratios. This 
extractive Punjabi summarizer is available online. 

Index Terms—Punjabi text summarizer, extractive 
summarization, named entity recognition, keywords 
identification, headlines identification 

I.  INTRODUCTION

Automatic text summarization [1] [2] deals with 
reducing the source-text into a shorter version preserving 
its contents and overall meaning. Generally there are two 
phases of text summarization [3] systems: 1) Pre-
Processing-phase [4] represents the source text in 
structured way. 2) In Processing phase [5] [6] [7] 
different features deciding the importance of sentences 
are determined and calculated. Scores of sentences are 
determined using equation of feature weights and high 
scored sentences in proper order as of input text are 
extracted for final summary. This paper describes single 
document multi news Punjabi extractive summarizer. It is 
text extraction based summarization system which is used 
to summarize the single Punjabi document with multi 
news by retaining the relevant sentences based on 
statistical and linguistic text features. Punjab is one of 
Indian states and Punjabi is its official language. For 
Punjabi language, it is the only summarizer available as 
no other Punjabi summarizer exists. This summarizer is 
available online at: http://pts.learnpunjabi.org/ and has 
two phases. 1) Pre processing phase [4][13] includes 
finding boundary of Punjabi sentences, Elimination of 
Punjabi-stop-words, Stemmer for Punjabi nouns and 
proper names, Allowing input restrictions to input text, 
Elimination of duplicate sentences and normalization of 
Punjabi noun words in noun morph. 2) In processing 
phase, different features deciding the importance of 
sentences are determined and calculated. Some of the 
statistical features are Punjabi keywords identification, 
relative sentence length feature and numbered data 
feature. Various linguistic features for selecting important 
sentences in summary are: Punjabi-headlines 
identification, identification of lines just next to 
headlines, identification of Punjabi-nouns, identification 
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of Punjabi-proper-nouns, identification of common-
English-Punjabi-nouns, identification of Punjabi-cue-
phrases and identification of title-keywords in sentences 
etc. Sentence-feature-weight equation is applied for 
finding the final-scores of sentences. Weights of each 
feature are calculated using weight learning methods. Top 
ranked sentences in proper order are selected for final 
summary at selective compression ratios.   

There is very complex derivational morphology for 
English language but not in case of Punjabi. As compared 
to English, Punjabi has rich system of inflectional 
morphology. Usually an English verb has five distinct 
inflectional forms. Different forms of a verb ‘go’ in 
English are go, gone, going, goes and went.  But a 
Punjabi verb can have an average forty eight forms based 
on gender, tense, aspect value, number and person in any 
sentence. Moreover there are up to two causative forms 
for some of Punjabi verbs and further there will be on an 
average forty eight forms for each such causative form. 
Punjabi language is entirely different from other 
languages of world based on its syntax and grammar. For 
Punjabi summarizer, there is need to develop lexical 
resources for Punjabi because these resources are not 
available. The architectural diagram of Punjabi 
summarizer is given in Figure 1. 

Figure 1. Overall architecture of Punjabi summarizer 

II.  PRE PROCESSING PHASE

Pre-Processing-phase represents the source text in 
structured way. Pre processing phase [4][13] includes 
finding boundary of Punjabi sentences, elimination of 

Punjabi-stop-words, stemmer for Punjabi nouns and 
proper names, allowing input restrictions to input text, 
elimination of duplicate sentences and normalization of 
Punjabi noun words in noun morph. The architectural 
diagram for Pre Processing Phase is given in Figure 2. 

Figure 2. Pre processing phase of Punjabi summarizer 

Different sub phases of pre-processing phase of 
Punjabi text summarization system are given below: 

A.  Boundary Identification  Punjabi Words and sentence 

From the Punjabi text, remove the punctuation mark 
characters like; . “ “ : - --  space character, tab space and 
so on for finding individual Punjabi words and sentence 

boundary is identified by presence of vertical bar ।, 
question mark ?, exclamation sign !, enter key, new line 
character etc at the end of sentence.   

  

B.  Applying Input Restrictions 

Punjabi Text Summarization system allows Unicode 
based Gurmukhi text as input. Gurmukhi is the most 
common script used for writing the Punjabi language. 
Majority of input characters should be of Gurmukhi, 
otherwise error will be printed. From the input text, 
calculate length of Gurmukhi characters, punctuation 
mark characters, numeric characters, English characters 
and other characters. If number of Gurmukhi characters 
are less than equal to number of punctuation characters or 
number of numeric characters or number of English 
characters or number of other characters then error 
message is produced, otherwise if number of English 
characters or number of other characters are greater than 
equal to 10% of total input characters length, then error is 
produced “Can not accept the input!!!”. 

C. Punjabi Stop Words Elimination 

Punjabi stop words are high frequency words 

appearing in Punjabi text like: ਹੈ hai “is”, ਨੂੰ  nūṃ “to”, 
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ਨਾਲ nāl “with”, ਤ
 tōṃ “from” and ਦੇ dē “of” etc.  We 

need to delete these stop words from the source text, 
otherwise, those sentences which contain them may get 
importance unnecessarily. We have prepared Punjabi-
stop-words-list by developing frequency-list from 
Punjabi-corpus. Punjabi corpus is taken from popular 
Punjabi newspaper Ajit and its thorough analysis is done. 
There are around 11.29 million words and 2.03 lakh 
unique words in this corpus. We have found 615 Punjabi 
stop words after analyzing the unique words of Punjabi 
corpus. The frequency of Punjabi stop words in corpus is 
5.267 million words, which is equal to 46.64% of the 
corpus. Sample input and output for stop words 
elimination phase: 
ਘਰੇਲੂ ਗੈਸ ਦੀ ਸਮੱਿਸਆ ਪਿਹਲ ਦੇ ਆਧਾਰ ਤੇ ਹੱਲ ਹੋਵੇਗੀ-ਿਥੰਦ
“Problem of domestic gas will be solved on priority 
basis-Thind” 

In the input text ਦੀ, ਦੇ, ਤ ੇ and ਹੋਵਗੇੀ are Punjabi stop 

words. Sample output text after removing the stop words 
is: 

ਘਰੇਲੂ ਗੈਸ  ਸਮੱਿਸਆ ਪਿਹਲ  ਆਧਾਰ ਹੱਲ - ਿਥੰਦ 
“Problem domestic gas solved priority basis-Thind” 

D. Punjabi Stemmer for Nouns/Names 

The objective of any stemmer [19] [20] is to get the 
root of those words which are not in their basic forms and 
are not present in morph/dictionary. After stemming, if 
word is found in morph/dictionary [21], then it is correct 
word, otherwise it can be name or some incorrect word.  
In case of Punjabi stemmer [4][12][13] for nouns/ names, 
objective is to find root words  and then root words are 
checked in Punjabi morph for nouns and in Punjabi 
names dictionary. After analyzing the Punjabi corpus, 18 
suffixes were found for Punjabi nouns/names like ◌ਾ◌ ਂāṃ 

, ਿ◌ਆਂ iāṃ, ◌ੂਆਂ ūāṃ  and ◌ੀਆ ਂ īāṃ etc. and different 

rules for Punjabi noun/name stemming have been 
developed. Some outputs of stemmer for Punjabi 
nouns/names for different suffixes are: 

ਲੜਕੀਆ ਂlaṛkīāṃ “girls” � ਲੜਕੀ laṛkī “girl” with suffix 

◌ੀਆਂ īāṃ, ਮੁੰਡ ੇmuṇḍē “boys” � ਮੁੰਡਾ muṇḍā “boy” with 

suffix ◌ੇ ē, ਿਫਰੋਜ਼ਪੁਰ
 phirōzpurōṃ � ਿਫਰੋਜ਼ਪੁਰ phirōzpur 

with suffix ◌ੋ◌ਂ ōṃ  and ਫੁੱਲ$ phullāṃ “flowers” � ਫੁੱ ਲ 

phull “flower”with suffix ◌ਾ◌ ਂāṃ etc. 

The algorithm of Punjabi language stemmer [12] for 
nouns and proper names proceeds by segmenting the 
source Punjabi text into sentences and words. For each 
word of every sentence follow following steps:  

Step 1: If suffix of current-Punjabi-word is ਆ ਂ āṃ ( in 

case of  ◌ੂਆਂ ūāṃ, ਿ◌ਆਂ iāṃ and ◌ੀਆਂ īāṃ), ਏ ē (in case of  

◌ੀਏ īē), ਓ ō (in case of  ◌ੀਓ Īō), ਆ ā  (in case of  ◌ੀਆ ā, 

ਈਆ īā),  ਵ$ vāṃ, ਈ ī , ◌ਾ◌ ਂāṃ, ◌ੀ◌ ਂīṃ, ਜ/ਜ਼/ਸ ja/z/s and 

◌◌ਂੋ ōṃ then delete the respective suffix from end and 

then go to Step 4. 

Step 2: Else If current-word ends with ◌ੋ ō, ਿ◌ਓ iō, ◌ੇ ē, 

ਿ◌ਆ iā and ਿ◌) iuṃ then delete the respective suffix and 

add kunna at the end and then go to Step 4. 

Step3: Else current word is some unknown name or 
incorrect word. 

Step 4: Stemmed Punjabi word is searched in Punjabi-
noun morph/ names-dictionary. If it is found, It is Punjabi 
noun or Punjabi-name. 

Algorithm Input: ਮੰੁਡੇ muṇḍē “boys” and ਫੁੱ ਲ$ phullāṃ
“flowers”  

Algorithm Output: ਮੁੰਡਾ muṇḍā “boy and ਫੁੱਲ phull 

“flower” 

Punjabi stemming algorithm for nouns/names has been 
tested over fifty single-document-multi-news documents 
of Punjabi news corpus and its accuracy is 87.37%. This 
overall accuracy of Punjabi stemmer is ratio of correctly 
stemmed words to the total stemmed words by stemmer. 
Similarly the accuracy of each individual rule of stemmer 
is ratio of correct results under that rule to total results 
produced under that rule. Three types of errors can occur 
in case of Punjabi stemmer: 1) Dictionary errors 2) 
Violation of stemming-rules 3) Syntax mistakes. In case 
of dictionary errors, after stemming, root word is not 
found in Punjabi noun-morph/names dictionary, but in 
reality it is Punjabi noun/ proper name. In syntax errors, 
there is some syntax mistake while typing the Punjabi 
word, but actually it lies under any of stemming-rules. 
Overall stemming-errors, due to spelling mistakes is 
0.45%, due to dictionary mistakes is 2.4% and due to 
rules violation is 9.78%.  

Examples of errors due to rules violation are as follows: 
Punjabi word ਹਲਕੇ halkē “light weight” is adjective and 

ਬਦਲੇ badlē “in lieu of” is adverb. These words are not 

found in Punjabi noun-morph/ names dictionary, but they 

lie under ◌ੇ ē stemming-rule which treats them noun after 

stemming, but it is not true. 
Examples of dictionary errors are as follows: 
Some Punjabi words like ਪ+ਦੇਸ$ pradēsāṃ “foreign”and 

ਮਨੁਾਿਫ਼ਆ ਂmunāphaiāṃ “profits” are actually nouns but are 

not present in noun morph or Punjabi dictionary. These 
words lie under ◌ਾ◌ ਂāṃ rule and ਿ◌ਆਂ iāṃ rule of Punjabi 

stemmer and after performing noun stemming their root 
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words ਪ+ਦਸੇ pradēs “foreign”and ਮਨੁਾਫ਼ਾ munāphā “profit” 

are also missing from Punjabi noun morph or Punjabi 
dictionary due to which these words are not considered as 
nouns by Punjabi stemmer. 

Examples of syntax errors are as follows: 
Some times we wrongly type the spellings of certain 
Punjabi noun words like ਿਚਡੀਆ chiḍīā “sparrow”and 

ਆਕ+ਤੀ ākrtī “shape”but their correct spellings are ਿਚੜੀਆ 
chiṛīā “sparrow”and ਆਿਕ+ਤੀ ākritī “shape” respectively, 

due to this these words are not found in Punjabi noun 
morph or Punjabi dictionary. 

E. Normalization of Punjabi Nouns 

This sub phase works on spelling normalization issues 
for Punjabi nouns, thereby resulting in multiple spelling 
variants for the same noun word. It is first time that 
Punjabi Normalizer [13] has been developed for Punjabi 
nouns. Problem with Punjabi is the non-standardization 
of Punjabi spellings. Many of the popular Punjabi noun 
words are written in multiple ways. For example, the 

Punjabi words ਚੰਡੀਗੜ/ chaṇḍīgaṛh “chandigarh”, ਪ+ਕਾਸ਼ 
prakāsh “light”, ਿਜ਼ਲ/ਾ jailhā “district” and ਿਖ਼ਆਲ khaiāl 

“idea” can also be written as ਚੰਡੀਗੜ chaṇḍīgaṛ

“chandigarh”, ਪਰਕਾਸ਼ parkāsh “light”, ਿਜ਼ਲਾ zilā “district” 

ਿਜਲਾ jilā “district” ਿਜਲ/ਾ jilhā “district” and ਿਖਆਲ khiāl  

“idea” respectively.  To overcome this problem, input 
Punjabi text and Punjabi noun morph has been 
normalized for different spelling variations of Punjabi 
noun words. Punjabi noun morph is having 37297 noun 
words. The text has been normalized for the various for 
the various characters like ◌ੱ  aadak, ◌ਂ  bindi at top, 

Punjabi foot character ◌ ੍for ਰ ra, ਵ v  and ਹ ha and ◌ ਼ 
bindi at foot for ਸ਼ sha, ਖ਼ ḵẖa, ਗ਼ ġa, ਜ਼ za, ਫ਼ fa, and ਲ਼ ḷa. 

The algorithm for normalization of Punjabi nouns 
proceeds by copying noun_morph into another table 
noun_morph_normalized.  For each noun word in table 
noun_morph_normalized follow the following steps:  
Step 1 : Replace all the occurrences of ◌ੱ aadak with null 

character. 
Step 2 : Replace all the occurrences of ◌ਂ Bindi at top 

with null character. 

Step 3 :Replace all the occurrences of ◌੍ Punjabi foot 

characters with any of suitable ਰ (ra) or  ਵ (v) or ਹ (ha) 

characters. 

Step 4 :Replace all the occurrences of ◌਼ bindi at foot 

with null character. 
Step5:Noun_morph_normalized is now normalized 
Step 6: End of algorithm 

Algorithm Input: ਟੱਬ  ṭabb , ਰਕਮ9  rakmīṃ, ਆਿਕ+ਤੀ 
ākritī and ਿਖ਼ਆਲ khaiāl 

Algorithm Output: ਟਬ ṭab, ਰਕਮੀ rkamī, ਆਕਿਰਤੀ ākritī  

and ਿਖਆਲ khiāl 

After exhaustive analysis of Punjabi news corpus it is 
found that there is very less spelling variation in Punjabi 
nouns. Only 1.562% nouns show variation in their 
spellings. Out of these 1.562% words, percentage of 
words having one, two or three variations in the Punjabi 
news corpus are 99.95%, 0.046 % or 0.004% 
respectively. Figure 3 shows that rules for Bindi at foot 
and Aadak have maximum applicability. The least used 
rule is for Bindi at top and rule for foot characters is 
having usage of 22% in standardization of Punjabi nouns.  

Figure 3. %Usage of normalization rules 

F. Elimination of Duplicate Sentences 

Duplicate sentences are the redundant sentences which 
need to be deleted otherwise these can get the influence 
unnecessarily and due to which certain other important 
sentences will not be displayed in the summary. In our 
system, duplicate sentences are deleted from input by 
searching the current sentence in to the sentence list 
which is initially empty. If current sentence is found in 
sentence list then that sentence is set to null otherwise it 
is added to the sentence list being the unique sentence. 
This elimination prevents duplicate sentences from 
appearing in final summary.  An exhaustive analysis has 
been done on fifty Punjabi multi news documents for 
determining the frequency of duplicate sentences and it is 
discovered 9.60% sentences are duplicate. Average 
frequency of a duplicate sentence in a Punjabi document 
is three and maximum frequency is four. Out of 9.6% 
duplicate sentences from fifty Punjabi news documents, 
there are 5.4% sentences with minimum frequency two, 
2.29% sentences with average frequency three and 1.91% 
sentences with maximum frequency four. 

III.  PROCESSING PHASE

In processing phase [22], different features deciding the 
importance of sentences are determined and calculated.  
Feature-weight equation is applied for finding the final-
scores of sentences. Weights of each feature are 
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calculated using regression based weight learning 
method. Figure 4 describes the processing-phase of 
Punjabi text summarizer. 

Figure 4. Processing phase 

Features are of two types statistical and linguistic 
features. Some of the statistical features are Punjabi 
keywords identification, relative sentence length feature 
and numbered data feature. Various linguistic features for 
selecting important sentences in summary are: Punjabi-
headlines identification, identification of lines just next to 
headlines, identification of Punjabi-nouns, identification 
of Punjabi-proper-nouns, identification of common-
English-Punjabi-nouns, identification of Punjabi-cue-
phrases and identification of title-keywords in sentences 
etc. Scores of sentences are determined from sentence-
feature-weight equation: 
 w1f1+w2f2+ w3f3+…………....wnfn

Where f1, f2, f3…………… fn are different features of 
sentences calculated in the different sub phases of 
Punjabi text summarization system and w1, w2, 
w3…………… wn are the corresponding feature weights 
of sentences. Weights of features are determined using 
mathematical regression. Using regression, feature values 
of some Punjabi documents which are manually 
summarized are treated as independent input values and 
their corresponding dependent output values are 
provided. In the training phase, manually summaries of 
fifty news-documents are made by giving fuzzy scores to 
the sentences of those documents and then regression is 
applied for finding values of feature-weights and then 
average values of feature-weights are calculated. High 

scored sentences in proper order are selected for final 
summary. In final summary, sentences coherence is 
maintained by properly ordering the sentences in the 
same order as they  appear  in  the  input  text  at  the  
selective  compression  ratios. The sub phases for 
Processing-phase [22] are as follows:- 

A.  Identification of Headlines and Next lines 

It is first time that an automatic system for 
identification of multi news headlines and lines just next 
to headlines of a single document has been developed for 
Punjabi language. Headlines are highly important in news 
documents and are always part of final summary. There 
can be very important information in the next-line to 
headline, so next-line usually becomes part of final 
summary. In Punjabi-news-corpus with 957553 
sentences, the frequency-count of these headlines/next 
lines is 65722 lines, which is 6.863% of the news-corpus. 

In Punjabi a sentence usually ends with ‘।’ vertical bar, ?, 
or !  etc. and in  Punjabi headlines identification system, 
if current sentence does not ends with punctuation marks 

like ‘।’ vertical bar, ?, or !  etc. but ends with enter key or 
new line character then set the headline flag for that line 
to true.  If the next subsequent line of this headline ends 

with punctuation marks like ‘।’ vertical bar, ? or ! etc. but 
does not ends with enter key or new line character then 
set the next line flag to true for that line.  An in depth 
analysis of results of headlines detection system and next 
lines identification system has been done over fifty 
Punjabi news documents taken randomly from Punjabi 
news corpus. Headline sentences are assigned very high 
score equal to 10 and their headline flags are set to true. 
The accuracy of Punjabi headline identification system is 
97.43%. This accuracy is tested over 50 Punjabi 
single/multi-news documents. There are 2.57% errors due 
to the reason that some times  name of author and 
location name are written in second line after the headline 
with enter key as last character, so it may be wrongly 
picked as second headline which is wrong.  For example 
consider the following single news document as input: 

ਅੱਸੀ ਲੜਕੀਆ ਂਨੰੂ ਿਸਲਾਈ ਦਾ ਕੰਮ ਿਸਖਾਇਆ  
  ਉਜਾਗਰ ਿਸੰਘ (ਬਰਨਾਲਾ)

“Eighty girls were taught the sewing work   
                                       Ujagar Singh (Barnala)” 
In the above news, second line containing author name 

and location name ਉਜਾਗਰ ਿਸੰਘ (ਬਰਨਾਲਾ)  “Ujagar Singh 

(Barnala)” will also be treated as headline along with first 
line because it also ends with enter key, but this line is 
not important and should not come in summary. The 
accuracy of next lines identification system is 98.57% 
which is tested over fifty Punjabi single/multi news 
documents. Errors of 1.43% are due to the same reason of 
multiple headlines may come in a single news, due to 
which, some times next line may be missing from 
summary. Suppose the case in which there are multiple 
headlines in single news and we need only two lines in 
summary at 10% compression ratio and further suppose 
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second headline is not important as it is only containing 
name of author and location. But in this case next line 
will be missing from summary and second headline will 
be wrongly placed in summary. Next-lines are always 
assigned higher weight-age equal to 9 and their next line 
flags are set to true. 

B.  Punjabi Cue Phrase Identification 

Cue Phrases are some important terms in text 
documents like: finally, conclusion, conclude, summary 
and summarize etc. Sentences containing cue-phrases are 
given more weight-age for summary than other sentences. 
We have prepared a list of Punjabi cue-phrases for 
assigning more weight-age to sentences containing these 
cue-phrases. Problem with Punjabi is non-standardization 
of Punjabi spellings. Many of the popular Punjabi words 
are written in multiple ways. As for example, the word 

ਿਵਚ “in” can be written both with and without addak, so 

both of these forms have been included in cue phrases. 

For example ਅੰਤ ਿਵੱਚ / ਅੰਤ ਿਵਚ “in the end” and ਸੰਖਪੇ 
ਿਵੱਚ / ਸੰਖਪੇ ਿਵਚ “in brief” etc. For those sentences 

containing cue phrase/cue phrases, their cue phrase flag is 
set to true.  The frequency count of cue phrases is 58708 
words in Punjabi news corpus which covers 0.52% of this 
corpus. 

C.  Punjabi Named Entity Recognition 

Punjabi rule based named entity recognition system is 
first of its kind developed and implemented for 
identifying proper names in Punjabi text [9]. There was 
no other Punjabi rule based NER system was available 
prior to our NER. Different gazetteer lists are used in it 
like prefix-list, suffix-list, middle-name-list, last-name-
list and names-list for checking whether the given 
Punjabi word is name or not. Gazetteer lists are 
developed by doing analyses of Punjabi news-corpus.  

For checking if next-word in Punjabi-name or not, 
Prefix-list includes different prefixes of Punjabi names. 

like ਸ+ੀ. “Mr.”, ਸ+ੀਮਤੀ “Mrs.”, ਸ. “sardar”, ਿਪ+. “Prin.” and 

ਡਾ: “Dr.” etc.  There are fourteen prefixes identified from 

the Punjabi-news-corpus. We have developed prefix-list 
by making freq-list from corpus. The freq-count of 
prefix-words is 17,127 which includes 0.15% of the 
corpus. Suffix-list includes various suffixes of names like 
ਪੁਰੀ “puri”, ਪੁਰਾ “pura”, ਜੀਤ “jit” and ਪਰੁ “pur” etc for 

checking if current-Punjabi-word is name or not.  There 
are fifty suffixes identified from the Punjabi-news-
corpus. We have developed suffix-list by making freq-list 
from corpus. The freq-count of suffix-words is 225306 
which includes 1.99% of the corpus. 

Punjabi-middle-names-list includes various middle-
names of persons like ਕੁਮਾਰੀ “kumari”, ਕਰੌ “kaur” and 

ਕਮੁਾਰ “kumar” etc for checking if that word is name or 

not. There are 08 middle-names identified from Punjabi-
news-corpus. We have developed middle-names-list by 
making freq-list from corpus. The freq-count of middle-
name words is 97907 which includes 0.8672% of the 
corpus.  Punjabi-last-names-list includes various last-
names of persons like ਗੋਇਲ “goel”, ਗੁਲਾਟੀ “gulati” and 

ਖਰੁਾਨਾ khurānā “khurana” etc for checking if that word is 

name or not. There are 310 last-names identified from 
Punjabi-news-corpus. We have developed last-names-list 
by making freq-list from Punjabi-corpus. The freq-count 
of last-name words is 69268 which includes 0.6135% of 
the corpus. For finding importance of sentences, proper 
names are very much useful. There are 17598 proper-
names identified from the Punjabi-news-corpus. Punjabi-
proper- names-list covers 13.84% of words from Punjabi-
news-corpus. The value of Punjabi-names-feature is 
calculated by taking ratio of number of Punjabi-names in 
a sentence to the length of that sentence and value of this 
feature for a sentence lies between 0 to 1.                        

The Algorithm for rule based Punjabi NER has been 
published in [9] and it increments the NER score of 
current sentence by 01 if current Punjabi-word matches 
with any word from any of prefix-list or suffix-list or 
names-list or middle-names-list or last-names-list.   
Punjabi NER has been tested over fifty Punjabi-news-
documents with Precision=89.32%, Recall=83.4%, F-
score=86.25% and 13.75% errors. There are no errors in 
prefix rule. There are 1% errors in suffix rule for example 

ਕਿਰਆਣਾ “grocery” and ਅਫਸਰ aphsar “officer” are not 

found in Punjabi nouns-morph/dictionary but both of 
them fall under suffix-rule which treats them as  Punjabi-
names which is false. There are 0.25% errors in middle-

name-rule for example in a proper-name ਕੌਰ ਿਸੰਘ “Kaur 

Singh” both middle-names are together as a single name, 
but they lie under middle-name-rule which makes NER 
score equal to 2 in this case.  There are 10% errors in last-

name-rule for example in case of a Punjabi-names ਕਰਤਾਰ 
ਿਸੰਘ ਜੰਗੀਆਣਾ “Kartar Singh Jangiana” and ਬੰਤਾ ਿਸੰਘ ਬੰਟੀ 
“Banta Singh Banti” their last names ਜੰਗੀਆਣਾ “Jangiana” 

and ਬੰਟੀ “Banti” are not in last-names-list but are part of 

proper-names-list so their NER score will be wrongly 
incremented to 2 in each case.  There are 0.25% errors in 
proper-names-rule for example a Punjabi word ਿਨਹਾਲ 
“Nihal” some times is treated as Punjabi-name and some 
times is treated in different sense, but because it is part of 
proper-names-list so it will be always treated as a proper-
name by Punjabi NER. Remaining 2.25% errors are 
because of those Punjabi-names which do not fall under 
any of NER rules for example ਗਰੀਣ ਐਿਵਿਨਊ “Green 

Avenue” or because of those Punjabi-words which are 
some times treated as Punjabi-names and some times 
treated as Punjabi-nouns for example a Punjabi word 
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ਬਹਾਦਰ “brave” is some times treated as Punjabi-name 

and some times treated as noun. 

D.  Punjabi Nouns/ Common English-Punjabi Nouns 
Identification 

Sentences Possessing Punjabi-Nouns [1] are given 
more weight-age. Punjabi words are searched in noun 
morph or stemming is done for possibility of nouns. 
There are 37297 nouns in Punjabi-noun-morph [10]. The 
score of this feature is ratio of number of Punjabi-nouns 
in a sentence to length of that sentence. The range of 
value of this feature is between 0 to 1. The frequency of 
Punjabi nouns is 16.56% of words in Punjabi-news-
corpus. The accuracy of Punjabi noun identification 
phase is 98.43% which is tested over 50 Punjabi-news-
documents of Punjabi-corpus. Errors of 1.57% are due 
non existence of certain Punjabi nouns in noun morph 
and due to stemming errors of Punjabi noun stemmer [4].
  

In these days, there is common usage of English-words 

in Punjabi text. Consider a Punjabi sentence “ਟੈਕਨਾਲੋਜੀ ਦ ੇ
ਯੱੁਗ ਿਵਚ ਮਬੋਾਈਲ” “In the era of mobile technology” 

This sentence includes ਮਬੋਾਈਲ “mobile” and ਟਕੈਨਾਲੋਜੀ 
“technology” as common English-Punjabi nouns. 
Majority of such terms are not found in Punjabi 
dictionary or Punjabi noun morph. In text summarization, 
Sentences containing common English-Punjabi nouns are 
assigned more weight-age. A small offline module has 
been developed to generate the database for common 
English-Punjabi nouns by analyzing the Punjabi news 
corpus along with frequency of these common English-
Punjabi nouns into Punjabi news corpus. Punjabi-words 
are searched in Common-English-Punjabi-nouns-
dictionary for possibility of common English-Punjabi 
nouns. This value of this feature is calculated by ratio of 
number of common-English-Punjabi-nouns in a sentence 
to the length of that sentence.  The range of value for this 
feature lies from 0 to 1 for a sentence.  From Punjabi 
news corpus, frequency count of common-English-
Punjabi-nouns is 18245, which covers 6.44% of Punjabi-
corpus. The accuracy of common-English-Punjabi-noun 
identification phase is 95.12% which is tested over 50 
Punjabi news-documents of Punjabi-corpus. Errors of 
4.88% are due non existence of certain common English-
Punjabi nouns in database of common English-Punjabi 
nouns. 

E.  Punjabi Keywords/Title Keywords Identification 

Keywords are thematic words containing important 
information. Keywords are helpful in deciding the 
sentence importance. Punjabi keywords identification 
system is first of its kind system developed and 
implemented as prior to it no other Punjabi keywords 
identification system was available. Algorithm for 
Punjabi Keywords Identification [7] [11]:                                                                                                                      

Step 1:- Set noun flag to true for those words of input 
text which are found in Punjabi noun morph.                                                                                                                  

Step 2:- For each Punjabi word w, find its TF-ISF-Score 
which is calculated by multiplying TF(w,s) with ISF(w).     
Where TF(w,s) is the frequency of word w  in sentence s, 
and the inverse sentence frequency ISF(w) = log(|S|/ 
SF(w)). Sentence-frequency SF(w) is the frequency of 
sentences containing word w. Store top ranked words 
(with high TF-ISF-Scores) with Punjabi_noun_flag= true 
in a priority queue.                

Step 3:- Delete top 20% of Punjabi-noun-words from 
the priority queue, which are candidates for keywords in 
this phase.                                                                                          
The Precision, Recall and F-Score of Punjabi keywords 
identification system are 80.4%, 90.6% and 85.2% 
respectively which are calculated by analyzing the results 
of keywords identification system over fifty Punjabi news 
documents. Errors of 14.8% are because of absence of 
some Punjabi-nouns in noun-morph or dictionary errors 
or syntax mistakes in input text or due to violation of 
stemming-rules. In case of dictionary errors, after 
stemming, root word is not found in Punjabi noun-
morph/names dictionary, but in reality it is Punjabi noun/ 
proper name. In syntax errors, there is some syntax 
mistake while typing the Punjabi word, but actually it lies 
under any of stemming-rules. Examples of errors due to 

rules violation are: Punjabi word ਹਲਕੇ halkē “light 

weight” is adjective and ਬਦਲੇ badlē “in lieu of” is 

adverb. These words are not found in Punjabi noun-
morph/ names dictionary, but they lie under ◌ੇ ē
stemming-rule which treats them noun after stemming, 
but it is not true. 

Title lines are the headlines of single/multi news 
documents. Sentences containing Title-keywords [5] are 
given more weight-age. For obtaining Title-keywords, 
stop words are removed from title-lines with 
headline_flag= true.  This feature-score is calculated as 
ratio of unique title-keywords in a sentence to the total 
number of title-keywords. The efficiency of Punjabi title 
keywords identification is 97.48% which is calculated 
over fifty Punjabi single/multi news documents of 
Punjabi corpus. Errors of 2.52% are due to the reason that 
some of stop words may be left in the title line as Punjabi 
stop words list is not exhaustive and contains 615 Punjabi 
stop words. 

F.  Punjabi Sentence Relative Length Feature 

Short Punjabi sentences are avoided for including in 
final summary as often they contain less information [5]. 
But lengthy sentences can have lot of important 
information. This value of this feature is calculated as 
ratio of  frequency of words in current sentence to the 
words frequency of largest sentence. The value of this 
feature is always less than or equal to one.    
Punjabi-Sentence-Length-feature-Score= frequency of 
words in current sentence / words frequency of largest 
sentence. 
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G.  Numeric Data Identification Feature 

For text summarization, those sentences containing 
contain numeric data [5] are assigned more weight-age 
Numeric digits, Gurmukhi and Roman numerals are 
considered as numeric data. The value for this feature is 
determined by dividing the frequency of numeric data in 
current sentence by the length of that sentence.  
Number-feature-score= Frequency of numeric data in 
current sentence/ Sentence Length 

H.  Calculation of Scores of Sentences and Producing 
Final Summary 

Final scores of sentences are determined from 
sentence-feature-weight equation.                                                                  

w1f1+w2f2+ w3f3+………………wnfn Where f1, f2, 
f3……………fn are different features of sentences 
calculated in the different sub phases of Punjabi text 
summarization system and w1, w2, w3……………wn 
are the corresponding feature weights of sentences. We 
have applied regression [5] [8] model for estimating the 
weights of text features for Punjabi text summarization 
system. A relation between inputs and outputs is 
established. Regression can be represented in the matrix 
notation as below: 
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Where 

[ ]Y  is fuzzy output vector having values between 0 to 1 
based on importance of  sentences given manually for 
fifty documents. 

[ ]X  is the input matrix (feature parameters) for different 
features having values between 0 to 1. 

[ ]w   is weight matrix of system (with weights   w1, 
w2……….w10 in the given equation) 
In the training corpus, m denotes total number of 
sentences. 
Weight w of a particular feature k (k=1 to 10) with input 
matrix x and fuzzy output matrix y can be calculated as 
follows:- 

w= ∑i=01 to m (xi- mean (x)) (yi- mean (y))
                         ∑i=01 to m (xi- mean (x)) 2 

From the above equation, weights of each of ten features 
of Punjabi text summarization have been calculated.
Table I shows the results of weight learning using 
regression. 

From results of weight learning in Table I, we 
concludes that three most important features of Punjabi 
Text Summarizer are identification of Punjabi-headlines, 
identification of next-lines and identification of numeric 
data. Top ranked sentences in proper order are selected 
for final summary. In final summary, sentence coherence 
is maintained by properly ordering the sentences in the 
same order as they appear in the input text at the selective 
compression ratios.  

Algorithm for single document multi news Punjabi 
Text Summarization System:- 
Algorithm starts by splitting the input Punjabi text into 
sentences and words. Initially scores of every sentence is 
set to 0.   

Step I: Delete the duplicate sentences from input text by 
searching the current sentence in the sentence list which 
is initially empty. For each sentence check the following 
condition: If current sentence is found in sentence list 
then Current sentence is set to null being the duplicate 
sentence. Else Current sentence is added to the sentence 
list being the unique sentence. Follow steps II to step XII 
for every word in sentences.  

Step II: Delete stop words from every sentence in input. 

Step III: Calculate the noun-score of sentence, if current 
Punjabi-word is noun. 

Step IV: Calculate common-English-Punjabi-noun score 
of sentence, if current Punjabi-word is common-English-
Punjabi noun. 
Step V: Calculate proper-name-score of sentence, If 
current Punjabi-word is proper-name. 

Step VI: Apply stemmer [12] for Punjabi Noun/Proper 
Names for those words which are not found in nouns-
morph/ common-English-Punjabi-noun-list/ proper-
names-dictionary and go to step III.   

Step VII: Calculate numeric-feature-score of sentence, if 
current Punjabi-word is any number like 45. 
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Step VIII: Set the headline-flag= true for current Punjabi-
word, if it is part of headline. 
Step IX: Set the next-line-flag= true for current Punjabi-
word, if it is part of line just next to headline. 

Step X: Calculate the score of keyword feature for current 
Punjabi-word using TF-ISF technique. 

Step XI: Set cue-phrase-flag for current Punjabi-word to 
true, if it is cue-phrase. 

Step XII: Calculate title-keyword-feature-score of current 
word, if it is title keyword. 

Step XIII: Calculate the relative-length-feature-score of 
all the sentences. 

Step XIV: Calculate the weight-age of each feature by 
applying regression using sentence-feature-weight-
equation. 

Step XV: Calculate final-scores of all the sentences by 
applying sentence-feature-weight-equation. 

Step XVI: Select the top scored sentences at given 
compression ratios i.e. at 10%, 30%, 50%  C.R. etc.  

Step XVII: Final summary is formed by arranging top 
scored sentences in ascending order of their position in 
input text at selective compression ratios.  In this step 
coherence of sentences is maintained in final summary. 
Algorithm Input-
First News: -  
ਘੁੰ ਨਸ ਦੀ ਅਗਵਾਈ 'ਚ ਿਵਕਾਸ ਕਾਰਜ$ 'ਚ ਬੇਹੱਦ ਤੇਜੀ ਆਈ-

ਭਾਨਾ
ਸ਼ਿਹਣਾ, 8 ਜਨਵਰੀ (ਪੱਤਰ ਪ+ਰੇਕ)-ਹਲਕਾ ਿਵਧਾਇਕ ਸੰਤ 
ਬਲਵੀਰ ਿਸੰਘ ਘੁੰਨਸ ਦੀ ਅਗਵਾਈ ਹਠੇ ਹਲਕੇ ਦੇ ਿਵਕਾਸ ਕਾਰਜ$ 
ਿਵਚ ਬੇਹੱਦ ਤੇਜੀ ਆਈ ਹੈ। ਇਹ ਸ਼ਬਦ ਭਗਵਾਨ ਿਸੰਘ ਭਾਨਾ ਯੂਥ 
ਆਗੂ ਤੇ ਸੰਮਤੀ ਮHਬਰ ਨI  ਿਪੰਡ ਨਾਨਕਪੁਰਾ ਿਵਖੇ ਸ਼ਗਨ ਸਕੀਮ ਦ ੇ
ਚੈਕ ਦੇਣ ਸਮJ ਸੰਬੋਧਨ ਕਰਿਦਆਂ ਆਖੇ। ਭਗਵਾਨ ਿਸੰਘ ਨI  ਿਕਹਾ ਿਕ 
ਸ਼ਗਨ ਸਕੀਮ ਲਈ ਰਿਹੰਦੇ ਪਿਰਵਾਰ$ ਲਈ ਛੇਤੀ ਹੀ ਬਾਕੀ ਦੀ ਰਾਸ਼ੀ 
ਜਾਰੀ ਕੀਤੇ ਜਾਣ ਦੀ ਹਲਕਾ ਿਵਧਾਇਕ ਨI  ਹਾਮੀ ਭਰੀ ਹੈ ਅਤੇ ਸੰਮਤੀ 
ਰਾਹ9 ਵੀ ਿਪੰਡ$ ਲਈ ਸਬਮਰਸੀਬਲ ਪੰਪ ਤੇ ਗਰ$ਟ$ ਿਦੱਤੀਆਂ ਜਾ 
ਰਹੀਆਂ ਹਨ। ਇਸ ਸਮJ ਸੁਖਦੇਵ ਿਸੰਘ ਸਰਪੰਚ ਨਾਨਕਪੁਰਾ, ਪਵਨ 
ਕੁਮਾਰ, ਗੁਰਚਰਨ ਿਸੰਘ ਜ਼ੈਲਦਾਰ, ਕਰੌ  ਿਸੰਘ ਪੱਖਕੇੋ, ਗੁਰਤੇਜ ਿਸੰਘ 
ਘਨੋਾ, ਜੰਗ ਿਸੰਘ ਪ+ਧਾਨ ਟਕੈਸੀ ਯੂਨੀਅਨ, ਜਗਸੀਰ ਿਸੰਘ, ਕਰਤਾਰ 
ਿਸੰਘ ਪੱਖਕੇੋ ਆਿਦ ਆਗੂ ਵੀ ਹਾਜ਼ਰ ਸਨ।
Second News:-  
ਅਿਧਆਪਕ ਗੁਰਦੀਪ ਿਸੰਘ ਵੜੈਚ ਨੰੂ ਸ਼ਰਧ$ਜਲੀਆਂ ਭਟੇ
ਧਨਲਾੌ , 8 ਜਨਵਰੀ (ਿਨੱਜੀ ਪੱਤਰ ਪ+ਰੇਕ)-ਸਖੁਿਵੰਦਰ ਿਸੰਘ ਵੜੈਚ 
ਦੇ ਹੋਣਹਾਰ ਅਿਧਆਪਕ ਪੱੁਤਰ ਗੁਰਦੀਪ ਿਸੰਘ ਵੜੈਚ ਦੀ ਅੰਿਤਮ 

ਅਰਦਾਸ ਗੁਰਦੁਆਰਾ ਪਾਤਸ਼ਾਹੀ ਨਵ9ੌ  ਿਵਖੇ ਹੋਈ। ਇਸ ਮੌਕੇ ਵੱਖ-
ਵੱਖ ਸਖ਼ਸ਼ੀਅਤ$ ਨI  ਸ਼ਰਧਾ ਦੇ ਫੱੁਲ ਭੇਟ ਕੀਤੇ। ਜਥੇਦਾਰ ਸਾਧੂ 
ਿਸੰਘ ਰਾਗੀ ਸਾਬਕਾ ਚੇਅਰਮੈਨ ਮਾਰਕੀਟ ਕਮਟੇੀ ਭਦੌੜ ਨI  ਿਕਹਾ ਿਕ 
ਸਾਡੇ ਕੋਲ ਅਿਜਹੀ ਦੁਖਦਾਈ ਮੌਤ 'ਤੇ ਮਾਿਪਆਂ ਕੋਲ ਭਾਣਾ ਮੰਨਣ ਨੰੂ 
ਕਿਹਣ ਲਈ ਸ਼ਬਦ ਵੀ ਨਹ9। ਅਿਜਹੀ ਹਣੋਹਾਰ ਔਲਾਦ ਦਾ ਬੇ-ਵਕਤ 
ਚਲੇ ਜਾਣਾ ਬਹਤੁ ਦੁਖਦਾਈ ਹ।ੈ ਜਗਤਾਰ ਿਸੰਘ ਜੰਗੀਆਣਾ ਪ+ਚਾਰਕ 
ਸ਼+ਮੋਣੀ ਗੁਰਦੁਆਰਾ ਪ+ਬੰਧਕ ਕਮਟੇੀ ਅੰਿਮ+ਤਸਰ ਨI  ਿਕਹਾ ਿਕ 
ਗਰੁਦੀਪ ਿਸੰਘ ਵੜੈਚ ਤੇ ਧਨਲਾੌ  ਵਾਸੀਆ ਂਨੂੰ  ਹੀ ਨਹ9, ਬਲਿਕ ਨਾਨਕ ੇ
ਿਪੰਡ ਜੰਗੀਆਣਾ ਨੰੂ ਬਹਤੁ ਮਾਣ ਸੀ। ਉਸ ਿਵਚ ਿਨਆਿਣਆ ਂਵਾਲੀ 
ਚੰਚਲਤਾ ਘੱਟ ਸੀ ਅਤ ੇ ਿਸਆਿਣਆਂ ਵਾਲੀ ਿਲਆਕਤ ਵਧੇਰੇ ਸੀ। 
ਸੰਤ ਬਲਵੀਰ ਿਸੰਘ ਘੁੰਨਸ ਹਲਕਾ ਿਵਧਾਇਕ ਭਦੜੌ, ਸ: ਭਲੋਾ ਿਸੰਘ 
ਿਵਰਕ ਮHਬਰੀ ਕਮੀੌ  ਜਨਰਲ ਕਸਲN  ਸ਼+ਮੋਣੀ ਅਕਾਲੀ ਦਲ, ਜਥੇਦਾਰ 
ਬਲਦੇਵ ਿਸੰਘ ਚੰੂਘ$, ਜਥਦੇਾਰ ਅਮਰ ਿਸੰਘ ਬੀ.ਏ. ਮHਬਰ ਸ਼+ਮੋਣੀ 
ਗਰੁਦੁਆਰਾ ਪ+ਬੰਧਕ ਕਮਟੇੀ ਅੰਿਮ+ਤਸਰ, ਜਥਦੇਾਰ ਭਰਪੂਰ ਿਸੰਘ 
ਧਨਲਾੌ  ਸਾਬਕਾ ਚੇਅਰਮਨੈ, ਗੁਰਵੀਰ ਿਸੰਘ ਗੁਰੀ ਯੂਥ ਕ$ਗਰਸੀ 
ਆਗੂ, ਇਕਬਾਲ ਿਸੰਘ ਜੰਗੀਆਣਾ ਸੰਮਤੀ ਮHਬਰ, ਗਮਦਰੂ ਿਸੰਘ ਮਾਨ 
ਸਰਪ+ਸਤ ਆੜ/ਤੀਆ ਐਸੋਸੀਏਸ਼ਨ ਧਨਲਾੌ , ਗੁਰਨਾਮ ਿਸੰਘ ਿਸੱਧੂ 
ਸਾਬਕਾ ਪ+ਧਾਨ ਨਗਰ ਕਸਲN  ਧਨਲਾੌ , ਗੁਰਚਰਨ ਿਸੰਘ ਕਲੇਰ ਪ+ਧਾਨ 
ਆੜ/ਤੀਆ ਐਸੋਸੀਏਸ਼ਨ, ਭਰਪੂਰ ਿਸੰਘ ਸਾਬਕਾ ਐਮ.ਸੀ. ਸੁਿਰੰਦਰ 
ਿਸੰਘ ਸੱਦਵੋਾਲੀਆ ਿਜ਼ਲ/ਾ ਪ+ਧਾਨ ਸ਼+ਮੋਣੀ ਅਕਾਲੀ ਦਲ ਅੰਿਮ+ਤਸਰ, 

ਚਤੇਨ ਿਸੰਘ ਮੰੂਮ, ਲਾਭ ਿਸੰਘ ਮੱਝੂਕ,ੇ ਜੰਗ ਿਸੰਘ ਜੰਗੀਆਣਾ, 
ਕਰਮਜੀਤ ਿਸੰਘ ਨੀਟਾ ਮHਬਰ ਿਜ਼ਲ/ਾ ਪ+ੀਸ਼ਦ, ਹਰਨI ਕ ਿਸੰਘ ਸਾਬਕਾ 
ਪ+ਧਾਨ ਸਿਹਕਾਰੀ ਸਭਾ ਜੰਗੀਆਣਾ, ਮਨਮੋਹਨ ਿਸੰਘ, ਗੁਰਤੇਜ ਿਸੰਘ 
ਸਰਪੰਚ, ਰਾਜ ਿਸੰਘ ਨP ਣਵੇਾਲੀਆ, ਗਰੁਪ+ੀਤ ਿਸੰਘ ਕਲੱਬ ਆਗੂ, ਰਾਮ 
ਿਸੰਘ ਢ9ਡਸਾ, ਗੁਰਮੀਤ ਿਸੰਘ ਸ਼ਿਹਣਾ, ਬਟੂਾ ਿਸੰਘ ਬੁਰਜ, ਭਗਵਾਨ 
ਿਸੰਘ ਭਾਨਾ, ਹਰਿਵੰਦਰ ਿਸੰਘ, ਯਾਦਿਵੰਦਰ ਿਸੰਘ ਵਾਲੀਆ ਐਮ.ਸੀ., 
ਜਗਤਾਰ ਿਸੰਘ ਕਲੇਰ ਪ+ਧਾਨ ਸਿਹਕਾਰੀ ਸਭਾ ਧਨਲਾੌ , ਗੁਰਪ+ੀਤ ਿਸੰਘ 
ਚੀਮਾ ਆਿਦ ਨI  ਹਾਜ਼ਰੀ ਲਵਾਈ।
Third News:-   
ਸਾਿਹਤ ਚਰਚਾ ਮੰਚ ਬਰਨਾਲਾ ਦੀ ਚੋਣ ਹੋਈ
ਬਰਨਾਲਾ, 8 ਜਨਵਰੀ (ਸਟਾਫ਼ ਿਰਪੋਰਟਰ)-ਸਾਿਹਤ ਚਰਚਾ ਮੰਚ 
ਬਰਨਾਲਾ ਦੀ ਚਣੋ ਗਰੀਨ ਐਵੀਿਨਊ ਦੇ ਪਾਰਕ ਨI ੜ ੇ ਨਾਨਕਸਰ 
ਗਰੁਦੁਆਰਾ ਿਵਖ ੇਹੋਈ, ਿਜਸ ਿਵਚ ਸਰਬ ਸੰਮਤੀ ਨਾਲ ਬੂਟਾ ਿਸੰਘ 
ਚਹੌਾਨ ਅਤੇ ਸੁਰਜੀਤ ਿਸੰਘ ਿਦਹੜ ਸਰਪ+ਸਤ, ਡਾ: ਉਜਾਗਰ ਿਸੰਘ 
ਮਾਨ ਪ+ਧਾਨ, ਡਾ: ਅਮਨਦੀਪ ਿਸੰਘ ਟੱਲੇਵਾਲੀਆ ਅਤੇ ਕੁਲਵੰਤ ਿਸੰਘ 
ਿਧੰਗੜ ਮੀਤ ਪ+ਧਾਨ, ਜਨਰਲ ਸਕੱਤਰ ਪਾਲ ਿਸੰਘ ਲਿਹਰੀ, 
ਸਹਾਇਕ ਜਨਰਲ ਸਕੱਤਰ ਲੈਕਚਰਾਰ ਸਖੁਿਮੰਦਰ ਿਸੰਘ ਸ਼ਿਹਣਾ, 
ਜਥੇਬੰਦਕ ਸਕੱਤਰ ਿਬੰਦਰ ਖੱੁਡੀ ਕਲ$, ਸਦੁਰਸ਼ਨ ਗੱੁਡੂ ਤੇ 
ਅਵਤਾਰ ਿਸੰਘ ਸੰਧ,ੂ ਪ+ਚਾਰ ਸਕੱਤਰ ਅਸ਼ੋਕ ਭਾਰਤੀ ਅਤੇ ਬੰਤ ਿਸੰਘ 
ਬਰਨਾਲਾ ਿਵੱਤ ਸਕੱਤਰ ਲਛਮਣ ਦਾਸ ਮਸਾਿਫ਼ਰ ਤੇ ਸਹਾਇਕ
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ਸਕੱਤਰ ਲਛਮਣ ਦਾਸ ਮਸੁਾਿਫ਼ਰ ਤੇ ਸਹਾਇਕ ਿਵੱਤ ਸਕੱਤਰ 
ਬਲਿਵੰਦਰ ਿਸੰਘ ਠੀਕਰੀਵਾਲਾ ਚੁਣੇ ਗਏ। ਚਣੋ ਉਪਰੰਤ ਡਾ: 
ਉਜਾਗਰ ਿਸੰਘ ਮਾਨ ਨI  ਦੱਿਸਆ ਿਕ ਇੱਕੀ ਮHਬਰੀ ਕਾਰਜਕਾਰਨੀ 
ਦਾ ਐਲਾਨ ਅਗਲੀ ਸਚੂੀ ਿਵਚ ਕੀਤਾ ਜਾਵਗੇਾ।
Fourth News:-  
ਅੱਸੀ ਲੜਕੀਆਂ ਨੂੰ  ਿਸਲਾਈ ਦਾ ਕੰਮ ਿਸਖਾਇਆ-ਿਸੱਧੂ
ਬਰਨਾਲਾ, 8 ਜਨਵਰੀ (ਸਟਾਫ਼ ਿਰਪੋਰਟਰ)-ਮਾਲਵਾ ਸੱਿਭਆਚਾਰਕ 
ਅਤੇ ਵੈਲਫੇਅਰ ਕਲੱਬ ਬਰਨਾਲਾ ਵੱਲ
  ਚਲਾਏ ਜਾ ਰਹੇ ਿਸਲਾਈ 
ਸHਟਰ ਦੀਆਂ ਦਸ ਿਵਿਦਆਰਥਣ$ ਨੰੂ ਿਸਖਲਾਈ ਸਰਟੀਿਫਕਟੇ ਵੰਡ ੇ
ਗਏ। ਇਸ ਮੌਕ ੇਬਲੋਿਦਆਂ ਟਰੱਸਟ ਦੇ ਚੇਅਰਮੈਨ ਗੁਰਿਜੰਦਰ ਿਸੰਘ 
ਿਸੱਧ ੂਪ+ਧਾਨ ਸਾਬਕਾ ਸੈਿਨਕ ਿਵੰਗ ਸ਼+ਮੋਣੀ ਅਕਾਲੀ ਦਲ ਅਤੇ ਸHਟਰ 
ਸੰਚਾਲਕ ਜਗਸੀਰ ਿਸੰਘ ਚੌਹਾਨ ਨI  ਦੱਿਸਆ ਿਕ ਿਨਸ਼ਕਾਮ ਤੌਰ 'ਤੇ 
ਇਹ ਸHਟਰ ਿਪਛਲੇ ਦਸ ਸਾਲ ਤ
 ਚੱਲ ਿਰਹਾ ਹੈ ਅਤੇ 70 
ਿਵਿਦਆਰਥਣ$ ਉਕਤ ਿਵਿਦਆਰਥਣ$ ਤ
 ਇਲਾਵਾ ਿਸਲਾਈ ਦਾ ਕੰਮ 
ਿਸੱਖ ਕੇ ਆਪਣੀ ਰੋਜ਼ੀ- ਰੋਟੀ ਕਮਾਉਣ ਦੇ ਯੋਗ ਹੋ ਸਕੀਆਂ ਹਨ। 
ਸਮਾਗਮ ਿਵਚ ਉਚੇਚੇ ਤਰੌ 'ਤੇ ਪੱੁਜੇ ਟਰੱਕ ਯੂਨੀਅਨ ਬਰਨਾਲਾ ਦੇ 
ਪ+ਧਾਨ ਕੁਲਵੰਤ ਿਸੰਘ ਕੰਤਾ ਨI  ਸੰਸਥਾ ਦੇ ਕੰਮ$ ਦੀ ਸ਼ਲਾਘਾ ਕੀਤੀ 
ਅਤੇ 21 ਸੌ ਰਪੁਏ ਸਹਾਇਤਾ ਲਈ ਵੀ ਿਦੱਤਾ। ਇਸ ਮੌਕੇ ਨਗਰ 
ਕਸਲN  ਬਰਨਾਲਾ ਦੇ ਪ+ਧਾਨ ਸ: ਪਰਮਜੀਤ ਿਸੰਘ ਿਢੱਲ
, ਕਮੀੌ  
ਤਰਕਸ਼ੀਲ ਆਗੂ ਬਲਿਵੰਦਰ ਬਰਨਾਲਾ, ਬੌਬੀ ਬ$ਸਲ ਸਮਾਜ ਸੇਵੀ, 
ਸਾਬਕਾ ਚੇਅਰਮੈਨ ਸੁਖਮਿਹੰਦਰ ਿਸੰਘ ਸੁੱਖੀ, ਜਥੇਦਾਰ ਜਰਨP ਲ ਿਸੰਘ 
ਭਤੋਨਾ ਅਤੇ ਹਰਪਾਲਇੰਦਰ ਿਸੰਘ ਰਾਹੀ, ਸੁਖਜੀਤ ਕਰੌ  ਸੁੱ ਖੀ, 
ਮਾਰਕੀਟ ਕਮਟੇੀ ਬਰਨਾਲਾ ਦੇ ਚੇਅਰਮੈਨ ਕਰਨP ਲ ਿਸੰਘ ਠੱੁਲੀਵਾਲ, 

ਸੈਿਨਕ ਿਵੰਗ ਦੇ ਸਰਕਲ ਪ+ਧਾਨ ਕਪੈਟਨ ਬੂਟਾ ਿਸੰਘ ਸਹਤੋਾ, ਕਪੈਟਨ 
ਮਿਹੰਦਰ ਿਸੰਘ ਮਾਨ, ਪੰਜਾਬੀ ਗਾਇਕ ਜੈਸੀ ਬਾਜਵਾ ਤ
 ਇਲਾਵਾ ਹੋਰ 
ਬਹਤੁ ਸਾਰੀਆ ਂ ਸੰਸਥਾਵ$ ਦੇ ਆਗੂਆਂ ਨI  ਆਪਣੀ ਹਾਜ਼ਰੀ ਲਵਾਈ। 
ਇਸ ਵੇਲੇ ਿਤੰਨ ਗਰੀਬ ਲੜਕੀਆਂ ਨੰੂ ਿਸਲਾਈ ਮਸ਼ੀਨ$ ਵੀ ਭਟੇ 
ਕੀਤੀਆ ਂਗਈਆ।ਂ
The English Translation of above four multi news of 
single document is given below:-

First News:-  
Under leadership of Ghunnas development activities 
are highly accelerated-Bhana 
Shhina, 8 January (motivational letters) – Under the 
leadership of local MLA Sant Balbir Singh Ghunnas 
development activities in the constituency are highly 
accelerated. These words are spoken by Bhagwan Singh 
Bhana youth leader and Committee member in the village 
Nankpura while distributing the cheques of shagun 
scheme. Bhagwan Singh said that local MLA has agreed 
to release the remaining amount soon to rest of families 
for shagun scheme and submersible pumps & grants are 
also given to the villages through Committee. On this 
occasion the Nankpura Sarpanch Sukhdev Singh, Pawan 

Kumar, Gurcharan Singh jaildar, Kaur Singh Pakhoke, 
Gurtej Singh Ghona, Jang Singh head taxi union, Jagsir 
Singh, Kartar Singh pakhoke etc. leaders were also 
present. 
Second News:-  
Tributes paid to teacher Gurdeep Singh Vdaich 
Dhnaula, January 8 (private motivational letters) - The 
final prayer for outstanding teacher Gurdeep Singh 
Vdaich son of Sukhwinder Singh Vdaich was held at 
Gurudvara ninth Kingdom. On this occasion, different 
dignities presented flowers of worship. Jathedar Sadhu 
Singh Ragi former chairman market committee Bhadaur 
said that they had no words to console his parents for this 
painful death other than obeying the God’s will. Untimely 
demise of such a promising child is very painful. Jagtar 
Singh Jangiana preacher Shiromani Gurdwara 
Parbandhak Committee Amritsar said not only Dhnaula 
residents but also the maternal village Jangiana were 
proud of Gurdeep Singh Vdaich. He was having less 
restlessness of children and more wisdom like elders. 
Sant Balvir Singh Ghunnas local MLA Bhadaur, sardar 
Bhola Singh Virk member general council Shiromani 
Akali Dal, Jathedar Baldev Singh Chungan, Jathedar 
Amar Singh B.A. member committee Shiromani 
Gurdwara Parbandhak Committee Amritsar, Jathedar 
Bharpoor Singh Dhnaula ex chairman, Gurvir Singh Guri 
youth congress leader, Iqbal Singh Jangiana committee 
member, Gamdoor Singh Mann leader broker association 
Dhnaula, Gurnam Singh ex head city council Dhnaula, 
Gurcharan Singh Kaler broker association, Bharpoor 
Singh former M.C. Surinder Singh Saddowalia district 
head Shiromani Akali Dal Amritsar, Chetan Singh 
mumm, Labh Singh Majjhuke, Jang Singh  Jangiana, 
Karamjit Singh Neeta member district prishad, Harnek 
Singh former head co-operative assembly Jangiana, 
Manmohan Singh, Gurtej Singh chairman of panchayat, 
Raj Singh Nainewalia, Gurpreet Singh club leader, Ram 
Singh Dhindsa, Gurmeet Singh  Shhina, Boota Sungh 
Burj, Bhagwan Singh Bhana, Harwinder Singh, 
Yadwinder Singh Walia M.C. Jagtar Singh Kaler head 
co-operative assembly Dhnaula,Gurpreet Singh Cheema 
etc.  were present. 
Third News:-  
Eelection held for literature discussion forum Barnala  
Barnala, January 8 (Staff Reporter) – Election of 
literature discussion forum held at Gurdwara Nanksar 
near the park of Green Avenue, in which unanimously 
Buta Singh Chauhan and Surjit Singh Dehd  patron, Dr 
Ujagar Singh Mann head, Dr: Amandeep Singh 
Tallewalia, Kulwant Singh Dhingad circle head, General 
Secretary Pal Singh Lahiri, assistant general secretary 
lecturer Sukminder Singh Shhina, organisational 
secretary Binder Khuddi  kalan, Sudarshan Guddu, Avtar 
Singh Sandhu, publicity secretary Ashok Bharti, Bant 
Singh Barnala, finance secretary Lakshman Das Musafir 
and assistant financial Secretary Balwinder Singh 
Thikriwala were elected. After election Dr Ujagar Singh 
Mann said that executive list of twenty one members will 
be announced in the next list. 
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Fourth News:-  
Eighty girls were taught the sewing work-Sidhu   
Barnala, January 8 (Staff Reporter) – the sewing centre 
run by malwa cultural and welfare club Barnala 
distributed the training certificates to ten students. While 
speaking on this occasion, trust charman Gurjinder Singh 
Sidhu head former military wing Shiromani Akali Dal 
and centre administrator Jagsir Singh Chauhan said that 
this centre has been running for the past ten years without 
desire for reward and besides the above mentioned 
students 70 more students have been able to earn their 
living after learning the sewing work. Specially reached 
on this occasion the head of truck union Barnala Kulwant 
Singh Kanta praised the tasks of organization and gave 
rupees twenty one hundred for help. On this occasion, 
other than Barnala city council's head Sardar Paramjit 
Singh Dhillon, the national logical leader Balwinder 
Barnala, Boby Bansal social servant, former chairman 
Sukmhinder Singh Sukhi, Jathedar Jarnail Singh Bhotna, 
Harpalinder Singh Rahi, Sukhjit Kaur Sukhi, chairman of 
market committee Barnala Karnail Singh Thuthiwal, 
military wing circle leader Captain Boota Singh Shota, 
Captain Mahender Singh Maan, Punjabi singer Jassy 
Bajwa many more leaders of organizations were present. 
During this sewing machines presented to three poor 
girls.” 

Algorithm Output at 30% Compression Ratio:-
ਘੁੰ ਨਸ ਦੀ ਅਗਵਾਈ ਚ ਿਵਕਾਸ ਕਾਰਜ$ ਚ ਬੇਹੱਦ ਤੇਜੀ ਆਈ-
ਭਾਨਾ
ਸ਼ਿਹਣਾ, 8 ਜਨਵਰੀ (ਪੱਤਰ ਪ+ਰੇਕ)-ਹਲਕਾ ਿਵਧਾਇਕ ਸੰਤ 
ਬਲਵੀਰ ਿਸੰਘ ਘੁੰਨਸ ਦੀ ਅਗਵਾਈ ਹਠੇ ਹਲਕੇ ਦੇ ਿਵਕਾਸ ਕਾਰਜ$ 
ਿਵਚ ਬੇਹੱਦ ਤਜੇੀ ਆਈ ਹ।ੈ 
ਅਿਧਆਪਕ ਗੁਰਦੀਪ ਿਸੰਘ ਵੜੈਚ ਨੰੂ ਸ਼ਰਧ$ਜਲੀਆਂ ਭਟੇ
ਧਨਲਾੌ , 8 ਜਨਵਰੀ (ਿਨੱਜੀ ਪੱਤਰ ਪ+ਰੇਕ)-ਸਖੁਿਵੰਦਰ ਿਸੰਘ ਵੜੈਚ 
ਦੇ ਹੋਣਹਾਰ ਅਿਧਆਪਕ ਪੱੁਤਰ ਗੁਰਦੀਪ ਿਸੰਘ ਵੜੈਚ ਦੀ ਅੰਿਤਮ 
ਅਰਦਾਸ ਗੁਰਦਆੁਰਾ ਪਾਤਸ਼ਾਹੀ ਨਵ9ੌ  ਿਵਖ ੇਹੋਈ। 
ਸਾਿਹਤ ਚਰਚਾ ਮੰਚ ਬਰਨਾਲਾ ਦੀ ਚੋਣ ਹੋਈ
ਬਰਨਾਲਾ, 8 ਜਨਵਰੀ (ਸਟਾਫ਼ ਿਰਪੋਰਟਰ)-ਸਾਿਹਤ ਚਰਚਾ ਮੰਚ 
ਬਰਨਾਲਾ ਦੀ ਚੋਣ ਗਰੀਨ ਐਵੀਿਨਊ ਦ ੇ ਪਾਰਕ ਨI ੜੇ ਨਾਨਕਸਰ 
ਗੁਰਦਆੁਰਾ ਿਵਖੇ ਹੋਈ, ਿਜਸ ਿਵਚ ਸਰਬ ਸੰਮਤੀ ਨਾਲ ਬੂਟਾ ਿਸੰਘ 
ਚੌਹਾਨ ਅਤੇ ਸੁਰਜੀਤ ਿਸੰਘ ਿਦਹੜ ਸਰਪ+ਸਤ, ਡਾ: ਉਜਾਗਰ ਿਸੰਘ 
ਮਾਨ ਪ+ਧਾਨ, ਡਾ: ਅਮਨਦੀਪ ਿਸੰਘ ਟੱਲੇਵਾਲੀਆ ਅਤੇ ਕੁਲਵੰਤ ਿਸੰਘ 
ਿਧੰਗੜ ਮੀਤ ਪ+ਧਾਨ, ਜਨਰਲ ਸਕੱਤਰ ਪਾਲ ਿਸੰਘ ਲਿਹਰੀ, 
ਸਹਾਇਕ ਜਨਰਲ ਸਕੱਤਰ ਲੈਕਚਰਾਰ ਸੁਖਿਮੰਦਰ ਿਸੰਘ ਸ਼ਿਹਣਾ, 
ਜਥੇਬੰਦਕ ਸਕੱਤਰ ਿਬੰਦਰ ਖੱੁਡੀ ਕਲ$, ਸੁਦਰਸ਼ਨ ਗੱੁਡੂ ਤੇ 
ਅਵਤਾਰ ਿਸੰਘ ਸੰਧ,ੂ ਪ+ਚਾਰ ਸਕੱਤਰ ਅਸ਼ਕੋ ਭਾਰਤੀ ਅਤੇ ਬੰਤ ਿਸੰਘ 
ਬਰਨਾਲਾ, ਿਵੱਤ ਸਕੱਤਰ ਲਛਮਣ ਦਾਸ ਮਸੁਾਿਫ਼ਰ ਤੇ ਸਹਾਇਕ 

ਸਕੱਤਰ ਲਛਮਣ ਦਾਸ ਮੁਸਾਿਫ਼ਰ ਤੇ ਸਹਾਇਕ ਿਵੱਤ ਸਕੱਤਰ 
ਬਲਿਵੰਦਰ ਿਸੰਘ ਠੀਕਰੀਵਾਲਾ ਚੁਣੇ ਗਏ। 
ਅੱਸੀ ਲੜਕੀਆਂ ਨੰੂ ਿਸਲਾਈ ਦਾ ਕੰਮ ਿਸਖਾਇਆ-ਿਸੱਧੂ
ਬਰਨਾਲਾ, 8 ਜਨਵਰੀ (ਸਟਾਫ਼ ਿਰਪੋਰਟਰ)-ਮਾਲਵਾ ਸੱਿਭਆਚਾਰਕ 
ਅਤੇ ਵੈਲਫੇਅਰ ਕਲੱਬ ਬਰਨਾਲਾ ਵੱਲ
 ਚਲਾਏ ਜਾ ਰਹੇ ਿਸਲਾਈ 
ਸHਟਰ ਦੀਆਂ ਦਸ ਿਵਿਦਆਰਥਣ$ ਨੰੂ ਿਸਖਲਾਈ ਸਰਟੀਿਫਕੇਟ ਵੰਡ ੇ
ਗਏ।

The English Translation of above output is as follows:

Under leadership of Ghunnas development activities 
are highly accelerated-Bhana 
Shhina, 8 January (motivational letters) – Under the 
leadership of local MLA Sant Balbir Singh Ghunnas 
development activities in the constituency are highly 
accelerated. 
Tributes paid to teacher Gurdeep Singh Vdaich 
Dhnaula, January 8 (private motivational letters) - The 
final prayer for outstanding teacher Gurdeep Singh 
Vdaich son of Sukhwinder Singh Vdaich was held at 
Gurudvara ninth Kingdom. 
Eelection held for literature discussion forum Barnala  
Barnala, January 8 (Staff Reporter) – Election of 
literature discussion forum held at Gurdwara Nanksar 
near the park of Green Avenue, in which unanimously 
Buta Singh Chauhan and Surjit Singh Dehd  patron, Dr 
Ujagar Singh Mann head, Dr: Amandeep Singh 
Tallewalia, Kulwant Singh Dhingad circle head, General 
Secretary Pal Singh Lahiri, assistant general secretary 
lecturer Sukminder Singh Shhina, organisational 
secretary Binder Khuddi  kalan, Sudarshan Guddu, Avtar 
Singh Sandhu, publicity secretary Ashok Bharti, Bant 
Singh Barnala, finance secretary Lakshman Das Musafir 
and assistant financial Secretary Balwinder Singh 
Thikriwala were elected. 
Eighty girls were taught the sewing work-Sidhu   
Barnala, January 8 (Staff Reporter) – the sewing centre 
run by malwa cultural and welfare club Barnala 
distributed the training certificates to ten students.” 

As can be seen from output of algorithm of Punjabi 
summarizer, at 30% compression ratio, mainly the 
headlines and next lines have been retrieved and at 50% 
compression ratio, more detailed summary is produced 
including headlines, lines just next to head lines and other 
important lines. 

IV.  RESULTS AND DISCUSSIONS

Punjabi summarization system has been tested over 
fifty Punjabi multi news documents (Data set containing 
6185 sentences and 72689 words) from Punjabi news-
corpus. We have applied four Intrinsic measures of 
summary evaluation 1) F-Score 2) Cosine Similarity 3) 
Jaccard Coefficient and 4) Euclidean distance and two 
extrinsic measures of summary evaluation 1) Question 
Answering Task and 2) Keywords Association Task for 
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Punjabi multi news documents. Firstly we have produced 
gold summaries (reference summaries) of these 50 
Punjabi multi news articles. For making the gold 
summaries, three human experts have been assigned the 
task of producing the manual summaries separately of 
these 50 documents at 10%, 30% and 50% compression 
ratios. Finally gold summaries (reference summaries) are 
produced by including mostly common sentences of three 
manual summaries produced by three human experts at 
their respective compression ratios.  

As First measure of intrinsic summary evaluation, we 
have calculated F-Score [23] at respective compression 
ratios 10%, 30% and 50% for Punjabi news documents 
and Punjabi stories as follows:  

F-Score = (2* Recall* Precision)
                   (Recall + Precision) 

Recall =  
Number of correct sentences retrieved by system       
Total number of sentences retrieved by human expert

Precision =  
Number of correct sentences retrieved by system       
Total number of  sentences retrieved by system. 

As second measure of intrinsic summary evaluation 
[24], we have calculated Cosine Similarity between our 
system produced summary and gold summary at 
respective compression ratios for Punjabi news 
documents and Punjabi stories.  Using Cosine-similarity-
measure, documents are treated as term-vectors and the 
similarity of two documents corresponds to correlation 
between the vectors. Given two documents and vectors A 
and B are the term frequency vectors of these documents 
for term set T= {t1,……..tm} Cosine similarity between 
two vectors is calculated as follows: 

COSINE_SIMILARITY (A, B) 
                   = Cos(Ө)= (A · B) / (|A| |B|) 
                   =  ∑ Ai × Bi / √ ∑ (Ai)

2 ×√ ∑ (Bi)
2   

where i= 1 to n 

Each dimension denotes the term with its frequency in 
the document and is non negative. The value of cosine 
similarity is non-negative and lies from 0 to 1. If cosine-
similarity for two documents is closer to one, it means 
these two documents are very much similar to each other. 
For dissimilar type of documents cosine similarity is 
approaching towards zero. We have computed Cosine-
similarity between our gold summary (reference 
summary) and summary produced by our Punjabi 
summarization system. 

As third measure of intrinsic summary evaluation, we 
have calculated Jaccard-coefficient between our system 
produced summary and gold summary at respective 
compression ratios for Punjabi news documents and 
Punjabi stories. The Jaccard-coefficient measures 
similarity as the intersection divided by the union of the 
objects. Given two documents and vectors A and B are 
the term frequency vectors of these documents over the 

term set T= {t1,…….., tm} then Jaccard-coefficient  is 
calculated as follows: 

Jaccard Coefficient =  
SIM (A, B) = (A · B)/ (|A|2 +|B|2- A · B)   
 =  (A · B) / (√ ∑ (Ai)

2 × √ ∑ (Ai)
2  + √ ∑ (Bi)

2  × √ ∑
(Bi)

2  - A · B)      Where i= 1 to n 

Where each dimension represents a term with its 
frequency in the document. The value of Jaccard-
coefficient-measure ranges from 0 to 1.  If value of 
Jaccard-coefficient is approaching towards one then two 
documents are almost similar. If value of Jaccard-
coefficient is approaching towards zero then two 
documents are dissimilar.  

As fourth measure of intrinsic summary evaluation, we 
have calculated Euclidean distance between our system 
produced summary and gold summary at respective 
compression ratios for Punjabi news documents and 
Punjabi stories. Measuring distance between text 
documents, given two documents with their key term 
frequency vectors Xik and Xjk respectively, where k= 1 to 
n key terms. The Euclidean distance of the two 
documents is defined as follows:         
Euclidean distance(Xik, Xjk)= ( ∑( Xik- Xjk)

2 )1/ 2      for 
k=1 to n key terms. 
The results of intrinsic summary evaluation are shown in 
Table II. and Figure 5 at respective compression ratios. 

Figure 5. Intrinsic summary evaluation task 

As can be seen from Table II and Figure 5, at 10% 
compression ratio, Average F-Score, Average Cosine 
Similarity and Average Jaccard Coefficient values are 
very high and Average Euclidean distance is very low 
because at 10%, usually few important sentences are 
extracted including headlines and next lines. Headlines 
and next lines are sufficient to describe the complete 
news document.  The values of average F-Score, average 
cosine similarity and average Jaccard Coefficient are in 
descending order of compression ratios for Punjabi news 
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documents. Average value of Euclidean distance is in 
ascending order of compression ratios for Punjabi news 
documents.  Few errors are due to presence of those 
sentences which contain many names of persons, but 
actually these sentences are not important.   

Extrinsic measures [25] of summary evaluation are 
task oriented. We have performed question answering 
task and keywords association task as extrinsic measures 
of summary evaluation at compression ratios 10%, 30% 
and 50% respectively for Punjabi multi news documents.  
For performing the task of question answering, firstly 
three human experts have been given fifty multi news 
documents and then they jointly prepared five questions 
for each of fifty documents. Then answers of these 
questions are looked into system produced summary. For 
each correct answer, counter for number of correct 
answers is incremented by one for that document. 
Accuracy for performing task of question answering is 
calculated as follows: 
Accuracy= No. of correct answers/ Total No. of questions 
asked 

In keywords association task, keywords are the key 
terms which can represent the theme of whole document. 
For performing this task, firstly five keywords (gold 
keywords) have been extracted from source text by 
human experts and then these gold keywords have been 
associated with the summary produced by summarization 
system. Accuracy for performing task of keyword 
association is calculated as follows: 
Accuracy= No. of gold keywords present in summary/ 
Total No. of gold keywords 

The results of extrinsic summary evaluation are shown in 
Table III and Figure 6 at respective compression ratios. 

Figure 6. Extrinsic summary evaluation task 

As can be seen from Table III and Figure 6 that  at 
10% compression ratio, Performance of multi news 
Punjabi Text Summarization System is low because news 
documents are usually short and at 10% CR, mainly 
headlines and lines just next to headlines are extracted 
which are not sufficient to give all answers of question-
answering task. At 30% compression 

 ratio, Punjabi Text Summarization System is able to 
give answers of 81.38% questions for Punjabi news 
documents. At 50% compression ratio, Punjabi Text 
Summarization System is able to give answers of 88.75% 
questions. Task of question answering is performed very 
well at 50% compression ratio with summary produced 
by Punjabi Text Summarization system because summary 
produced is enough to give answers of majority of 
questions.   

At 10% compression ratio, average of 80.13% gold 
keywords are found in summary produced by Punjabi 
Text Summarization System for fifty Punjabi news 
documents. At 30% compression ratio, average of 
92.37% gold keywords are found in summary produced 
by Punjabi Text Summarization System for fifty Punjabi 
news documents. At 50% compression ratio, average of 
96.32% gold keywords are found in summary produced 
by Punjabi Text Summarization System for fifty Punjabi 
news documents. The accuracy percentage for the task of 
keywords association is low at 10% compression ratio 
because at 10% compression ratio, summary usually 
contains headlines and next lines and only few gold 
keywords are found in headlines and next lines. But at 
50% compression ratio, the task of keywords association 
is performed very well because summary produced is 
enough to cover majority of gold keywords.  The snap 
shot of Single document multi news Punjabi 
summarization system is given in Figure 7. 

Figure 7. Web based online Punjabi text summarization system 
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V.  COMPARISON OF PUNJABI TEXT SUMMARIZER WITH 

EXISTING INDIAN SUMMARIZERS

TABLE IV.   
PERFORMANCE COMPARISON  

 We can seen from Table IV, that performance of 
Punjabi Text Summarizer is reasonably good as 
compared with performance of other existing 
summarizers for Indian languages. 

VI.  CONCLUSONS

Single-document multi-news Punjabi Summarization 
system is first of its kind Punjabi summarizer and is 
available online at http://pts.learnpunjabi.org/. We have 
developed a number of lexical resources from scratch 
used in Punjabi text summarization such as Punjabi 
stemmer, Punjabi nouns normalizer, Punjabi named entity 
recognition, Punjabi Keywords Identification, Punjabi 
proper names list, common English-Punjabi nouns list, 
Punjabi stop words list, Punjabi suffix and prefix list, 
Punjabi cue phrase list  etc. We have done thorough 
analysis of Punjabi corpus, Punjabi dictionary and 
Punjabi noun-morph for developing these resources. 
These Punjabi resources have been developed for the first 
time and these might be helpful for developing other NLP 
applications for Punjabi language.  
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Abstract— This article describes JADE Agent Programming 

Language (JAPL) that allows fast and efficient 

implementation of intelligent behaviors into mobile agents, 

based on three logical, FIPA speech acts, and a part of 

complex procedural script for actions. It integrates the 

ontologies and defines communication services. Rather than 

rely on a library of plans, JAPL allows agents to plan from 

first principles. It also describes how to program the multiple 

JADE behaviors using JAPL instructions and how to 

compile JAPL to JAVA classes. 

Keywords— Mobile agents, JADE, Agent programming 

language, agents communication, MAS 

I. INTRODUCTION: 

JADE (Java Agent Development Environment) is the 

system for mobile agents, most used in the world. It is 

adapted to the rules of FIPA [10] and is programmed as a 

basic object-oriented programming language Java, but the 

development of a complex application is not yet clear and 

it requires a lot of concentration, effort and time [4]. 

In the literature, many programming languages for 

mobile agents ware created as:  Cougaar [6], MetateM [7], 

AgentSpeak (L) [8], [15], MadKit [12], 3APL [9], [13], 

Golog [14], [17] and SWAM [3]. These languages are 

used in the prototyping phase, in order to provide a high 

level application design-based to mobile agents, who try 

to follow the architecture Belief- Desire-Intension [16, 15]. 

In this paper, we present the programming language of 

JADE agents: "JADE Agent Programming Language". It 

was designed to implement many complex applications by 

assigning high mental level concepts to mobile agents, so 

they reach a new abstraction level that allows their 

programming as reactive behaviours instead of 

programming as meaning. In addition to these features, 

the agents will have the ability to schedule other tasks in 

order to accomplish the tasks that have been assigned. 

First of all, section 2 presents broad overview of the 

different items JADE Agent Programming Language. 

Secondly, section 3 talks about the state of the art. Thirdly, 

section 4 describes its different features in some detail. In 

particular, we highlight knowledge representation. The 

following section contains the programming treatment 

agent’s behaviours. The sixth section finalizes this part 

with a focus on the service concept, and the last section 

we wrap up with some conclusions. 

II. JADE AGENT PROGRAMMING LANGUAGE 

OVERVIEW: 

JAPL is the extension of ADL (Action Description 

Language) [18] on the mobile agents of JADE. ADL 

allows the use of quantifiers and conditional expressions 

in the description of operators to describe classical 

planning. In ADL, the focus of the quantifiers is over 

finite domains and disjunction that are not allowed in the 

expression of effects, because it would bring non-

deterministic actions. ADL is a good representation of 

formal references in classical planning. JAPL is a 

computer language that standardizes description of 

planning problems. Also it is a PDDL (Planning Domain 

Description Language [15]), which allows it to specify the 

possible operators, the relationships and environmental 

constraints, the initial state and the goal states. 

JAPL provides open world semantics. It includes four 

essential elements; plans element, rules, ontologies and 

services. One of the main features for agents is that they 

can communicate via services. Taking into consideration 

the view of the agent about the execution, a service call is 

handled in the same way as the execution of internal 

actions. This is possible because the services have the 

same structure as actions. They obtain; pre-conditions and 

post-conditions, and the body  (which contains the actual 

code to be executed) is reduced to service calls, which 

allows us to integrate advanced features such as safety, in 

JADE. In addition, the programming of complex 

communication scenarios becomes easier, because all 

messages are processed in a clearly defined framework. In 

the following sections we will detail some of JAPL’s 

different regions, namely knowledge representation, the 

behavior of agents, and communications. 
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III. STATE OF THE ART:  

In the literature there are many programming languages 

of agents, represent a family of programming languages 

which allows developers to create high-level abstractions 

and structures which are necessary for the implementation 

of mobile agents. It is possible to classify them in two 

categories, those based on logic as AgentSpeak (L) [15], 

[8], 3APL [9], [13], Golog [17], MetateM [7] and SWAM 

[3], and those based on object-oriented programming 

language Java such as Cougaar, [6] and MadKit [12]. 

These languages are mostly in the prototype stage, and 

provide high-level concepts that implement some notion 

of BDI [16], [1]. 

AgentSpeak (L) programming language is the most 

developed programming language, and is an article 

comparing this language to other languages [15]. ALAS 

and IndiGolog are the newest programming languages of 

mobile agents. ALAS is a fast, effective, simple and 

powerful programming language of reactive agents. It has 

been designed to support the execution of agents in 

heterogeneous environments, and allow easy use of 

features of agents, such as mobility [2]. IndiGolog is a 

programming language for autonomous agents that detect 

their environment and plan their tasks. IndiGolog supports 

the execution of high-level programs, gives programmers 

the ability to create high-level and non-deterministic 

programs, tests agent tasks and provide a declarative 

specification of the domain in calculated situations [5]. 

However, all these languages are widespread and are not 

suitable for the distinction of all mobile agents systems. 

We used the strong point in these programming languages 

for mobile agents and created a simple and efficient 

language, while respecting the particularity of JADE. 

IV. THE KNOWLEDGE REPRESENTATION:  

JAPL has been designed to respond to the need of 

JADE, for a flexible and dynamic language, that allows 

for the migration of agents and services at any time and 

which makes the local information’s validity very short. 

So every programming system that supports dynamic 

behavior needs to address the issue of synchronization and 

information sharing. So research in the domain of 

transaction management tries to find solutions to the issue 

of synchronization [11]. 

Our approach, however, is to integrate the idea of 

uncertainty about the bits of information in the 

presentation of knowledge to allow programmers to 

manage incorrect or expired information. We integrated 

the concept of uncertainty using calculated situations 

which have three assessed logics. The third truth value is 

added to the predicate and cannot be evaluated with the 

information available to a particular agent. Thus, a 

predicate can be explicitly evaluated as unknown. It is an 

integral part of language, and the programmer is forced to 

deal with uncertainty in the development of a new agent. 

Therefore, JAPL can handle incomplete or incorrect 

information explicitly. 

JAPL allows knowledge bases that are most used in the 

other languages to be defined. Each object that refers to 

the language needs to be defined in ontology. JAPL 

implements strong typing, because the variables flow in 

classes rather than sets of speech. It should be noted here 

that the alphabet JAPL consists of variables, functions, 

symbols, actions, quantifiers, connectors, and punctuation 

symbols. We also use “?”  (for testing),  “!”  (for 

realization), “and”  (for sequencing) and “1” (for 

implication). Classes are represented in a tree structure. 

Each node represents a class with a set of attributes. 

Classes are defined as follows Fig. 1: 

 

 

 

Fig.1:  Example of JAPL class representation. 

JAPL allows multiple inheritances. The classes inherit 

all attributes of all ancestors. Therefore, the problem of 

names conflicts are not posed, since the attribute names 

have been expanded to include the class structure. In 

addition to classes, JADE Agent Programming Language 

can define methods and comparisons. The interpretation 

of the methods is given by the operational semantics. In 

practice, methods are coded in JAVA. 

Complex actions describe functional capabilities of 

agents. They in turn can call Java methods, or use JAPL. 

There are different types of complex actions or 

invocations of services. They all have the same structure; 

they consist of three main elements, in addition to the 

name of the action Fig. 2: 

Fig. 2: Example of JAPL actions representation. 

 

An action is called using the following code Fig. 3: 

Fig. 3: JAPL action call example 

V. AGENT BEHAVIOUR: 

A. SimpleBehaviour and Action selection: 

As JADE Agent Programming Language is intended to 

be interpreted in a BDI-like architecture, it incorporates 

the notion of achievement agent tasks SimpleBehaviour. 

The SimpleBehaviours of the agent are implemented as 

(Class object classname) 

(action ActionName pre PreCondition eff 
Effect Body) 

(call role-interface action-id [variable]) 
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simple commands that the agent tries to respond to once 

they are activated. Each agent that carries one 

SimpleBehaviour starts to run by trying to appropriate 

recovery actions that replay at this SimpleBehaviour. 

These actions can be either simple scripts or services that 

are provided by other agents. For this selection, there is no 

difference between actions that can be performed locally 

and services. The final selection is made by comparing the 

orders listed in SimpleBehaviour with the effects of all the 

known actions of the agent. Comparisons and formulas 

are made in order to check their compatibility. If they are 

compatible, the values of variables of SimpleBehaviour 

agents are linked to the corresponding variables in the 

action. After the end of the action, the results are written 

to the original variables of the agent task’s orders are 

evaluated to ensure that the objective of SimpleBehaviour 

is actually reached. If not, the agent reformulates the 

composition of its actions, and tries to reach the goal of 

SimpleBehaviour with other actions. 

B.  Reactive Behaviour: 

JADE Agent Programming Language sets rules that 

control the execution of reactive behaviors of the agent. 

More specifically, a rule may give the agent a task, 

whenever a certain event occurs. Rules are applied simply, 

consisting of a condition and two actions, one of which is 

executed when the condition is true and the other when it 

is false Fig. 4. 

 

 

 

 

Fig. 4: Example of a JAPL rule. 

Precisely, whenever an object is added, deleted or 

modified in the facts, conditions that correspond to the 

type of the object in the fact are tested and executed. If the 

result of the test is unknown, no action is taken. For 

efficiency reasons, the restriction rules that apply to the 

types of objects have been designed to make it as simple 

as possible. Actions can themselves be tasks of a new 

agent or a call to an agent class. 

C. CompositeBehaviour composition and activities:  

In general, the concept of having beliefs, desires and 

intentions are translated into knowledge belief bases, tasks 

of agent and a composition library. This allows us to 

create some principle principles. All these languages 

require a library of fully developed composition. Overall 

execution cycle thus consolidates the internal and external 

states via conjunction function with one or more 

compositions, which are partially or fully implemented. 

In order to achieve a complete composition, the partial 

compositions must be ordered consistently. As scheduling 

can be computationally expensive, the algorithm ensures 

that the main sequence of actions that depend on each 

other is satisfied. Actions that are executed in parallel are 

not checked for consistency. Elements of the composition 

may take a number of forms, which include actions or 

services as we will detail in the next section. 

The agent task execution is discussed as follows. The 

locally known elements of the actions composition are 

compared to the agent task. If it finds one with the pre-

conditions satisfied, it runs. If not, the composer tries to 

find others who can satisfy the prerequisites. If the task 

agent or certain pre-conditions cannot be met with local 

composers, a request is sent to the Directory Facilitator 

(DF). If the action is found in the composer, the Directory 

Facilitator will execute the action. If not a new action is 

created and executed Fig. 5. 

 

 

Fig. 5 agent task execution algorithm  

Actions may be atomic elements, or they may be scripts. 

JAPL provides keywords for sequential execution, parallel 

or conditional, and even the creation of new agent tasks, 

which then lead to the composition of the new shares. 

D. SequentialBehaviour and ParallelBehaviour: 

JADE Agent Programming Language can define 

behaviour using sequential blocks that run sequentially, i.e. 

that all instructions are executed one sequentially. If any 

YES

search action

action execution

create and execute a new action

action found action found in the DFsend request to the DF

NO

YES

NO

 (rule <name> 
(var variables-declaration) 
conjunction 
(true 1) 
(false 0) 
) 
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of the statements fail for any reason, the entire block fails. 

Note that the entire composition does not necessarily fail 

(Fig. 6). 

Fig. 6 an example of a SequentialBehaviour JAPL 

 

JADE Agent Programming Language offers the 

possibility of defining Behaviour using parallel blocks 

running simultaneously, allowing each to be treated 

separately. If one of the statements must wait for any 

reason, the other can still be executed without delay. 

However, the entire execution fails if one of the 

statements fails, regardless of whether others have been 

completed or not (Fig. 7). 

Fig. 7: Example of a ParallelBehaviour JAPL 

VI. THE SERVICE CONCEPT: 

To allow JADE to be more interoperable with other 

SMAs, the agents created by JAPL should only 

communicate using service calls, instead of having an 

implicit representation of features that can be used by 

other agents. 

All interactions between agents are guided by a generic 

service. Thus, a service describes an act that the agent 

performs on behalf of another agent. Services are 

specified and defined using those conditions and effects. 

The interaction service always occurs between two agents. 

An agent must be either the user or the supplier during 

this operation. The provider is the agent that has some 

expertise to offer. The other agent in the interaction may 

act as the service user. 

To initiate a service call, the agent must have failed to 

fulfill a task using only the actions that are available; this 

includes services that agents provide. If such a situation 

occurs, the agent sends a request to the DF, which 

responds with a list of services that could fulfill the task. 

Then the agent choose a service, and inform the Directory 

Facilitator, which sends back a return list, but this time a 

list of agents which provide the requested service. 

 

VII. APPLICATION:  

To compile the instructions to create the help in JAPL 

we had to create a Plugin compilation based on eclipse 

Plugins. In our case we used the 4.2.1 version of Eclipse. 

And to build ontology, we call it compilation Plugin. 

Which we integrate with JAR files JADE (Fig. 8 and Fig. 

9). 

 Figure 8: creating a Plugin using Eclipse 

 

(sequential 
(bind ?sender (obj Agent (name 
"sender"))) 
(bind ?receiver (obj Agent (name 
"reiceiver"))) 
(eval (and 
(att name ? sender?str) 
(not (att name ? receiver?str)) 
) 
) 

) 

(parallel 
(bind ?sender (obj Agent (name 
"sender"))) 
(bind ?receiver (obj Agent (name 
"reiceiver"))) 
(eval (and 
(attribut name ? sender?string) 
(not (attribut name ? receiver?string)) 
) 
) 
) 
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Fig. 9: integration JAPL compilation plugin in the JADE project library. 
 

The compiler takes JAPL input and creates Java classes. 

These classes must be compiled subsequently using 

JAVAC. The generated classes implement some JADE 

interfaces architecture to insure this compilation. 

Created classes are:  

• OntologyName.java. This class contains the basic 

structure for classes and their attributes. 

• OntologyNameIinterface.java. Java interface contains 

constants that define types of ontology for each class and 

attributes. 

• OntologyNameMethod.java This class contains the 

JAVA code for such methods that were written by the 

programmer without modification. 

More details on the use of language JAPL will be 

available in a users' guide, which soon will be posted on 

the web soon. 

 

VIII. CONCLUSION: 

In this article, we presented JAPL. On the basis of 

tertiary logic, it provides constructs for describing 

ontologies, protocols and services, and complex actions 

for the system of mobile agents JADE. Programmers can 

use JAPL composition of actions composer. Thus, internal 

actions and invocations of services are handled 

transparently to the planning component. 

We are confident that JADE agent programming 

language is likely to be more fruitful than all old 

languages, in bridging the gap between theory and 

practice in the development of the JADE mobile agents. 

Further we are confident that it will push the research in 

both the pragmatic and theoretical aspects of BDI agents. 
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Abstract— In heterogenous wireless networks, as the users
move across the coverage regions of possibly-different wire-
less networks, they will have to switch between them. The
procedure followed to determine when and how a mobile
user should switch between networks of different types
is known as the vertical handoff scheme. Several vertical
handoff schemes have been proposed in the literature, but
few of them employ the geographical nature of this problem
like we do in this paper. The scheme we propose here
takes the user’s direction of movement into account when
choosing the most suitable candidate for the handoff. When
compared with existing schemes, our proposed scheme shows
significant reductions in the number of lost connections and
the number of unnecessary handoffs.

Index Terms— Heterogenous Wireless Networks, Vertical
Handoff Scheme, Mobility Model

I. I NTRODUCTION

OVER the past couple of decades, the demands of
mobile users have increased significantly and the

nature of these demands has shifted from making simple
voice calls to running applications with high bandwidth
requirements. Satisfying these demands for mobile users
is a very challenging problem that requires taking advan-
tage of the many available networks (of different types).
Such heterogenous wireless networks have different ac-
cess technologies, architectures, protocols, operators and
users [1]. Examples include the Wideband Code Division
Multiple Access (WCDMA) Networks and the Wireless
Local Access Networks (WLANs). Such variations have
made it challenging to deal with heterogeneous wireless
networks, organize them, and enable effective interaction
and information sharing to provide mobile users with
high quality connections. The different service demands
of mobile users have made the Always Best Connected
(ABC) concept important so as to allow a mobile user to
get connections and services using the devices and access
technologies that best suit the mobile user’s communi-
cation needs as the user crosses different geographical
regions covered by the different networks [2].

The Handoff is the process of moving a user’s com-
munication session from an access device (such as an
Access Point (AP) or a Base Station (BS)) to another
(in most cases, to an adjacent one) to guarantee uninter-
rupted communication [1]. In other words, a handoff is
defined as changing the frequency, time slot and spreading
code of the channel used without effecting the active
session [3]. The handoff process aims at guaranteeing

Figure 1. The different types of handoff [5]. The figure showshorizontal
handoffs (between two base stations (BSs) and between two access
points (APs)) as well as vertical handoffs (where mobile users move into
(MI) or move out (MO) of the AP’s coverage region causing handoffs
between the BS and the AP).

that a mobile user’s application work properly while
the user is moving from one location to another. Two
types of handoff have been in use: the intra-technology
handoff (horizontal handoff) and the inter-technology
handoff (vertical handoff). Examples of both types of
handoff can be seen in Figure 1. The figure shows the
two main scenarios considered in vertical handoff. The
first one is moving out (MO) of the preferred network
and the second one is moving into (MI) a preferred
network. Note that when switching to a different network,
there may be a preferred network to switch to among
the list of candidate networks (e.g., WLAN is normally
preferred over a Universal Mobile Telecommunications
System (UMTS) network [4]).

A handoff process can be divided into three phases: the
initiation phase (radio link transfer), the decision phase
and the execution phase [4]. During the initiation phase,
information about access technologies, mobile users, en-
vironment and neighbors is collected. Examples of such
information include Received Signal Strength (RSS) from
other neighbors, Signal to Interference and Noise Ratio
(SINR), distance from access devices, direction and ve-
locity of mobile users, etc. This information will be used
in the decision phase to select the best new network for
handoff. This will be the main topic of this paper.

Several parameters have been proposed in the liter-
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ature for use in vertical handoff algorithms [4]. Ex-
amples include RSS, SINR, connection time, handover
latency, available bandwidth, power consumption, user
preferences, monetary cost, and security. In this work,
we focus on reliability. When a handoff request by a
mobile user fails (request is denied due to unavailability
of free channels at the chosen handoff candidate) the
user is disconnected. Such disconnections are intolerable
in cellular networks. In fact, users prefer networks with
lower bandwidth if they are more reliable (i.e., have lower
disconnection probability) [6]. Additionally, we focus on
providing better QoS guarantees by reducing the number
of unnecessary handoffs [6].

Except for a few works, existing schemes ignore the
geographical nature of this problem unlike our scheme.
In our scheme, we incorporate the mobile user’s move-
ment direction in the handoff decision. By doing so, we
can decrease the probability of an unnecessary handoff.
Another benefit of this approach is reducing the number
of handoffs to candidates with “central” locations that
are close to the movement trajectories of many mobile
users. This will decrease the load on these candidates,
and thus, decrease the number of disconnections. These
intuitive arguments of why our scheme will outperform
other schemes are supported by the experiments discussed
in Section V.

The paper is organized as follows. In the following
section, we discuss the related works before describing
the system model we use and our assumptions we make
in Section III. We present our scheme in Section IV and
show its performance advantage over existing schemes in
Section V. Finally, we conclude our paper and discuss
futures directions of this work in Section VI.

II. RELATED WORKS

Due to its importance, several vertical handoff schemes
have been proposed in the literature. Below, we review
these schemes.

A. RSS-Based Schemes

Zahran et al. [5, 7] proposed an adaptive lifetime-
based vertical handoff (ALIVE-HO) scheme. This scheme
uses the RSS to estimate the expected period of time
during which the mobile user’s need can be served from
WLAN taking into account delay, authentication, and
service initiation. Application Signal Strength Threshold
(ASST) is defined as the RSS needs of applications to
perform their services. In [5], a framework is proposed to
evaluate the performance of the ALIVE-HO scheme. The
simulation results show the tradeoff between resource uti-
lization and the user received QoS. The authors show that
by introducing the lifetime metric, the algorithm adapts
to application requirements and user mobility, reducing
the number of unnecessary handoffs, and improving the
average throughput provided to the user because the
algorithm increases the connected-duration and decreases
the number of dropped users.

Yan et al. [8, 9] proposed a scheme to minimize the
unnecessary handoffs and to improve the overall network
utilization based on a traveling distance prediction method
within a WLAN cell. The scheme uses RSS measurements
to predict the time that user will spend within a WLAN
cell. Their performance analysis showed that the main ad-
vantage of this scheme is that it minimizes the probability
of handoff failures and unnecessary handoffs whenever
the predicted traveling distance inside the WLAN cell is
smaller than the distance threshold value.

Mohanty et al. [10] proposed a vertical handoff man-
agement scheme to support smooth vertical handoff man-
agement in next generation wireless systems. A cross-
layer (layer 2 + layer 3) vertical handoff management pro-
tocol (CHMP) uses two RSS values from measurements
of the current RSS and a dynamic RSS threshold, which
is calculated by estimating user speed and predicting the
handoff signaling delay of possible handoffs between a
WLAN and 3G cellular networks.

Yang et al. [11] proposed a Multi-dimensional Adaptive
SINR based Vertical Handoff scheme (MASVH) scheme.
This scheme tries to balance the effect of SINR, required
user bandwidth, user traffic cost and network utilization
to improve handoff decisions by taking into account the
effect of multi-attributes QoS support. The simulation
results show that MASVH improves system performance
by enhancing the throughput and decreasing the failed
handoff probability as well as the user’s traffic cost.

B. Bandwidth-Based Schemes

Ayyappan and Kumar [12] proposed a QoS-based
vertical handoff scheme that depends on the available
bandwidth and the user’s service requirements to make
vertical handoff decision between WLANs and Wireless
Wide Area Networks (WWANs).

Yang et al. [6] proposed a bandwidth-based vertical
handoff scheme for WLAN and WCDMA networks.
This scheme uses the effect of combined SINR as a
main criterion for making handoff decisions. It converts
the SINR value at the access network to an equivalent
value at a target network so that the handoff algorithm
can determine achievable bandwidths from both access
networks so as to make handoff decisions considering
QoS requirements.

Ayyappan et al. [13] proposed an SINR-based vertical
handoff scheme for QoS in heterogeneous wireless net-
works. This scheme uses SINR to improve the QoS in het-
erogeneous wireless networks as compared with the RSS-
based vertical handoff scheme. This scheme uses SINR
in calculating the throughput using Shannon’s capacity
theorem. The handoff is initiated when the mobile user
receives a higher equivalent SINR from another network.
The user connects to the network that provides better QoS.
Simulation results show that the proposed SINR-based
vertical handoff scheme provides higher overall system
throughput as well as fewer dropped connections.
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C. Other Schemes

Xia et al. [14] proposed a novel fuzzy logic vertical
handoff scheme with the assistance of differential dis-
tance and a pre-decision method. This scheme makes
handoff decisions between WLAN and Universal Mobile
Telecommunications Systems (UMTS). The scheme con-
sists of the following parts:

• The predictor of a Forward Differential Distance
Algorithm (FDPA) that is used to get the expected
next RSS.

• A Pre-Decision (PD) method applied before the
handoff decision to filter unnecessary data (i.e., mo-
bile users with high mobility or less RSS from using
the WLAN) to improve the vertical handoff decision.

• The Fuzzy logic based Normalized Quantitive Deci-
sion (FNQD) method implemented to quantitatively
evaluate the performance of candidate networks.

This scheme takes into account some network parame-
ters, including velocity, current RSS, predicted RSS and
available bandwidth. At the end, the optimized vertical
handoff decision is made by comparing the performance
evaluation values of candidate networks.

Other schemes of [15, 16] use geographical information
to make vertical handoff decisions, regardless of whether
this information was gathered by a GPS device or a
physical layer support. In [15], the mobile user compares
the distance to its current AP with the distances to the
APs of neighbor cells. When the user is moving away
from the current AP, it calculates the time it exits the
cell. If it determines that it will be out of the cell several
scans later, it decides to perform a handoff and searches
for the nearest AP. If it can find an AP closer than the
current AP, it switches to this AP.

The authors of [16] suggest using a location-based
scheme where the mobility model of the user is used
to predict its next locationL after a certain period. The
scheme then finds a serving AP of the locationL and if
it is different from the current AP, it initiates a handoff
to that AP.

Finally, Chi et al. [17] proposed an analytical model
for vertical handoff that uses the distance to the AP
as well as Wrong Decision Probability (WDP) and the
Handover Probability (HP). This vertical handoff scheme
assumes that there are two networks with overlapping
coverage areas. A handoff is initiated if the probability
of unnecessary handoff is less than a certain threshold or
when the difference in the bandwidth between the two
networks is less than another threshold.

III. SYSTEM MODEL

We now discuss the system model used in this work.
We start with the signal propagation model and then go
into the mobility model.

A. Signal Propagation Model

In this work we consider WCDMA networks and
WLANs. Below, we discuss how to compute the Received
Signal Strength (RSS) for each network type [5, 6, 13].

In WCDMA Networks. Before going into RSS compu-
tation, let us discuss the Signal to Interference plus Noise
Ratio (SINR) and the Path Loss (PL). The SINR received
at mobile useri when associated with WCDMA Base
Station (BS)j can be represented as follows.

γij = GjPj/N +
∑

(GjPj)−GjPj , (1)

whereGj , Pj andN denote respectively the channel gain
between useri and BSj, the transmission power of BS
j and the background noise ati. For mobile useri and
BS j, the PL in dB is computed as follows.

PLij = 135.41 + 12.49 log(fj)− 4.99 log(hj)

+ (46.84− 2.34 log(hj)) log(dij), (2)

wheredij , fj andhj respectively are the distance between
i and j in kilometers, the frequency in MHz and the
effective antenna height in meters. Now, the RSS for a
BS j at mobile useri is expressed in dBm as follows.

RSSC = Pj +Gj − PLij −Aj (3)

WherePj , Gj , PLij andAj respectively arej’s trans-
mission power in dBm, the transmitted antenna gain in
dB, the total path loss in dB, and the connector and cable
loss in dB.

In WLAN Networks. Similar to the above, we start
with SINR and PL before going into the RSS. The SINR
received at mobile useri when associated with WLAN
Access Point (AP)k can be computed as follows.

γk,i = GkPk/N +
∑

(GkPk), (4)

whereGk, Pk andN denote respectively the channel gain
between mobile useri and APk, the transmitting power
of AP k and the background noise ati. For mobile user
i and BSj, the PL in dB is computed as follows.

PLik = L+ 10n log(dik) + S (5)

whereL, n, dik andS respectively are the constant power
loss, the path loss exponent with values between 2 and 4,
the distance betweeni and k, the shadow fading which
is modeled as Gaussian with meanµ = 0 and standard
deviationσ with values between 6 and 12 dB depending
on the environment. Now, the RSS for a APk at mobile
useri is expressed in dBm as follows.

RSSW = Pk − PLik (6)

Where Pk and PLij respectively are the transmission
power in dBm and the total path loss in dB.

B. Mobility Model

In addition to the popular Random Waypoint model
(RWP), we propose a variation of RWP to help us gain a
better understanding of the characteristics of our scheme.
Below, we discuss both models.

The Random Waypoint (RWP) Model is widely used
due to its simplicity [18]. In this model, the users are
randomly distributed in the network. Each user randomly
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selects a destination and moves towards it in a straight
line with constant velocity chosen uniformly from a
predefined range,[vmin, . . . , vmax]. When the user reaches
the destination, it stops for a duration known as the pause
time before choosing another destination and repeating the
above steps.

The Random Waypoint with Changing Probability
(RWPCP) Mobility Model is similar to the RWP model
except that the former allows the user to change its
direction of movement and velocity as it moves towards
the destination.

IV. D IRECTION-BASED SCHEME FORVERTICAL

HANDOFF (DSVH)

As mentioned above, the proposed scheme makes use
of many factors while handling the handoff process. First,
a handoff decision is triggered whenever the RSS drops
below a predefined threshold. Next, the access device
which the user will be handed off to is selected as follows.

1) The scheme generates a candidate list of access
devices that achieves the RSS threshold.

2) The scheme checks the movement direction of the
mobile terminal by considering a cone with an angle
of 2θ around the current movement direction (see
Figure 2). Only access devices that cover this cone
will be considered as future candidates. In other
words, all access devices that do not cover the cone
are excluded from the handoff candidate list. In case
none of the candidates reside in the cone, then the
scheme moves to step 4. See the appendix for more
details.

3) Each time slot (see Figure 2)the scheme measures
the RSS value for the candidate access devices
(RSSNEW ) and compare it to the previous time slot
RSS value (RSSOLD). If the RSSNEW is lower
thanRSSOLD, that means that the signal is getting
weaker with the passage of time, ergo, the mobile
terminal is moving away from the access device.
The scheme eliminates from the candidate list all
access devices that the mobile terminal is moving
away from. In case the mobile terminal is moving
away from all of the candidates, then the scheme
moves to step 4.

4) Finally, the scheme selects the closest access device
to the movement direction line (see Figure 2) of the
mobile user.

From our experiments, we found that choosingθ = 30◦

gives the best results; the time slot is set to one second.

V. SIMULATION RESULTS

In this section, we present and analyze the experiments
conducted to evaluate the performance of our proposed
scheme, DSVH. We compared DSVH with the SINR-
based scheme since it is one of the newest schemes and it
is known to have higher throughput and lower dropping
ratio compared with other handoff schemes (see Section II
for more details).
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Figure 2. The handoff process in DSVH.
TABLE I.

SIMULATION PARAMETERS.

Parameter Values
Simulation area 5000 × 5000 m
Number of APs 12
Number of BSs 7
RSS threshold (WCDMA to WLAN) -80 dBm
RSS threshold (WLAN to WCDMA) -85 dBm
Antenna height of BS 30 m
AP transmitter power 20 dBm
BS transmitter power 33 dBm
Cable loss 5 dB
Channel gain 33 dBm
Operating frequency 894 MHz
Background noise power for WLAN -96 dBm
Background noise power for WCDMA -104 dBm
Bandwidth for WCDMA 5 MHz
Total noise or interference power over 16 dB

We consider a network of 7 BSs and 12 APs distributed
in an area of5000 × 5000 m. Previous works [6, 11,
13] have carefully placed the BSs/APs to maximize the
performance of their scheme (see the left side of Figure 2).
We compare the DSVH scheme with SINR-based under
this fixed topology as well as a more generic topology
where the BSs/APs are uniformly distributed. In the
experiments below, we vary the number of mobile users
between 200 and 600. The users are randomly distributed
across the network area. At the beginning, each user is
connected to the BS/AP with the highest SINR value.
Table I summarizes the different configuration values we
used in the simulations. These values were previously
used with the SINR-based scheme of [6, 13].

Two metrics were used to compare the performance of
DSVH and SINR-based schemes as follows.

• Number of failed handoffs: when a handoff request
by a mobile user fails (request is denied due to
unavailability of free channels at the chosen handoff
candidate) the user is disconnected. Such disconnec-
tions are intolerable in cellular networks. In fact,
users prefer networks with lower bandwidth if they
are more reliable (i.e., have lower disconnection
probability) [6].

• Number of handoffs: Reducing the number of hand-
offs is generally preferred as frequent handoffs affect
the network’s throughput and reduce QoS [6].
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Figure 3. Comparison of the number of failed handoffs by DSVHand SINR-based schemes under various settings.

The simulation results presented in Figures 3 show the
number of failed handoffs for both the DSVH and the
SINR-based schemes under different settings. From these
figures, we can clearly see that the DSVH outperforms
the SINR-based algorithm in every setting.

In Figures 3(a) and 3(c), we test both schemes under the
two mobility models discussed in Section III-B. The av-
erage improvement of DSVH over SINR-based under the
RWPCP model is 31%, whereas the average improvement
under the RWP model is 27%. This is due to the fact that
the multiple direction changes allowed by the RWPCP
model give more advantage to the DSVH since it uses
a more involved algorithm for picking the best handoff
candidate (see Figure 4 and the discussion associated with
it). From these results, we predict that if we were to take
a more realistic mobility model, the improvement ratio
is likely to be higher. We are currently investigating this
conjecture and the results will be part of our future work.

There are many insights related to why our proposed
scheme, DSVH, outperforms the SINR-based scheme.
Figure 4 depicts one such scenario. In the figure, when

the user (or the Mobile Terminal (MT)) reaches the first
handoff point (the red point). The SINR-based scheme
will handoff to the BS that has the best SINR value,
which is BS3. Moreover, as the MT moves towards its
destination, it reaches the second handoff point (the green
point), and a second handoff takes place. The SINR-based
scheme will handoff to the BS with the best SINR value
which isBS2. On the other hand, the DSVH scheme will
behave differently. When the MT reaches the first handoff
point (the red point), the DSVH scheme will nominate
the access devices that reside in the cone of the MT’s
movement direction. So, onlyBS2 will be an option for
handoff and the MT will handoff to it. When the MT
reaches the green point, the RSS value ofBS2 will not
drop under the threshold and a second handoff will not
take place. Informally speaking, since the coverage region
in which the MT spends the longest period of time is the
one closest to its movement direction, DSVH’s selection
will reduce the number of unnecessary handoffs.

As for why DSVH causes a smaller number of dis-
connections compared to the SINR-based scheme, it can
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Figure 4. Example of when DSVH is better than SINR-based scheme.

be justified as follows. Consider the central region of the
network and the set of BSs/APs within it. While passing
through this region, the SINR-based scheme will prefer
these BSs/APs due to their physical proximity to the MT.
Thus, most of the MTs passing through this region will
try to connect to the same small set of BSs/APs causing
a high probability of disconnection. On the other hand,
these BSs/APs may not necessarily be the closest to the
movement trajectories for many MTs, and hence, DSVH
will have no reason to give them any preference over the
other BSs/APs. This will lead to a more balanced load
distribution and lower probability of disconnection.

Figures 3(b) and 3(d) show that DSVH is better when
decreasing the area to4000 × 4000 m. The average
improvements in Figures 3(b) and 3(d) are 31% and
34%, respectively. This is mainly due to the fact that
reducing the area affects both the density of the network
and the mobility of the users (in the sense that the users
will have more frequent movement changes). This also
means that the set of handoff candidates will be larger
and the SINR-based scheme will choose the candidate
with the best SINR value which is more likely to be out
of the MT’s movement direction. On the other hand, the
DSVH scheme will have an advantage since it chooses the
handoff candidate that is closest to the line of movement
and thus requires a smaller number of handoffs (see
Figure 4).

Until now, we have been using a network topology with
the fixed BS/AP locations depicted in the left side of Fig-
ure 2. Note that the BSs are placed on a triangular grid and
the APs are placed in the middle of the overlap regions
of the coverage areas of the BSs. Such placement is in
favor of the SINR-based scheme. In Figure 5(a), we use a
uniform distribution of the BSs/APs. The results show that
under such distribution, the average improvement gain of
DSVH over the SINR-based is about 39%. Now, if we
increase the number of BSs/APs (see Figure 5(b)), the
average improvement gain jumps to 46%.

The plots in Figure 6 show how the number of
handoffs is affected by the increase in the number of

users under the various scenarios discussed above. Similar
trends appear in these plots as in the ones of Figure 3;
however the improvement ratios are smaller. Note that
throughout Figures 6, where we consider a fixed topology,
the improvement ratio is around 13%. However, when
we consider uniform distributions of the BSs/APs (Fig-
ure 7(a)), the improvement ratio rises to 15%. Moreover,
when the number of BSs/APs is increased to 10 and 15,
respectively, the improvement ratio jumps to 18% (see
Figure 7(b)).

VI. CONCLUSION AND FUTURE WORK

In this work, we propose a new vertical handoff scheme
based on the direction of the user’s movement. Through
extensive simulations, we show that the proposed scheme,
DSVH, outperforms the SINR-based scheme, which is
known to be better than other schemes [6], in terms of
the number of failed handoffs. We also show that DSVH
reduce the number of unnecessary handoffs.

In the future, we plan to use the user’s movement
history to predict its trajectory. This should enable the
handoff algorithm to make better decisions especially
when dealing with cases where the user keeps changing
its movement direction drastically in a zig-zag fashion.
Moreover, we are planning to use more realistic mobility
models as well as network topologies taken from real
locations of BSs/APs.
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Figure 5. Comparison of the number of failed handoffs by DSVHand SINR-based schemes in random topologies with differentdensities.
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Figure 6. Comparison of the number of handoffs by DSVH and SINR-based schemes under various settings.
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APPENDIX

We now discuss the details of Step 2. Specifically, we
are discussing how can we decide whether an access
technology device resides in the cone (as shown in
Figure 2) or not. We will show this for only one case
(the one depicted in Figure 8) since it is easy to generalize
this to all other cases. In the figures, the current position
of the MT is the pointA with coordinates(xA, yA).
m is the length of lineAB which is equal to the base
station coverage distance. The pointB coordinates can be
computed as(xB, yB) = (xA, yA + m). Sinceθ = 30◦

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 3, AUGUST 2013 285

©2013 ACADEMY PUBLISHER



30

60

30

60

A

B C

BS1

BS2

m

Figure 8. Movement direction cone determination.

(as mentioned above) we can usetan θ = BC
m

= 0.577 to
getBC = 0.577m. Thus, the coordinates for pointC are
(xC , yC) = (xA + BC, yA + m). Now, the slope of the
line AC is SlopeAC = yC−yA

xC−xA
. Since the coordinates of

each access technology devicei are known,(xi, yi), we
can compute the slope of the lineAi and if |SlopeAC| <
|SlopeAi|, theni resides outside the cone (seeBS2 in the
figure). Otherwise,i resides inside the cone (seeBS1 in
the figure).
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Abstract—During users visiting a Web Server Access, data 

is stored. This information can be used broadly. Using this 

information we can obtain users' preferences and use them 

to personalize Web pages. Web mining is a new discussion 

that has been proposed to manage the web pages. In fact 

Web mining is the application of data mining techniques to 

discover patterns of user interests is the Data Web. In this 

article we provide a structure for web mining. 

 

Index Terms—Web Mining, Personalization of Web pages, 

Recommendation systems, Comprehensive site. 
 

I. INTRODUCTION 

Today, the Web's global environment is the largest 

source of human information [4]. Currently, more than 

124 million domains registered in cyberspace [5]. And 

every day the amount of domains increases. Despite the 

exponential growth speed, reading and understanding the 

information content remains constant [6]. Thus, we need 

automated tools and methods that can help to increase the 

speed, and allow users to access information on their 

favorite [1, 2, and 7]. One of these methods is called Web 

Mining. 

In many resources Web exploration is defined as "the 

usage of data mining techniques for extracting 

information from the Web" [8 and 9]. One of Web 

exploration sub fields is web mining. Web mining is the 

application of data mining techniques to discover patterns 

of user interests from the Web Data [8 and 10]  

One of the Web mining applications is the context of 

"Personalization of Web pages". For example, by 

comparing user's navigation patterns extracted from the 

log files the behavior of the user is predicted in real time 

[11]. One of the applications of this technique to real 

systems is recommendation systems. These systems are a 

specific type of information filtering systems, which 

recommend various items. (Such as movies, music, books, 

web pages, etc.) [12]. 

Nowadays the recommendation system is an 

important part of the user associated with web 

applications. E-commerce recommendation system is 

now proven that it can be effective in increasing profits 

and attract customers. [1, 2, 3 and 13]. In this article we 

propose a Web site structure (an online store), which is 

able to comply with the user and is customized for every 

user. 

II. RELATED WORKS 

In the field of web pages personalization, there are 

many algorithms and structures. Below are some 

examples of works. 

Fabian Abel et al in Article [14] have provided a 

recommendation system based on a special Forums rule. 

SHEN Hui-Zhang presented a model of personalized web 

pages for web mining with hidden Markov model and 

dynamic clustering in Article [4]. 

In Article [15] Daniel Mican implemented a 

recommendation system called the WRS. Although the 

system has strengths as finding rules about less used 

pages and minor dependency between recommendation 

time and the number of saved records, but the important 

thing that should be noted is the lack of proper 

recommendations to users, especially when the 

information is not enough. 

In Article [16] Minghao Lu, introduced structure that 

can evaluate the activities of the user (dynamic 

information), and also can scan profiles of the web site or 

Web site content. Thus its accuracy is higher than other 

structures, but this structures disadvantage is that it is 

slow. In this structure too much time spent that it depends 

on processing algorithm is used for Web Mining. 

Qingtian Han and others in [17] has been set general 

view of a web mining algorithm for e-commerce website, 
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this algorithm is simple and can be implemented in a 

conventional website. It is also a strong point and a weak 

point for it. 

Our proposed structure is highly flexible. Simplified 

version of the structure can be used in small Store, and on 

the other hand, this structure can be implemented in big 

shops that have many users and products  

The only difference is the algorithms used for 

grouping elements and some details. 

III. BASIC CONCEPTS 

A. Types of Personalization Web Pages 

There are three general ways to personalize web 

pages of architecture and algorithms view [19]: 

1. Rule based personalization systems on the  

2. Content based personalization systems  

3. Complex personalization systems  

In the rule based personalization systems, site 

administrators define rules, according to these rules users 

classify and their web will personalize [20]. The main 

drawback of this system is the constant information. This 

means that users must specify their interests and be 

entered into a bunch of rules. This may cause false 

information [21]. 

In content based personalization systems, for each 

user one user identifier ID exist that contains a 

description of the goods or items that the user already has 

expressed interest [19]. In fact, the system uses the ID 

and the similarity of the goods with user’s interest, and 

other commodities of interest to the user can be predicted. 

Some limitation of this system is that it has bad 

performance when enough data don’t exist [22]. In 

complex Personalization systems, there is an attempt to 

solve some problems in the previous two systems. 

This system focuses the same users and their choice 

will be examined and According to the choices and the 

user's interest in a certain score is assigned to each 

product [23]. KNN classifier is used for finding same 

users. For more information about this algorithm see [24]. 

B. Sources of Used Information 

Information on the Server side 

The first source for personalizing user’s web pages is 

Access Logs on the server. When users visit a Web 

Server access data are stored in a file named Access Logs 

[25]. An example of this file is shown in Figure 1. As you 

can see this file stores any request to the server with the 

IP address of the requesting user, restored data and its 

date [26]. However there are three flaws in this 

information. First, per opening each page of a website ten 

lines of information in this file may be stored. 

Second, the IP number might be used by several 

people, also some ISP, allocate different IP, for each user 

request in a session. 

And third, it is possible some requests respond from 

the browser cache or proxy server these requests are not 

stored in the access logs file [18]. 

 

Figure 1. A sample of access log file 

Other types of server-side information are 

information that can be obtained during user registration. 

This information will be stored on a server, then it can be 

used to personalize the content and structure of the 

website [21]. 

Information on proxy side 

A proxy server is a server that plays role of 

intermediary between the user (or organization) and the 

Internet. This will increase the security of organization. A 

proxy has ability to add security controls and cache 

services [27]. The proxy servers like common file servers 

Sent requests is stored in Access Logs [28], thus it can be 

used as the source of this information to personalize web 

pages. 

Client side information 

One of the information that is stored on the client 

computer and its browser is cookie. This cookie is a text 

that can be used for verifying the server settings storage, 

Contents of card, current session ID in server or other 

data that can be saved [29]. On the client side (with the 

user's knowledge) applications can be installed that 

evaluate user performance and send data to the server to 

be used to personalize web pages. 

288 JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 3, AUGUST 2013

©2013 ACADEMY PUBLISHER



 

Or capabilities of Java Applet can be used in to run a 

server application on the client computer (using Java 

Virtual Machine) [30]. 

Steps of web pages personalization 

In the most of references of web personalization 

three steps listed, which is described below [21, 31 and 

32] since much time is needed for the first two steps they 

are done offline [15]. 

Preparation data (data gathering) 

At this step, data is collected and some refining is 

done on it. For example, broken Data in Access Logs 

files are deleted [32]. 

Exploring data 

At this step data mining techniques (such as 

clustering, classification, and return [33] are used to 

explore the relationships between pages, users, and also 

pattern on the using Web [21]. 

Decision making 

This step uses the results obtained in the previous 

step, and personalizes the pages according to user's 

requirements and interests. This phase is performed 

online, i.e. when the user visits the website this step will 

be implemented and the results are shown to the user [31]. 

IV. WEBSITE STRUCTURE 

The proposed structure, is intended for an online 

store. This store is provided with various products. There 

are also banners on the pages for advertising and also it 

can send comments and recommendations to the system 

user by email. In this website, we have used a mixed 

personalization system and there is no need to Access 

Logs file, rather after user identification visited page’s 

information is stored in the database. (Excessive requests 

to the database can be avoided with storing the data in a 

temporary interface.) This information is stored in the 

user’s last five sessions. The overall structure of the 

website is shown in figure 2. This structure will be 

described in the next sections. 
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Figure 2. Structure of store 

A. Client apply and Identification 

For each request that website receive, first the 

customer must be identified. 

This website’s customers can register on the website in 

order to make it easier to personalize web pages. 

However, customers who do not register are identified 

with the IP address. Of course, for some not registered 

customers the conventional and non-Personalized screen 
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is displayed, this includes the people that connected via 

proxy and don’t have IP or they are machine. (Such as 

search engines or other reptiles). In the structure, the 

"filtering" is considered. to identify these people. For 

these people, a message is displayed on all pages and they 

will be invited to register. During registration the user 

may be asked, 'If you want to choose the best product 

which one you choose? “After selecting one of the 

products by the user it is stored in the database to be used 

later for personalization. Description of this process will 

be explained further. Also, during registration the user 

will be asked whether he/she want to receive E-Mail via 

the Web site or not. If he/she is interested, this is recorded 

in the database to introduce products purchased by 

similar users to him/her by E-Mail. 

On entrance the client a session ID assigned to him so 

that his activity is recognized in a session. After 

registering customers are detected via cookies in browser 

and consequently the Customer's previous visits can be 

accessed via the database. 

B.  Database 

In the database, all customers, products, 

advertisements, and pages information can be saved. This 

information is used to personalize pages. Tables stored in 

the database are shown in figure 3. 

 

 

Figure 3. Tables of E-Shop’s data base 

Each customer is related to a particular category that 

by the "customer category” is determined. Purchased 

products ID, favorite product ID and clicked 

advertisements ID for each user is stored. For the last five 

sessions of a client the list of viewed pages are stored. (In 

the 5 last sessions column) Suppose web site have m page 

that named url1 to urlm respectively, then the data field 

(named U) is an m-bit number that: 

   {
                                          

                                      
                                       Formula (1) 

The client settings (whether to receive emails or not) 

is stored in the field "Customer setting". Last email date 

is saved in the field “last email date for Introduced 

products ID" and the list of introduced product is stored 

in the field “Purchased products ID". Customer table’s 

fields that have multi-valued attributes are stored in 

another table. 

C.  Classification of Customers, Products, Pages and 

Advancements 
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The "Costumer Category", "product category", 

"Pages Category" and "advertisements Category" are 

Classifiers of the items. This work is done offline, within 

a predetermined time. Overall three matrices are required 

for the Classifications, which is presented in the 

following: 

 

Products matrix: 

      {

                                            
                                        

                          
                   

                              Formula (2) 

Pages matrix: 

     {
                                           

                                       
                                    Formula (3) 

Advertisements matrix: 

     {
                                                     

                                                 
              Formula (4) 

These matrices can be easily made from the data in 

the database. After the construction the matrices, for 

advertisements, pages, and products classification it is 

sufficient that classify column A, U and P of matrix them 

according to their similarity. For classification, KNN 

algorithm can be used or simply first select an item and 

then verify other elements similarity to it. 

   (                 )  
∑                                  
               
   

               
                     Formula (5) 

    (         )  
∑               
               
   

               
                                                            Formula (6) 

   (                             )  
∑               

               
   

               
                Formula (7) 

In the Above statement the "and" operator is a 

logical operator that returns one only if the two inputs are 

non-zero. "not" operator, converts the zero input to one 

and one input to zero, "or" operator returns a 1 when one 

of its inputs is non-zero. 

Then order items at the similarity degree (descending) 

and put √                  of the elements in the 

set of selected elements and so we continue to 

√                classes are achieved that each has 

√                members. 

For customers classification all of the three matrices 

are required, it is better to amend the three matrices and 

build a unique matrix so that the significance of columns 

of the matrix be considered. Unique matrix is obtained 

from equation 1 formula. (Multiplied by 2 have been 

added for significance of the products purchased by the 

customer in relation to other items.) 

  

 

 

 

 

 

 

Figure 4. Equivalent matrices mixed up 

 

 

Cij=    

Pij             j ≤ number of products 

Pij- number of products        (number of products) < j ≤ (number of products) *2  

Uij- (number of products*2)             (number of products) *2 < j ≤ (number of products) *2 

+ number of urls 

Aij- (number of products*2 + number of ruls)       (number of products) *2 + number of ruls < j 

≤                   (number of products) *2 + number of urls + number of 

advertisements 
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After that matrix acquired customers can be 

classified using KNN algorithm or use this formula to 

determine the degree of similarity between users: 

                                                                   

   (                   )    
∑ ((     (             ) (     (             )))  )  
     
   

     
  

∑    (          )
     
    

     
                                                                                          

At this time, the same method can be used to classify 

customers. 

In this way we divided customers, products, advertising, 

and web pages into similar categories. Now, the results 

are stored in the database. 

D.  Application Analysis, and Display of the Customer 

Personalized Profile 

Each request is given to the website the customer can 

be detected by "user identification" and identified by the 

filtering is done on the client. For example, reptiles, and 

users who are connected through a proxy, by the "filter" 

are identified. 

Then the request will be determined If customer 

clicked on an advertisement, advertisement ID is stored in 

the database by customer click. If a product is bought, the 

product ID is stored database. But if the application is 

opening a page the products that have not been brought or 

pages that have not seen it should be advised to him. To 

do this we can use different strategies. 

1. Find a bunch of pages or more products that customers 

have expressed interest in it and report to him, or 

products found on those.(If there is enough information 

about this customer). 

2. Considered the customers similar to current customer 

and show the products or pages of their interest to him. 

The advertisements should be displayed at opening 

page. Suitable advertisements display can be took from 

the above ways. After the page has seen its bit on the 

database becomes one. 

Also, the "Sender E-mail" is used to send E-mail to 

users who have a request during registration. After adding 

a product to stores for introducing it via email it have to 

be bought by 30% of users of a category, then the product 

is introduced to other people in category that didn’t buy it 

and have an E-mail request.  

However, user group may be changed, in the last E-

mail date and introduced product ID for that user is stored 

in database to prevent a burst of E-mail and post 

duplicate products. 

V. EVALUATION 

Web pages personalization is mandatory is attended 

nowadays that so far many various structures have been 

provided for it. The proposed structure fixes some of the 

existing problems in other structures and provides 

accuracy and speedup together. In this structure various 

solutions provided for elements classification so that 

according to the environment of structure implementation 

balance between the accuracy and speed had been 

established. 

The provided structure in addition to the told 

advantage is developable in all of the Web application 

language (such as PHP, ASP and ...). Also, due to the fact 

that the users are detected through the register and also 

through number IP, possibility to personalize pages for 

most users is provided. for the storage of users ' sessions 

the structure suggests a method that makes so many 

information is not stored in the database (potentially 

redundant data or information redundancy can't arise) as 

well as the information stored is sufficient to personalize 

Web pages. This Web site contains a recommendation 

system and also the ability to personalize home page and 

index page of products based on user interests. 

The introduced structure due to the environment and 

database that is developed can be different in efficiency. 

But generally this structure act smarter with increasing 

the information contained in the database and has better 

results to show to the customer, but rather more work is 

done for the classification of elements. 

Using the formulas provided for classification of 

elements due to the fact that they were mostly using 

Boolean operators could improve the speed of the process. 

With regard to the evaluation saving the last 5 completed 

sessions for each user is affordable for web sites with less 

than 1000 users and close to 1000 pages. With the more 

number of users or pages, it is recommended that only the 

ID of the visited pages be saved. 

An important point is that the structure is notable, its 

a simple version of this flexibility is the structure of a 

Web shop can be used in other small girdo can be used in 

several products, users and bezrgkah stores darndniz this 

structured implementation. the only difference, is used in 

the algorithm for the category of elements. 

An important point that is notable in the structure is 

its flexibility. A simple version of this structure can be 

used in a small web shop as it can be developed in big 

stores that have several products and users. The only 

difference is in the algorithms used for the classification 

of elements.  

VI. CONCLUSION 

As mentioned above, web mining, is one of the 

branches of web browsing to uncover the user's interests. 

Uncovering these interests could have many applications, 

such as that it can be used to personalize Web pages. One 

of the reasons for the importance of personalizing Web 

pages is due to high growth in the information contained 

on the Web page that makes it hard to access the useful 

information. A successful electronic commerce Web site, 

should have a particular behavior with the oldest users 

who purchase products. In this paper, we develop a 

Formula (8) 
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structure that provides Web store a step more close to 

success. If customers have everything that they want 

available, the store sales and profit rate rise considerably.  
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Abstract—The web has met a significant growth in using 

weblogs during the recent years. According to the large 

amount of information in the weblogs, bloggers are facing 

difficulties to find blogs with similar thoughts and 

orientations and their popular information. While there is a 

vast overload of information for blogs, it necessitates having 

a blog recommender system. Collaborative filtering is a 

well-known technique in recommender systems. This 

technique extracts the relations between users and items in 

according to its neighbor’s ratings, and since users have 

rated just a small part of data, sparsity makes problems for 

collaborative filtering. This problem leads to an inaccurate 

comparison among users, and consequently it decreases the 

accuracy of collaborative filtering algorithms. The use of 

clustering technique decreases data sparsity and it improves 

system scalability. We have used clustering to recommend 

the blog while the blog have reciprocal role, and each blog is 

both as a user and as an item in the network. In this paper, 

we use graph clustering based on users’ information about 

social network and we propose blog recommendation 

framework to get recommendations. Experiments on 

ParsiBlog
1

data indicated that application of clustering 

technique with collaborative filtering is better performed 

that traditional collaborative filtering algorithms, PageRank 

and etc. A comparison between PageRank algorithm and 

clustering application showed that graph clustering in 

recommender system could makes better results in terms of 

accuracy, quickness and scalability. 

 

Index Terms—Blog networks, Collaborative filtering, 

Hybrid recommendation system, Graph clustering. 
 

I. INTRODUCTION 

 
 

During recent years, blog have changed into a 

remarkable social media on the internet that enable users 

to broadcast content on the web consisting thoughts 

completely personal or Private. Facility of blog contents 

broadcast likewise willingness for thoughts development 

is becoming to promote blogs fast and continuously 

growth. Nowadays there are hundreds of million blogs all 

over the world that still being increased quickly. A blog 

is a website consisting data entries (so-called post) having 

reverse date sequence, and is written and maintained by a 

blogger who uses a specific tool. Since each blog or blog 

entry may have links to other blogs and web pages, blog 

link structure can be considered as a social network. 

Recommender systems apply some ideas of users 

groups to help this individual efficiently to identify their 

favorite topics amongst vast options. Techniques are 

divided into three types, content-based recommender 

system, collaborative filtering recommender system and 

hybrid recommender systems [1]. Collaborative filtering 

systems provide the recommendations based on ratings 

by users set to the active user. Content-based 

recommender system uses items features (like movie 

director, actors, etc.) to get recommendations. Hybrid 

techniques generate recommendations with combining 

CF methods and content-based recommending methods. 

Methods in Collaborative filtering can be divided to 

memory-based, model-based and hybrid [6]. One of 

memory-based CF problems is that it must compute 

similarity between each user (item) with all other users 

(item) to define their neighbors. This problem is not 

working in social network or blog recommendation that 

have equal items and users and numbers of users are very 

large. To cope with traditional CF technique or memory-

based CF weak points, we applied clustering approach to 

gain more precision, speed and efficiency. Using 

clustering techniques reduce data sparsity and improve 

systems scalability because similarity computation is 

performed only for the users of the same cluster. 
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Computation of costly and complex clustering is 

performed off-line. Using clustering methods in the 

model needs to once more clustering graph and update 

the model now and then. 

Blog recommender system differs from other 

recommender systems, in several ways. First, the goal of 

recommending of product, movie, music, news, web page, 

travel and tourism for all kinds of services, electronic sale 

and even virtual community is different. It is important to 

find features of recommendation goals, whereas 

inappropriate use of recommendation may reflect 

negative effects. Second, blog recommender system is a 

provider, and in contrast with meanings, bloggers are 

dynamic and recommendation changes quickly and blog 

recommendation mechanism must be more adjustable and 

flexible than the rest. Blog are human-oriented in other 

words, blog content are highly subjective and mind-

oriented to recommend [4]. 

This paper is organized as following.  Related works 

for blog recommender system and clustering application 

in recommender systems are provided in section 2. 

Section 3 deals with blog recommendation framework in 

detail that we proposed based on clustering approach. 

Experiments evaluation and results of applied framework 

and comparison with other methods are show in section 4. 

The paper ends up in our conclusion and objectives for 

future actions. 

II. RELATED WORKS 

Because of massive content provided by the blogs, 

and since most bloggers are non-professional users with 

difficulties for finding their suitable and favorite blogs, 

blogs recommending systems have recently attracted 

researchers’ attentions. 

In some aspects, meaning of blog ranking is similar 

to blog recommendation. Abbasi et.al[8] used a 

personalized PageRank method for blog 

recommendation . Fujimura and et.al attributed some 

scores to each blog entry via weighing in based on 

authority and hub scores on the basis of eigenvector 

computations [13]. Our study is related blog 

recommender system and network clustering. 

In blog recommending systems domain, different 

studies were performed both on the basis of blogs content 

and blogs social network. In Hayes and et.al research, the 

analysis is performed on the type of suitable 

recommender strategy for blog, which in their study is 

applied tags, post subject for blog recommender system 

[9]. A blog recommendation mechanism is offered in [4] 

that combines trust model, social relation and semantic 

analysis. García etal. [3] provide a framework to connect 

data semantic to web pages links on the basis of special 

ontology. A blog recommender system that called 

iTrustU is being offered based on collaborative filtering 

and multi-facet society [15]. A personalized 

recommender system is offered in Hart et.al [14] based 

on tags. 

Clustering methods are used in several CF 

recommender systems to reduce dimensions, data sparsity 

and to increase scalability. A CF system based on k-

means clustering is applied to cope with data sparsity [17]. 

A CF proposes on the basis of iterative clustering method 

that extracts internal links of users and items [10]. In this 

model, users and items are clustered by k-means to solve 

scalability problem, one part of items are selected by 

experiencing different clustering algorithms then 

recommendation are observed separately. 

III. BLOG RECOMMENDATION FRAMEWORK 

Our proposed blog recommendation framework is 

explained in this section. We are done the steps of this 

framework on the ParsiBlog data which is one of the blog 

hosts in Persian. We produced blog directed graph based 

on the blogs that each blogger has indicated in his blog 

roll as favourite blogs. We select favourite blogs in 

Parsiblog domain. Parsiblog graph has 21305 nods and 

257316 Edges. Figure1 shows our blog recommendation 

framework consisting of two main phases; data 

preparation and model implementation. 

A.  Data Preparation 

Data preparation contains three stages: data pre-

processing, network clustering, data post-processing. 

 

 

Fig.1. This is the caption for the figure. If the caption is less than 

one line then it needs to be manually centered. 

Pre-processing 

We have omitted nodes with no outgoing links in 

network or in other words with zero out degree, because 

it’s not possible to have any recommendation for these 

nodes. 

 

Fig.2. Social Network for Parsiblog 
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Most networks consisted of strong connected 

components that have a component with too many nodes. 

To reduce data sparsity, we can select only strong 

connected components with bigger nodes numbers. In 

this work, we selected strong connected components at 

least with 10 vertices. So, in this stage the derived graph 

consists of 9065 nodes and 222216 Edges. The biggest 

strong component has 8933 nodes. Figure 2 shows the 

blogs social network. 

Network Clustering 

Clustering is very important stage in our study, 

because it determines neighbors of active user. All of the 

next computations depend on clusters. It is important to 

select suitable clustering algorithm, since using different 

clustering techniques will have different results, and 

using a specific clustering algorithm may even decrease 

recommendations precision. 

Cluster is a collection of data object that the members 

of the same cluster are similar and differ from other 

cluster members. Clustering methods are divided into 

three groups: partitioning method, density-based methods 

and hierarchical methods [7]. Term of cluster in graph is 

also called community in some papers. Today one of the 

main network subjects being mostly noticed and studied 

is communities’ structure in network, and its goal is 

collecting vertices in to groups; so these groups will have 

larger density of edges inside the groups among the 

others. There are different algorithms to find such 

communities. During recent years, new algorithms are 

proposed. Newman and Girvan proposed an algorithm 

using Edge Betweenness as a metric to identify 

communities’ boundaries [5]. The algorithm complexity 

is O(m3) on sparse graphs, while regarding available 

hardware. It limits the algorithm application to the 

networks having at least thousands of nodes.  

We have used FastGreedy algorithm proposed by 

Claust et.al [13]. Algorithm complexity in the worst case 

is O(mdlog n) that d indicates depth of dendrogram, and 

m shows number of edges and n show number of vertices 

in the network. But algorithm complexity is O(nlog2n) 

for sparse graphs. Since most blog networks are sparse 

graphs so algorithm will be performed in linear time. 

  ∑        
  

 
                         (1) 

   ∑       
 
                                (2) 

 

With    consists of edges that connect vertices of 

community i to vertices of community j and q show 

number of clusters.     consists of edges that connect 

nodes of cluster i to each other. This algorithm is a 

greedy implementation of hierarchical clustering 

algorithm. Algorithm consist of finding changes in q 

magnitude which is obtained merging each couple of 

communities and selecting the biggest one and at last 

doing the related mergence. Empirically, modularity 

more than 0.3 is a good index for suitable community 

structure in a network [2]. 

 We have used igraph package [11] in R open source 

software for clustering implementation. We identified 

192 clusters in Parsiblog graph and modularity amount 

was 0.372. 

Post processing 

This stage consists of clusters refinement to increase 

model accuracy. In this stage we have identified clusters 

with very few members as an outlier and omitted them. 

We selected clusters at least with 50 members. 

Having done such operations on the clusters, clusters 

number declined in to 6 and there were 8435 nodes in the 

network. Table 1 shows the general information about 

features of primary blog graph, blog graph after pre-

processing and after post- processing to be compared. 

With comparing network features, we can see that 

number of graph edges in each stage have not any 

remarkable reduction, but density, clustering coefficient, 

graph degree are increased. Figure 3 shows the 

distribution of clusters size (magnitude) and distribution 

of strong components size. 

 

TABLE1.  

 THIS IS THE CAPTION FOR THE TABLE. IF THE CAPTION IS LESS THAN ONE LINE THEN IT IS CENTERED. LONG CAPTIONS ARE 

JUSTIFIED TO THE TABLE WIDTH MANUALLY. 

 Vertices# Edge # Degree Avg. Density Clustering 

Coefficient 

Initial Network 21305 257316 24.1554 0.0005669 0.31747 

Pre-Processing 

Network 

9065 222216 49.0272 0.0027042 0.37995 

Post-Processing 

Network 

8435 218207 51.7384 0.0030669 0.37663 
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Fig.3. Strong component and cluster size distribution in Parsiblog 

 

B. Model Implementation 

Model implementation consists of two steps; model 

construction and generate recommendations. To 

implementation the model, one must convert data set to 

an adjacency matrix based on directed graph of blogs 

relations. 

       {
                 
      

                (3) 

We used blogs link (blog roll) as the bloggers’ 

favorite items rating, in this paper. So item-blog matrix is 

a asymmetric, square and binary one in which number of 

users and items are equal, and each blogger is an item and 

also a user. Each blog external links list shows the items 

preferred by blogger. Adjacency matrix in Parsiblog 

network has 8435 rows and 8435 columns. 

Model construction 

Development and design of models such as machine 

learning and data mining algorithms provides the system 

with learning opportunity to identify complex patterns 

based on train data, and then create intelligence 

recommendation for test data or real world data which is 

based on learner’s models. In model construction, we 

predict a class to which each blogger belongs.  

To construct the model, we divided adjacency matrix 

or data set into 70% train data obtained in the graph to 

classify 6 main clusters. We used C5 algorithm in 

Clementine software for classification. Accuracy of train 

data set was 81.03%. Test data set will be used for 

efficiency evaluation and accuracy of recommender 

system. Mean accuracy of test data was 79.60% after 

repeated practices. 

Generate recommends 

Generating recommend actions can be done in 

personalized and non-personalized format. 

 In non-personalized recommendations, some cases 

are recommended to the blog regardless of his 

characteristics that the most famous method is on the 

basis of ranking. Generally, there are three suitable 

approaches (input degree, HITS, PageRank) to rank 

nodes on the network. For each blogger regarding the 

cluster to which he/she belongs, we recommend the blog 

the k-Top highest rank node (blog) in that cluster.  

In personalized, it’s better to use personalized 

information to recommend the user. One of most well-

known personalized recommending methods is 

collaborative filtering. We recommend each blog 

regarding the cluster to which he/she belongs an N-Top 

recommendation by collaborative filtering. The 

advantage of this method to traditional CF is that there is 

no need to compute active user similarity with the whole 

network users, and computing the users’ similarity of the 

same cluster is enough.  

We used PageRank algorithm to generate non-

personalized recommendation and we also used 

collaborative filtering algorithm on the basis of a 

memory-based collaborative filtering method. In this 

method, we use cosine similarity standard to compute 

similarity. At the end of this section, Page Rank 

algorithm and collaborative filtering method based on 

neighborhood as our experiments basics is introduced. 

We named get of non-personalized recommendation as 

clustPR and get of personalized recommendation as 

clustCF. 

PageRank algorithm: This algorithm is the most well-

known link analysis algorithm offered in 1998 and it was 
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applied in Google search engine [12]. Assigning weight 

to each page, the algorithm sorts out search results based 

on the weight. Suppose that a random walker is searching 

through the created graph by Internet pages.  Entering 

each site, the walker selects each of outgoing links with 

equal probability.  

So, different pages with different weight would be 

seen. The main and valid page in PageRank is the one to 

which other valid and important pages offered link. This 

criterion indicates the popularity of each page through the 

whole graph, and it can be defined recursively as follows: 

            
   

 
  ∑

           

                
     (4) 

P is damping factor that in most cases it equals 0.85. 

  is a set of all pages linked to page u and outdegree(v) 

shows the whole output pages of v.  

Memory-based collaborative filtering: Memory-based 

CF algorithms use all or a sample of user-item data to 

create a prediction. Each user is a part of a group of 

individual with similar interests.  Priorities predications 

in new items are produced for the blogger by determining 

what a new user’s neighbor is nominated [6]. 

Neighborhood-based CF algorithm [16] is a memory-

based CF algorithm, containing below stages:  

Computing similarity or weight      between active 

user/item i and active user/item j. Neighborhood 

formation: selecting K item/user having most similarities 

with active item/user. Offering N-Top recommendation 

by weighed-in average neighbors’ item/user is obtained. 

There are different methods for similarity or weight 

computation between users and items such as Pearson 

Correlation, cosine similarity, etc. 

IV. EXPERIMENTAL EVALUATION 

To evaluate clustCF and clustPR, we compare them 

with PageRank algorithm and traditional collaborative 

filtering algorithm. 

 

A. Data Set 

Evaluation is applied on data set of Parsiblog graph. 

Construct of Parsiblog graph described in pre-processing 

in section 3. Pre-processing data are used for PageRank 

algorithm and Traditional CF algorithm, Post-processing 

data is used for clustCF method and clustPR method that 

we propose in generate recommends in section 3. 

ClustCF is for personalized recommends and ClustPR is 

for non-personalized recommends. 

B. Evaluation Metrics 

To evaluate our offered framework; we applied recall 

and precision metric which were defined in information 

retrieval. These metrics are defined in blogs as follows: 

           
|                                 |

|                 |
  (5) 

       
|                                 |

|               |
         (6) 

C. Experimental Results 

To perform such an evaluation, we selected 1000 

nodes randomly in PR methods and traditional 

collaborative filtering (CF), and we computed recall and 

precision average. We obtained 20-Top recommendations 

for each user of this candidate set in CF algorithm, and 

we computed average for recall and precision.  

 

Fig.4. Comparison of algorithms (precision and recall) 

We computed recall and precision average for 10 test 

data set in clustPR and clustCF methods, and then we 

computed total average for recall and precision. Figure 4 

shows average of recall and precision for four algorithms. 

Results indicate that clustPR as a non-personalized 

recommendation increases precision but recall decrease 

because of network clustering. ClustPRcan increase 

precision but this amount is less than personalized 

recommendation methods.  

In clustCF method, amounts of precision are larger 

than traditional CF method but its amount is not big and 

recall is smaller because of network clustering. 

V. CONCLUSION AND FUTURE WORKS 

In this paper, we offered a blog recommendation 

framework that makes use of clustering approach to 

generate recommendation. A complex clustering network 

was used on blogs social network to find similar users 

group. Then we used neighborhood-based CF algorithm 

to generate recommendation in each cluster. We tried our 

experiments on the real world data set. We also did it for 

non-personalized recommendations to demonstrate that 

our framework with clustering approach increases 

accuracy for recommendations.  

In future works, we intend to recommend a 

framework that can assign bloggers into several clusters 

(overlapping cluster). Overlapping clusters can depict real 

world conditions that bloggers participate in different 

communities. To do that, we intend to assign bloggers 

into several clusters with combining blog social network 

data and content-based recommender systems. In this 

study, we also used blogs links (blog roll) as an item-user 

rating matrix that is a binary matrix. In future studies, we 
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are going to consider the other links such as post-to-post, 

comment-to-post, and then combining them and 

obtaining the strength of blog relationship, we will 

compare the results by using non-binary matrix.  
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Abstract—Many tropical disease incidences, such as leprosy, 

elephantiasis, malaria, dengue fever, are reported in online 

news portals. Online news portals are valuable data sources 

for creating a tropical disease repository if the information 

such as the location of the incidence, date of occurrence, and 

the number of victims can be automatically extracted from 

news articles. This paper describes approaches to extract 

that information from the Web. We introduce a rule-based 

algorithm to identify and extract the locations of the 

incidence and use Support Vector Machine (SVM) to 

determine the sentences containing the date of occurrence 

and the number of victims. Our experiments show that, the 

accuracy of the rule-based algorithm to identify the location 

entities is 99.8%, while the accuracy of the classifier to 

determine the sentences that contain one or more places of 

the incidence is 82%. The accuracy of SVM classifiers to 

classify the sentences that contain the date of occurrence and 

the number of victims are 96.41% and 93.38%, respectively. 

 
Index Terms—Entity Extraction from the Web, Support 

Vector Machine, Classification  

I. INTRODUCTION 

Many tropical disease cases in Indonesia such as 

lymphatic filariasis, dengue fever, leprosy and malaria are 

reported every year. Between 2000 and 2009, a total of 

11,914 chronic lymphatic filariasis cases have been 

reported nationally [1]. More than 17 provinces are 

reported to have malaria transmission with average 

transmission rate across the country around 5:1,000 

population per annum [2]. Kompas online, one of the 

national Indonesian online newspapers headquartered in 

Jakarta, wrote that about 14,016 people were infected by 

mycobacterium leprae in 2001 and increased to 19,695 

people (40.52%) in 2005 [3].  

Due to the proliferation of internet technology, a large 

number of online news portals report the tropical disease 

incidence in Indonesia. If a keyword kasus demam 

berdarah (dengue fever cases) is searched on google.co.id, 

about 1,120,000 relevant results were returned.  

Web pages, written in hypertext format and in a loosely 

structured text, are great sources of information in the 

modern age of internet-based technology today. Anyone 

can create web pages, and therefore, the size of the Web 

continues to grow. According to worldwidewebsize.com, 

the total number of web pages indexed by Google in June 

2013 has reached approximately 47 billion pages [4]. A 

large number of web pages are being added to the Web 

every day, and thus, classifying web pages into interesting 

categories is an essential step and it is often treated as an 

initial step of mining the Web [5]. 

Classifying a large numbers of web pages into 

interesting classes is the goal of web classification. Web 

classification has been studied extensively and many 

research works in this field have been done, such as 

classifying web pages without negative examples which 

eliminates the requirement to manually collect negative 

training samples that tends to be biased [5], evaluating the 

capabilities of Bayesian algorithm for web classification 

and comparing its performance for both binary and 

multi-classification [6], surveying prominent web page 

classification methods [7], building SVM web classifiers 

and selecting web features [8], and learning to classify 

tropical disease web pages in a large Indonesian web 

documents [9].  

To the best of our knowledge, this paper represents the 

first attempt to automatically recognize the locations 

where the tropical disease outbreaks occurred from 

Indonesian web pages and to identify the sentences that 

contain the occurrence date and the number of victims. We 

introduce a rule-based algorithm that incorporates 

morphological and contextual components as listed in 

Table 1 and a database of places [10] to recognize the 

location entities in the sentences, and then, use SVM 

classifier to classify the sentences and to determine which 

of those sentences contain the places where the tropical 

disease incidence occurred. We also build SVM models to 

identify the sentences that have occurrence date or the 

number of victims, or both. Previously classified web 

pages, described in [9], were used as the data source. A 
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large number of sentences in the web pages were observed 

and manually annotated. The sentences that have the 

occurrence date or the number of victims, or both were 

labeled {+1}, and those that have no occurrence 

information or the number of victims were labeled {-1}. 

We took a portion of those labeled datasets for the training 

set to build SVM classifier and took the rest of the portion 

for the testing set. In summary, our contributions are 

twofold: 

1. We introduced a rule-based approach to identify the 

place entities in the sentences and built an SVM 

classifier [11] to identify which of the sentences contain 

the place entities of tropical disease incidence.  

2. We built SVM classifiers and selected the best 

classifiers to determine the sentences that contain the 

occurrence date and to identify the number of victims. 

3. We organized the extracted entities and sentences into 

Keyhole Markup Language (KML) format and 

integrated them into Google Earth application. 

The paper is organized as follows: Section 2 discusses 

related work. Section 3 describes the proposed 

approaches, including the contextual and morphological 

components, the methodology to remove the conflicting 

words in dictionaries, the construction of features, and the 

evaluation metrics to measure the accuracy of the SVM 

classifiers. Section 4 reports the results, and finally, 

Section 5 concludes our discussion of the automatic 

extraction of place entities and targeted sentences. 

II. RELATED WORK 

Research on named entity recognition (NER) that aims 

at recognizing person, place, organization, time, and 

numerical expressions from text corpus has become an 

interesting study since the last two decades. Zhao [12] 

proposed a Hierarchical Hidden Markov Model to 

automatically identify product named entity in Chinese 

text. The entity was constructed using word forms and 

part-of-speech (POS) features. The findings concluded 

that the proposed methods outperformed the cascaded 

maximum entropy model and worked well for electronic 

and cell phone products. Sari et al. [13] used 

part-of-speech (POS) and syntactical structure, combined 

with semi-supervised learning method, to recognize and 

categorize named entity. They used Natural Language 

Processing (NLP) software to produce syntactic structure 

and used Stanford tagger to get POS tags of the sentences. 

They introduced a new method to automatically extract the 

date and location patterns from the sentences which have 

been labeled as prepositional phrase and from the 

sentences which have not been labeled by the tagger as 

prepositional phrase. They claimed that the performance 

of their proposed NER system is in the range of 50-70%. 

Chanlekha [14] proposed a methodology to recover the 

most specific location where the outbreak of infectious 

disease occurred. They incorporated various features for 

recognizing spatial attributes into the models and trained 

the models using machine learning techniques such as 

Conditional Random Fields (CFP), SVM, and Decision 

Tree. In that work, Chanlekha considered events as the 

expression of phrases or grammatical constituents. The 

drawback of Chanlekha’s approach is that the expression 

of phrases must be entirely defined to ensure that all 

events reported in the news articles can be recovered. 

While research on named entity recognition of location 

has been intensively studied in English domain, far less 

attention has been paid to NER of location in Indonesian 

domain. This paper represents the first attempt to 

automatically recognize the locations where the tropical 

disease outbreaks occurred and to identify the sentences 

that contain the occurrence date and the number of 

victims. 

III. PROPOSED APPROACHES 

We propose the following approaches: 1) A rule-based 

approach to identify whether place entities are found in 

sentences by incorporating contextual and morphological 

components, and a database of places. The sentences that 

contain place entities, then, are classified using SVM 

classifier to ensure that the place entities are the locations 

where the tropical disease occurred. If the classifier 

categorizes a sentence as {+1}, then the place entities are 

extracted; 2) Develop SVM models to categorize 

sentences containing the date and the number of victims of 

tropical disease incidence; and 3) Organize the extracted 

entities into KML to integrate them into Google Earth 

application. We will discuss the proposed approaches in 

the following sections. 

 

A. Contextual and Morphological Components 

Contextual is a reference component that forms a place 

entity or negates it. In a sentence, contextual component is 

commonly written adjacent to a place entity that can be a 

single-word term, a two-word term, or a three-word term 

positioned consecutively. 

Morphology is a major component in the grammar and 

it is primarily concerned with the rules of the word 

formation [15]. For place entities, the words are formally 

written in title case or uppercase, e.g. Bali or BALI. For 

date entities, they are usually written as a combination of 

digits and strings in specific formats such as dd/dd/dddd, 

dd-dd-dddd, dd/dd/dd, dd-dd-dd, d name-of-month dddd, 

and several other forms. The morphology for the number 

of victims is formally written as a combination of digits 

and contextual words, such as the word korban (victim) or 

meninggal (dead).  

Contextual components such as location prefix (LPRE) 

[16], popular town (PT), sign of location (SILO), 

preposition followed by a location (LOPP), and sign of 

address (SIAD) help us identify a place entity in a 

sentence, whereas location leader (LLDR) assists us that 

after the LLDR, the following phrase must not be a place 

entity. It is a place where the leader leads, instead. Table 1 

lists the contextual components for place entity. Let’s 
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discuss a few examples: 

Wabah malaria terjadi di Kota Jakarta Utara 

(Malaria outbreaks in the City of North Jakarta) 

 The word Kota (City) in that sentence is a location 

prefix, labeled as LPRE in Table 1. LPRE is a contextual 

component that gives us a clue that the next adjacent 

words, Jakarta Utara, written in title case, positioned 

consecutively, found in the database of zip codes, and 

morphologically true for a location is a place entity. 

TABLE 1 

CONTEXTUAL COMPONENTS FOR PLACE ENTITY 

 

Label Description Examples 

LPRE Location 

prefix 

Kota (city), desa (village), 

wilayah (region), … 

LLDR Location 

leader 

Gubernur (governor), 

walikota (mayor), …  

GOAG Government 

agency 

Polda (police), pemda 

(state government), … 

LOGA Leader of a 

government 

agency 

Kapolda (chief of a state 

police), kepala (head of a 

unit), … 

PT Popular town Jakarta, Denpasar, 

Surabaya, Banda Aceh, ... 

LOPP Preposition  

followed by a 

location 

Di (at), dari (from), … 

SILO Sign of 

location 

Lokasi (location), 

kawasan (region), … 

SIAD Sign of 

address 

Jl, jln, jalan (street), … 

PEOP Public place Hotel, taman (park), 

gedung (building), … 

RELO Religious 

location 

Mesjid (mosque), wihara 

(temple), … 

DAY Name of day Senin (Monday), Selasa 

(Tuesday), … 

MONT

H 

Name of 

month 

Januari (January), Maret 

(March), … 

OPRE Organization 

prefix 

Universitas (university), 

institut (institute), ... 

OPOS Position in an 

organization 

Direktur (director), rektor 

(rector), … 

APRO Abbreviation 

of a province 

Sumut (North Sumatera), 

Jatim (East Java), … 

  

Gubernur Aceh memberikan bantuan kepada para korban 

deman berdarah 

(Governor of Aceh provides assistance to the victims of 

dengue fever) 

 The word Gubernur in that sentence is a location leader, 

labeled as LLDR in Table 1. LLDR is a contextual 

component that gives us a hint that the next word, Aceh, 

should not be considered as a place entity even though 

morphologically the first letter of the word is in uppercase 

and the word is found in the database of places. The word 

Aceh after Gubernur in that sentence is actually the name 

of the province where the governor governs. The two 

examples discussed here illustrate the roles of contextual 

and morphological components in assisting the rule-based 

algorithm to identify the place entities in a sentence. 

 

B. Removing Conflicting Words in Dictionaries 

One of important steps in our proposed approach is to 

construct bag-of-words (dictionaries) for each class. We 

used three different datasets in this research, i.e. place of 

incidence dataset, date of occurrence dataset, and the 

number of victim dataset as listed in Table 2. The 

dictionaries consist of weighted one-gram, bi-gram, and 

three-gram words extracted from the sentences in class 

{+1} and {-1}. The dictionaries are used to construct 

numerical features of each sentence.  

To avoid over fitting, which generally gives poor 

predictive performance, the dictionaries consist of n-gram 

words were only extracted from the sentences in the 

training sets. We discovered that many similar n-gram 

words (one-gram, bi-gram, or three-gram) are found in the 

dictionary of class {+1} and {-1}, for instance, the word 

penyakit (disease). The weight of the word in the 

dictionary of class {+1} is 0.563 and weight of the same 

word in the dictionary of class {-1} is 0.538. The weights 

are normalized by dividing the frequency of the word over 

the maximum frequency of the word in the dictionary. 

To remove the words with high or low weight in both 

dictionaries, the weight ratio is calculated by taking the 

larger weight as the denominator. If the ratio is greater 

than a given threshold, 0.5 for this work, then the word 

with a smaller weight is removed from the dictionary. 

However, if the ratio is smaller than a given threshold, 

then the words will be removed from both dictionaries. 

For the word penyakit (disease), it was removed from both 

dictionaries,  i.e. the dictionaries of class {+1} and {-1}, 

because the ratio is 0.955 (0.538/0.563), which is greater 

than a given threshold.  

Another example is the bi-gram words wabah lepra 

(leprosy outbreak). The weights in {+1} and {-1} class 

dictionaries are 0.023 and 0.003 respectively. Hence, by 

taking the larger weight as the denominator, the ratio is 

0.13. Because the ratio is smaller than 0.5, then the 

bi-gram words wabah lepra (leprosy outbreak) will be 

removed from the dictionary of class {-1} only, i.e. the 

class in which the ratio is smaller, while for the dictionary 

of class {+1}, the bi-gram words are retained. 

The process of removing conflicting words in the 

dictionaries is also done for the date of occurrence and 

number of victim datasets. The words in the dictionaries 

play an important role in constructing numerical features 

of a sentence and achieving good classification accuracy. 

 

 

C. Constructing Numerical Features for SVM Model 

The numerical features of a sentence are the ratio of 

1-gram, 2-gram, and 3-gram words in that sentence. 

There are 3 features for each class, and therefore, a total 
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of 6 features will be constructed for each sentence. The 

dictionaries that have been created beforehand are used to 

construct the numerical features of all sentences. 

Mathematically, the ratio of k-gram words in class p, 

denoted as Fk-gram, p, is equal to the number of  k-gram 

words in the sentence that are found in the dictionary of 

class Cp, denoted as Dic(Cp), divided by the total number 

of  k-gram words in the sentence.  

 

 

                                                                                      (1) 

                                                              

 

 

where i=1,2,...,n; k=1,2,3; p=1,2 and n is the number of 

words in the sentence.  

In this work, SVM is used as the classification method. 

SVM has shown high performance in solving 

classification problems [11], [17]. Its performance results 

usually outperform other classifiers [9]. SVM is basically 

a linear classifier, however, by using an appropriate kernel 

trick, such as linear, polynomial, or radial, SVM also 

works well on non-linear cases. 

Let xi  Rd be the data and yi  -1,+1 denotes the 

classes for i = 1,2,...,l where l is the cardinality. The 

separation of class {-1} and {+1} in the d dimensions is 

defined as wx + b = 0. A new data xi will be in the class 

{-1} if the inequality wx + b ≤ -1 is true and xi will be in 

the class {+1} if the inequality wx + b ≥ +1 is true. The 

maximum hyper plane is achieved by optimizing the 

distance between the hyper plane and the support vectors 

from the two classes, i.e. 1/w. The flow of SVM models 

construction is depicted in Figure 1.  

 

D. Evaluation Metrics 

The performance of SVM model is usually assessed 

using testing sets. This performance evaluation has been 

widely used to avoid potential bias of the result due to 

over fitting of the model to training set [17]. Precision, 

recall, and F-measure are used to measure the 

classification accuracy. Precision (P) is the number of 

correct assignments (true positives) divided by the number 

of all returned results (true positives + false positives), 

while recall (R) is the number of correct assignments (true 

positives) divided by the number of correct assignments 

that should have been returned (the actual number of 

sentences belong to that class). Recall is similar to the 

sensitivity (TPR) in ROC analysis [17]. F-measure 

extends the accuracy metric that just measures the ratio of 

the correct results and acts as the harmonic mean of the 

precision and recall. F-measure has a value in the range of 

0 to 1, where 0 is the worst and 1 is the best 
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Figure 1.  The flow of SVM models construction. 

IV. EXPERIMENTAL RESULTS 

A. Datasets 

The datasets are sentences collected from 1,863 

manually annotated web pages categorized as tropical 

disease [9]. The sentences were separated into two 

categories: (a) the sentences that contain the location of 

the incidence, the date, or the number of victims, labeled 

as {+1}; and (b) the sentences that contain no incidence 

information, labeled as {-1}. Table 2 shows the 

distribution of the sentences in each dataset. We divided 

the datasets into training and testing sets, and randomly 

selected 20-40% of the datasets for testing sets. The 

training set was used to construct SVM models while the 

testing set was used to evaluate their performance. 

 

B. Results in Identifying Place Entities 

We conducted an analysis to find all possible patterns to 

identify the location entities in the sentences. The patterns 

can be grouped into 4 cases: 

Case 1: The words are possible to be the place entities, 

however, prior to them, the determinant contextual 

components are found and negate them as place entities. 
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The determinant contextual components are LLDR 

(location leader), GOAG (government agency), LOGA 

(leader of a government agency), POPL (public place), 

RELO (religious location), OPRE (organization prefix), 

SIAD (sign of address), and OPOS (position in an 

organization). We checked that the rule can handle this 

case very well as long as the determinant components are 

complete defined. Let’s discuss an example of this case: 

 

 

Gubernur   Aceh, Bali, dan Papua Barat bertemu 

membahas tentang wabah malaria 

Governors of Aceh, Bali, and West Papua meet to discuss 

about malaria outbreak 

The words Aceh, Bali, and Papua Barat are initially 

recognized as location entities. However, because prior to 

them an LLDR component is found, then all of them are 

canceled out. 

TABLE 2 

DATASET DISTRIBUTION BY CLASS LABELS 

 

Dataset Class Number of Sentences 

Training Set Testing Set 

Place of 

Incidence 

+1 340 147 

-1 441 190 

Total 781 337 

Date of 

Occurance 

+1 100 71 

-1 200 76 

Total 300 147 

Number of 

Victim 

+1 300 72 

-1 100 38 

Total 400 110 

 

Case 2: The words satisfy the morphology rules, i.e. they 

are written in title case or uppercase, however if the words 

are labeled as DAY or MONTH, then they will not be 

considered as place entities. Let’s see an example: 

 

 

DBD menyerang warga Medan, Kamis 

Dengue fever attacks the residents of Medan, Thursday 

Kamis (Thursday) is the name of day of the week. 

Although the word is written in title case and satisfies the 

morphology rule, however, because it is a DAY, then the 

word will not be considered as a place entity. In the above 

example, only Medan is identified as a location entity. The 

same rule is applied if a word is a MONTH. 

Case 3: The word satisfy the morphology rules, i.e. they 

are written in title case or uppercase, and prior to them, an 

LPRE (location prefix) or conjunction symbol is found. If 

that is the case, then the words will be considered as place 

entities. Let’s discuss this example: 

 

 

 

 Kotamadya  Banda Aceh, Langsa,  dan Sabang bebas 

dari malaria 

The city of Banda Aceh, Langsa, and Sabang are free from 

malaria 

The two-word term Banda Aceh satisfies the morphology 

rule, exist in the database of places, and prior to it, a 

location prefix Kotamadya is found. Thus, Banda Aceh is 

recognized as a place entity. After the words Banda Aceh, 

a comma is found, and the next word after the comma, 

Langsa, satisfies the morphology rule and is found in the 

database of places, and the word itself is not labeled as 

LPRE, then the word Langsa is also identified as a 

location entity. The same rule is also true for the word 

Sabang. Hence, for the above example, the words Banda 

Aceh, Langsa, and Sabang are identified as place entities. 

Case 4: The words satisfy the morphology rules, i.e. they 

are written in title case or uppercase, and they are tagged 

as APRO (abbreviation of province) or PT (popular town), 

but prior to them, the words are not tagged as one of the 

determinant contextual components mentioned in case 1. 

If this is the case, then the words will not be considered as 

place entities. Here are a few examples: 

 

 

Korban terbanyak berada di  Jln. Surabaya 

Most victims are found in Surabaya Street 

Surabaya is listed in a popular town (PT). However, 

because prior to it a word Jln is a SIAD, then the word 

Surabaya will not be considered as a place entity. 

 

 

Polda  Jabar dan Jatim kunjungi para korban lepra 

West and East Java Police visit the victims of leprosy 

Both Jabar and Jatim are the abbreviation of province 

(APRO). However, because prior to those words a word 

Polda, tagged as GOAG, is found then both Jabar and 

Jatim will not be considered as location entities. 

Our empirical results show that from 1,328 location 

entities, 1,322 location entities were correctly identified 

by our algorithm and only 6 entities were incorrectly 

identified. The errors are due to misspelling and the use of 

capital letters for all the words in the sentences. In other 

words, the sentences are written in capital letters. The 

accuracy of our rule-based algorithm to identify the 

location entities, scored by F-measure, is 99.8%.  

The sentences, which have been identified by the 

rule-based algorithm contain at least one place entity, are 

further classified by SVM classifier to determine which of 

those sentences contain the location of the tropical disease 

incidence. The values of F-measure of all SVM kernels, 

evaluated on training set, are shown in Table 3. 

LLDR 

SIAD 

DAY 

GOAG 

LPRE 
Conjunction 

Symbol/Word 
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Empirically, polynomial is the best kernel of SVM for this 

purpose, i.e. 95.73%. The classification accuracy, 

evaluated on testing set consists of 337 sentences, is 82%. 

Table 4 summarizes the results on testing set. 

TABLE 3 

F-MEASURES OF ALL KERNELS EVALUATED ON TRAINING SET 
 

SVM Kernel F-Measure 

(%) 

Linear 95.25 

Polynomial 95.73 

Radial 95.43 

TABLE 4 

CLASSIFICATION RESULTS TO DETERMINE WHETHER THE SENTENCES 

CONTAIN THE LOCATION OF TROPICAL DISEASE INCIDENCE 
 

Dataset Class 

Sentences 

Classified as 

+1 -1 

Place of Incidence 
+1 91 30 

-1 10 206 

Total 101 236 

 

Precision = 
1091

91


= 0.90, Recall = 

3091

91


 = 0.75 

 

F-measure = 
75.090.0

75.090.02




= 0.82 

 

The results are very conclusive. The accuracy of SVM 

classifier reaches 82%, and the SVM classifier yields 

recall and precision up to 75% and 90%, respectively. 

 

C. Experimental Results in Identifying the Sentences that 

Contain the Occurrence Date 

We also built an SVM classifier to determine whether a 

sentence contains information about the occurrence date 

of the tropical disease incidence. The occurrence date or 

time is usually written in a specific format as described in 

Section III. The numerical features of each sentence, used 

for SVM classifier, are also constructed using formula (1), 

i.e. estimating the ratio of 1-gram, 2-gram, and 3-gram 

words in the sentence and the dictionaries. If the sentences 

contain continuous time series information, they will be 

converted into ratio values based on n-grams. For the 

training set, the numbers of sentence in class {+1} and {-1} 

are 100 and 200, respectively. For the testing set, the 

numbers of sentence in class {+1} and {-1} are 71 and 76, 

respectively. Table 5 shows the values of F-measure for all 

SVM kernels, evaluated on testing set. The experimental 

results show that polynomial is also the best SVM kernel 

for this purpose. The evaluation on testing set 

demonstrates that the accuracy to classify the sentences 

that contain the occurrence date of tropical disease 

incidence is very convincing, i.e. up to 96.41%.  

TABLE 5 

F-MEASURES OF ALL KERNELS EVALUATED ON TESTING SET 
 

SVM Kernel F-Measure 

(%) 

Linear 96.25 

Polynomial 96.41 

Radial 96.25 

 

D. Experimental Results in Identifying the Sentences that 

Contain the Number of Victims 

An SVM classifier is also trained and learned to 

effectively classify the sentences that have the number of 

victims of tropical disease in them. In order to complete 

this task, the numerical features of each sentence are 

constructed using formula (1). For the training set, the 

numbers of sentences in class {+1} and {-1} are 300 and 

100, respectively. For the testing set, the numbers of 

sentences in class {+1} and {-1} are 72 and 38, 

respectively. Table 6 lists the values of F-measure for all 

SVM kernels, evaluated on testing set. Similar to the 

previous SVM, polynomial is also the best SVM kernel for 

this purpose. The evaluation results on testing set show 

that the accuracy to classify the sentences that contain the 

number of victims in them is also very promising, i.e. up to 

93.38%. 

TABLE 6 

F-MEASURES OF ALL KERNELS EVALUATED ON TESTING SET 
 

SVM Kernel F-Measure 

(%) 

Linear 92.73 

Polynomial 93.38 

Radial 93.21 

 

E. Organizing Extracted Entities into KML to Integrate 

with Google Earth Application 

After the place entities and the sentences that contain 

the occurrence date and the number of victims are 

extracted, they are organized into a standard KML file so 

that the locations of the tropical disease incidence can be 

viewed geographically in Google Earth application. The 

information that can be viewed, besides the locations, are 

the occurrence date of the event and the number of victims. 

KML is a scheme to describe and define geographic 

information on Google Earth software. It is a standard 

XML (eXtensible Markup Language) format containing 

specific elements and attributes [17].  

A placemark tag is used to define a location on earth 

based on longitude and latitude coordinate values. The tag 

is symbolized by a yellow push pins in Google Earth 

application. A point tag is used to define the coordinates 

of an object, while a description tag is used to show 

additional information in a popup window. Figure 2 
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depicts the integration result in Google Earth. 

 

Figure 2.  The extracted entities viewed in Google Earth. 

V. CONCLUSION 

Many tropical disease incidences in Indonesia are 

reported online in numerous news portals. News portals 

are valuable online data sources for creating a tropical 

disease repository if the locations of the tropical disease 

incidence, the date of occurrence, and the number of 

victims can be automatically extracted. In this paper, a 

rule-based algorithm to automatically identify the 

locations of tropical disease incidence from the web is 

proposed. The rule-based algorithm incorporates the 

database of places and the contextual and morphology 

components. The accuracy to identify the location entities 

is very conclusive, i.e. 99.8%. The accuracy of SVM 

classifier to determine the sentences that contain one or 

more locations of tropical disease incidence is 82%. The 

accuracy of SVM classifiers to classify the sentences that 

contain the date of occurrence and the number of victims 

are 96.41% and 93.38%, respectively. We believe that if 

the automatic extraction of location entities and sentences 

containing the date of occurrence and the number of 

victims can be scheduled, a tropical disease repository 

with a frequently updated data can be created.  
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Abstract— Today, global object-positioning is accomplished
very precisely by GPS satellite technology. Access to this
information is provided globally by widespread mobile
devices with integrated GPS receivers from everywhere. On
the other hand, mobile devices are connected to world-
wide networks that ensure anytime access to application
service (also web service) infrastructure based on application
servers. Information everywhere at anytime is a key issue of
pervasive computing. As a proof of concept that reflects
a power of the pervasive computing, the application for
drafting-detection in triathlon competitions was developed.
This shows that the widespread mobile devices with GPS fea-
ture are appropriate for solving of real problems addressing
the precise object-positioning.

Index Terms— pervasive computing, real problem, mobile
devices, GPS, web services, application server, triathlon

I. INTRODUCTION

The development of mobile technologies enables users
to manage information during their lives, as well as within
business environments from everywhere on the world.
However, this can only be realized by convenient appli-
cations. Such applications integrate software, hardware,
infrastructure and services [18] and provide an anytime
access to the information. The paradigm “information
everywhere at anytime” represents the goal of, e.g., Perva-
sive or Ubiquitous Computing [28]. Both terms describe
the integration of mobile front-end devices with back-
end application infrastructure. Device management and
application management are the main issues for the back-
end systems. On the other hand, these systems must be
prepared for serving the growing demands for network
access from everywhere. Furthermore, such systems’
services become context-aware [17], i.e. the answer to
context-aware services depends on the contexts’ elements
as, for example, who, where, when and why someone
demands such service.

One of the featured topics of pervasive computing
and context-aware services is positioning [17]. Location
awareness is a basic requirement for new applications
on mobile devices [8]. The first step when positioning
of object on Earth is the distance calculations between
a mobile device and number of reference points. As a
result, the mobile device determines the position of the

object, whilst the reference points are implemented as a
constellation of GPS satellites around the Earth. Typically,
the distance is calculated by means of the triangulation
method [39].

The triathlon is relatively young sport because its
beginning only date back to 1978, when a group of
enthusiastic athletes decided to finish three marathons
using different disciplines, i.e. swimming, bicycling and
running, all in one day. The competition got the name
Ironman and today represents one of the greatest chal-
lenges for the persistence of human beings. Interestingly,
this sport is growing wide-world each day, with more and
more devotees. Moreover, the triathlon was integrated into
the family of Olympic sports by the International Olympic
Committee in 2000.

Firstly, in the triathlon competitors should compete
in his own right. However, in order to attain better
results some competitors forget about fair-ply. In place
of competing alone, he exploits the competitor in front
of him. This prohibited support is especially employed
in bicycling, where the violating competitor rides his
bike directly behind an other competitor. Thereby, the
violating competitor saves his power for later efforts and
rides his bicycle faster. This phenomenon is known as
drafting (also slipstreaming), and is punished by referees.
Typically, the referee on a motorcycle can eliminate the
drafting competitor from the competition, for even up to
five minutes. The rules for drafting-detection are regulated
by the World Triathlon Corporation (WTC), and are
discussed later.

In European triathlon competitions especially, drafting
has been growing and reflects unfavorably on this sport.
Referees try to restrict this phenomenon by punishing the
drafting competitors. Its detection without modern tech-
nology has become impossible because of the increasing
number of competitors (more than 2,000 per triathlon).
Despite having the appropriate technology for solving this
problem, a concrete solution does not exist on the market
today.

This article demonstrates that drafting in triathlon com-
petitions can be detected, in practice. An application
for drafting-detection in triathlon competitions has been
developed in order to prove this concept. This application
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consists of two parts:
• pervasive application on a mobile front-end device

and
• context-aware service provided by a back-end sys-

tem.
This pervasive application acts as a gateway that ob-

tains the position of a competitor when riding his bicycle,
and transmits this information to the context-aware ser-
vice trough a worldwide wireless network. This context-
aware service acts as follows. Firstly, it identifies the
competitor, then, it compares the position of that com-
petitor with the positions of other competitors within his
neighborhood. Note that this neighborhood is determined
from the WTC rules. If the identified competitor violating
the drafting rules, the referees on the motorcycles are
notified. Besides trying to find a solution to this prob-
lem, the focus is also on technical issues faced when
developing this kind of pervasive application. Firstly, its
structure is identified [15], the particular elements are then
developed according to the recommendations in [6], [8].
Note that this application can be easily integrated within
timing system controlled by the domain-specific language
EasyTime, as proposed in [13], [14].

The structure of this article is as follows. In Section 2,
the phenomenon of drafting in triathlon competitions is
explained in detail. Beforehand, however, the character-
istics of triathlon competitions are discussed. Section 3
describes the proposed application for drafting-detection
in triathlon competitions. In Section 4 experiments and
results are presented. In Conclusions results are summa-
rized and directions for further development are placed.

II. DRAFTING-DETECTION IN TRIATHLON
COMPETITIONS

This Section is divided into two parts. The first de-
scribes the main characteristics of triathlon competitions,
whilst the latter focuses on the drafting-detection in triath-
lon competitions. In this sense, the rules of the WTC are
presented for detecting and punishing this phenomenon.
Although today several kind of triathlon exist, this article
concentrates on Ironman. This kind of triathlon is still one
the most prominent.

A. Ironman

Ironman (also the long triathlon) is held under the
auspices of the WTC Association. It consists of three
marathons covering different disciplines, in other words
(Fig. 1):
• 3.8 kilometer swim,
• 180 kilometer of bicycling and
• 42.2 kilometer run.
The competitors start with the swim, continue with

the bicycling, and finish with the run. All disciplines are
performed in continuation. Between particular disciplines,
however, competitors need to prepare themselves for the
next discipline. This preparation is performed in transition
areas. Here, two transition areas exist. In the first, the

competitor takes off his swim suite and prepares himself
for bicycling (TA1 in Fig. 1), whilst in the second he
takes off his bicycle gear and prepares himself for the run
(TA2 in Fig. 1). As a result, the completed achievement
of the competitor consists of finishing all three particular
disciplines and the time spent in each transition area.

B. Drafting

The phenomenon of drafting arises when one of the
competitors purposely rides a bicycle directly behind
an other and, thereby, avoids the persistence of wind.
A drafting competitor can increase his average speed
when bicycling whilst, at the same time, save energy
consumption. Usually, in Ironman not only one single
competitor drafts but a whole group of them together.
Moreover, by exchanging the leading positions within the
group (the leading competitor surrenders his position to a
fresh competitor riding behind him and goes to take some
rest at the rear of his drafting group), thus an additional
speed up is achieving.

However, such a grouping has nothing to do with a
time-trial competition, where a single competitor over-
comes the course. Moreover, the results of those com-
petitors within that group do not express the powers
of individuals, and represent drafting violations that are
punishable by referees. In fact, the WTC prescribes the
following rules in the official Ironman competitions in
order to avoid drafting [38]:
• drafting of another bike or any other vehicle is

disallowed,
• competitors must keep 7 meters (4 bike lengths) dis-

tance between their bikes, except when overtaking,
• overtaking occurs when the overtaking competitors

front wheel passes the leading edge of the competitor
being overtaken,

• overtaking-competitors may pass on the left for up
to 20 seconds, but must move back to the right-side
of the road, after passing,

• overtaken competitors must immediately fall-back
7 meters (4 bicycle lengths), before attempting to
regain the lead from a front runner.

As illustrated in Fig. 2, competitor B is violating the
drafting condition because he is riding his bicycle 4
meters behind competitor A. Although competitor C is 8
meters behind competitor A he is in the so-called drafting
zone of competitor B because he is only 4 meters behind
competitor B. Note that the drafting zone is defined as an
area that is 7 meters long and 2 meters wide, and is in
relation to the leading competitor within the group. For
example, each competitor located within the drafting area
of competitor A in Fig. 2 forms the drafting neighborhood
of competitor A. Whenever a competitor enters this zone
for more than 20 seconds a drafting violation occurs.

To date, referees are responsible for drafting-detection
in Ironman. They monitor competitors along the bicycle-
course, from a motorcycle. Thereby, they try to stay as
inconspicuous as possible. The time of drafting, as well as
the distances between drafting competitors are estimated
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by the referees approximately. Furthermore, they could be
dealing with a limited number of drafting violations all
at the same time. Likewise, they remain powerless when
drafting is caused by a group of competitors. As a result,
the automaton of drafting-detection is necessary.

III. DESIGN OF THE APPLICATION FOR
DRAFTING-DETECTION IN IRONMAN

In order to detect drafting along a bicycle course in
Ironman, each competitor needs to be equipped with some
mobile device that is capable of positioning his location
as precisely as possible, and to transfer this position to
a server via some ubiquitous network (Fig. 3). The posi-
tioning of particular object on the Earth is today enabled
due to satellite technology, i.e. the Global Positioning
System (GPS). On the other hand, the Internet is a really
truly ubiquitous network today. Widespread use of smart
mobile devices can incorporate both demands for drafting-
detection: the support of global positioning whilst having
access to the Internet, and therefore, appears to be the
most suitable for this application. Moreover, referees use
the same kind of devices for obtaining information about
drafting-competitors.

Smart mobile devices, connected to the Internet due to
widespread mobile networks, form complex ecosystem,
where all parts work together seamlessly [15]. The mobile
ecosystem is divided into the following elements:
• networks,
• devices,
• platforms (operating system, application framework),
• applications and
• web services.

The remainder of this article presents how these ele-
ments are addressed when designing this application for
drafting-detection in Ironman.

A. Networks

A mobile communication ecosystem is needed in order
to make a mobile ecosystem possible for communicating
with the Internet. This is comprised of technologies,
standards, and networks [31] that have been developing
since 1950. A survey of wireless networks from their
beginning to recent days, is presented in Table I.

As can be seen from Table I, the evolution of wireless
networks can be divided into generations. For exam-
ple, generation G1 captured analogue mobile telephones,
where an user occupies the circuit switched line’s whole
duration of connections (multiple access to the line is
disallowed).

During generation G2, a digital voice transmission
via circuit switched networks, i.e. GSM (Global System
for Mobile communications), was extended with GPRS
(General Packet Radio Services) that allow packet data
transfer [26]. The switching between data and voice is
conducted by TDMA (Time Division Multiple Access). In
addition to GSM, standards, such as USDC (US Digital
Cellular) and PDC (Pacific Digital Cellular) are emerged
on non-European markets. During the generation 2.5G,
GSM was enhanced by EDGE (Enhanced Data rates for
Global Evolution) that increase data transmission rates.

The 3G standards are CDMA2000 (Code Division
Multiple Access 2000), TD-SCDMA (Time Division -
Synchronous CDMA) and UMTS (Universal Mobile Te-
lecommunications Systems). The latter is the successor
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Figure 3. Drafting-detection in Inronman

TABLE I.
SURVEY OF WIRELESS NETWORKS.

Generation 1G 2G 2.5G 3G 3.5G NGMN

Wireless
Technologies Analog

GPS/GPRS
EDGE

UMTS HSPA EPS
WinMAXUSDC CDMA2000 HSDPA

PDC TD-SCDMA HSUPA

Features No Multiple TDMA TDMA CDMA FDMA FDMAAccess

of GSM. These standards support the data packet transfer
only. Besides higher data transmission rates CDMA was
also specified for line-sharing. During generation 3.5G,
UMTS was evolved to standards as: HSPA (High Speed
Packet Access), HSDPA (High Speed Downlink Packet
Access) and HSUPA (High Speed Uplink Packet Ac-
cess). For line-sharing, the frequency division (FDMA)
was introduced that remains the main multiple access
mechanism.

The recent state during the evolution of mobile-
networks is represented as NGMN (Next Generation Mo-
bile Networks) that embrace two standards: EPS (Evolved
Packet System) and WiMAX (Worldwide Interoperability
for Microwave Access). The former is an evolution of
UMTS systems, whilst the latter is new technology. Both
the mentioned technologies can be considered as the last
leg to 4G.

B. Devices

Pervasive devices combine the following four
paradigms: they are strongly decentralized, diversified,
connected, and easy to use [18]. Essentially, the fourth
paradigm demands that the complex mobile and Internet
technology is hidden behind a friendly user-interface.
This interface between the user and machine is at the
heart of human-computer interface (HCI), i.e. a discipline
that has reached its maximum prosperity by the growth
of pervasive computing [17].

Pervasive devices are divided into four main cate-
gories [18]:
• information access devices,
• intelligent appliances,
• smart controls and

• entertainment systems.
The first category of devices includes pocket-sized

smart-phones (iPhones, BlackBerrys, etc.) that allow on-
line access to information services (corporate databases,
Internet pages, etc.). Intelligent appliances are pervasive
devices with specific intelligence, like GPS navigation,
industry controller, information car system, smart houses,
etc. New kinds of entertainment systems address the
world of modern broadcasting, such as interactive digital
television, video on demand, etc.

Today, pervasive devices are a combination of more
categories. For example, smart-phones incorporate the
following features: classical telephone, information access
via wireless networks, GPS navigation, IpTV, etc.

1) Global Positioning System: GPS is based on a set
of broadcasting satellites that are used as reference points
to calculate the position of an object on the Earth. It
consists of three segments: space, user and control. The
space segment is composed of 24 to 31 satellites orbiting
within GPS constellation [2] alligned to the rotation of
the Earth, orbiting at an altitude of approximately 20.200
kilometers. The user segment is composed of hand-held
receivers (e.g., Polar, SmartPhone, etc.) or devices fixed
on a vehicle (e.g., Garmin navigation system). The correct
operations of the satellites are provided by the control
segment.

The task of a GPS receiver is to identify almost four
satellites, to determine the distances to each one, and to
use this information for calculating the position of an
object on the Earth. This calculation is based upon the
mathematical principle of triangulation [39]. Note that
a GPS receiver determines a three-dimensional position
for the object within geographical coordinate system.
Additionally, the Coordinated Universal Time (UTC) is
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transmitted by the satellites. In the geographical coordi-
nate system, the position is represented by its longitude,
latitude, and altitude.

GPS obtains two levels of services: Standard Position-
ing Service (SPS) and Precise Positioning Service (PPS).
The former can position the object with a precision of less
than 20 meters [23], and is devoted to world-wide usage.
The latter is more precise (e.g., up to 10 centimeters),
therefore, it is deployed for military purposes. However,
cost of SPS is much less than the cost of PPS. The men-
tioned precision is valid when the position is determined
by four active satellites only. In practice, the number of
active satellites can be increased and, consequently, the
position of the object can be better calculated.

On the other hand, the absolute position of a competitor
in Ironman is less important than the relative distance to
the other competitor using drafting-detection. As a result,
this can additionally increase the precision of distance
calculation.

2) Differential Global Positioning System: The clas-
sical GPS (also stand-alone GPS) cannot be used for
the precise positioning of an object on the Earth. This
is due to a variety of risks that influence on the GPS
performance. These risks relate to the effects of the
ionosphere and troposphere, satellite maintenance, un-
scheduled satellite failures, satellite unavailability due to
scheduled maintenance, repairs, repositioning and test-
ing [29]. These anomalies may result in an unpredictable
range of errors above the operational tolerances of GPS,
which cause degraded availability, reliability, accuracy
and safety (integrity monitoring).

Therefore, a supplementary navigation method, named
differential GPS (DGPS) is used to significantly improve
the accuracy and integrity of the stand-alone GPS [7],
[11], [16], [20], [21], [25], [30], [35]–[37].

C. Platform

The platform denotes a core programming language in
which all the application software is written [15]. Usually,
the platform includes the hardware architecture, operating
system and application framework (programming lan-
guages, run-time libraries or graphic user interface). Each
mobile device running an operating system is treated as
smart-phone. The operating system performs core services
or tools that enable applications to talk to each other
and share data or services. The application framework
enables the development of a new application. It runs on
top of operating system and provides support for sharing
core services, e.g., communication, messaging, graphics,
positioning, security, etc. Table II displays a review of
the most significant mobile platforms with associated
operating systems and application frameworks.

Note that all platforms are split into three categories: li-
censed (e.g., BREW, Windows Mobile), proprietary (e.g.,
Palm, BlackBerry, iPhone, Nokia) and open-source (An-
droid). The development of the application for drafting-
detection in Ironman was performed on Android.

1) Android: In order to write well-formed Android
applications, a good understanding of Android’s key con-
cepts (e.g., Linux kernel, OpenGL, SQL database, etc.) is
necessary. The overall system architecture is illustrated in
Fig. 4.

As can be seen from this figure, the Android system
architecture is divided into five layers as follows [6]:
• Linux kernel,
• libraries,
• Android runtime,
• application framework and
• applications and widgets.
Each layer depends on the services provided by the

layers below it. Android is built on top of a Linux kernel.
This is a stable and proven foundation that supplements
Android with many operating system services, such as:
memory management, process management, networking,
etc. An Android developer never use Linux directly but
over its utilities.

Android libraries are shared between applications.
These are written in C or C++, and compiled for the
particular hardware architecture. The most important li-
braries implement function, such as: surface manager,
2D and 3D graphics, media codecs, and browser engine.
Note that these libraries do not represent applications.
Conversely, they are used by higher-level applications to
call the lower-level services.

Android runtime consists of a Dalvik virtual machine,
and the core Java libraries. The Dalvik virtual machine is
Google’s implementation of Java, optimized for mobile
devices. The Java core libraries are also adapted for this
virtual machine. That is, all application code are written
in Java, compiled from traditional .java and .jar files to
.dex, and executed on a Dalvik virtual machine.

The application framework provides high-level building
blocks that help the Android developers to create any new
application. The framework consists of several managers
for the handling of: activities (Android’s synonym for
process), contents (sharing data between applications),
resources (text strings, bitmaps, etc.), positioning (GPS
devices), and notifications (messages, appointments, prox-
imity alerts, etc.). The framework is pre-installed as part
of Android (Android SDK). However, it can also be
extended with new components, as necessary.

The applications and widgets layer present the higher
level of the Android architecture. This level is only
visible by the end-user. In Android, the end-user interacts
with the application over the whole screen. On the other
hand, widgets (also gadgets) only operate within a small
rectangle of the main screen.

D. Application for drafting-detection in Ironman

Application for drafting-detection in Ironman was writ-
ten with regard to guidance found in publications, such
as [6], [8]. It is a graphical front-end for the Android
operating system (Fig. 5). This application supports the
following functions:
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TABLE II.
REVIEW OF MOBILE PLATFORMS.

Platform Operating System Application Framework
BREW BREW OS BREW
Windows Mobile Windows Mobile Windows Mobile
Palm Palm OS WebKit
BlackBerry BlackBerry OS Java API
iPhone Mac OS X Cocoa Touch
Nokia Symbian Qt
Open Source Android Android SDK

Figure 4. Android Architecture

• about-box,
• setup,
• start GPS agent,
• stop GPS agent and
• exit.

All functions can be activated by pressing the cor-
responding button. The about-box function displays a
current version and the copyright information for the
application. Setup enables the end-user (e.g., the com-
petitor) to enter the context-aware and control variables,
i.e. the starting number, the URL address of the web
service, and the timer interval that determines a frequency
of transferring the GPS information to a server. These
variables are stored within the application preferences
area and implemented by the Android’s PreferenceActivity
class [6]. Obviously, these variables are shared between
other applications’ activities. The start GPS agent function
represents the main part of the application, i.e. the Send
class. The execution logic of this class is illustrated in
Algorithm 1. The stop GPS agent function ends the GPS
agent, whilst the exit function finishes the application.

Note that because of this article’s limitations, Send
class (Algorithm 1) is not presented in details. Some

variables are omitted but their omission is denoted by
dots. Additionally, only the more important functions are
presented here.

Send Java class (Fig. 1) extends the LocationListener
activity class that implements the GPS listener. This class
includes several global variables. The more important are
the variables denoting the following classes:
• locationManager of class LocationManager,
• envelope of class SoapSerializationEnvelope,
• androidHttpTransport of class HttpTransportSE and
• myTimer of class Timer.
The LocationManager class implements interactions

with a GPS device. The next two classes, i.e. SoapSe-
rializationEnvelope and HttpTransportSE, are devoted to
communication with web service provider, whilst the
Timer class initiates communication with the web service
provider.

The function onCreate() is called when the Send
class is created. Firstly, three preference variables, i.e.
str number, tim tick, and URL, are initialized. In order
to create a LocationManager, connection with the GPS
device is established, whilst SoapSerializationEnvelope
establishes a connection with the web service provider,
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Figure 5. Android Application for Drafting Detection

as determined by the URL preference variable. Moreover,
a GPS timer is activated by a Timer class. Each tim tick
seconds, this timer calls a method TimerMethod that calls
a postData(longitude, latitude, altitude, utm) function.
The function parameters represent the position of GPS
device at utm time and are defined globally. This position
is obtained by onLocationChanged(), which is called
when the position of GPS device is changed.

The postData() function implements a transfer of po-
sitioning data to the web service provider. Firstly, a
new SOAP request is created addressing the correct
web service namespace (NAMESPACE) and method name
(METHOD NAME). Then, this request is filled with the
GPS position, serialized by the Ksoap2 library and trans-
fers the SOAP message to the web service directly [22].
Note that all wrap and unwrap SOAP messages are
performed by the Ksoap2 library automatically and, there-
fore, these messages are transparent for the programmer.

SOAP (Service Oriented Architecture Protocol) is a de-
fault message transfer protocol in SOA (Service Oriented
Architecture) [10]. SOAP messages are used by wrapping
application specific XML messages within a plained XML
based envelope structure [4].

E. Web services

The term web services describes a set of open standards
that enables web based applications to communicate over
the Internet with each other and with clients [3]. This
set consists of protocols, such as: Extensible Markup
Language (XML), Service Oriented Architecture Protocol
(SOAP), Web Service Description Language (WDSL) and
Universal Description Discovery and Integration (UDDI),
where XML is intended for tagging the data, SOAP is a
message transfer protocol, WDSL is used for describing
the available services, and UDDI is for finding the ser-
vices over the Internet. Furthermore, web services allow
organizations to communicate transparently with other
organizations.

System Oriented Architecture (SOA) is a de-facto
standard for web service message exchange [34]. SOA
is based on the principle of distributed application ser-
vices that communicate over the Internet with each other
through messages.

Because of many standards, the development of web
services is difficult. In order to simplify the development,
Apache has prepared an Axis2 engine [27] that allows
developers to develop web services on a higher level. This
engine can be used for developing the drafting-detection
web service, as well. Additionally, the developing tool
Eclipse [1] was employed.

The web service for drafting-detection in Ironman is
context-aware because each SOAP message containing
the position of a GPS device in geographical coordinates
is identified by the starting number of competitor. In fact,
the enacting of a web service can be divided into three
tasks:
• a transformation of geographic coordinates to UTM,
• a distance calculation and
• a drafting-detection.
These tasks are described in detail in the rest of the

article.
1) Transformation of geographical coordinates to

UTM: Usually, a geographical coordinate system is used
by GPS, where a position is represented by:
• a latitude and
• a longitude.
Note that GPS devices also provides an altitude. The

longitude represents the angle from the center to a par-
ticular parallel on the surface of the Earth (direction
East-West). Longitude is an angle from the center to a
particular meridian on the surface of the Earth (direction
North-South). Both values can be represented as degrees
in the form of decimal number or in discrete form: degree,
minutes and seconds (DMS).

The Earth is divided by the equator into Northern and
Southern hemispheres, whilst the Prime Meridian divides
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Algorithm 1 Android Java Class Implementing GPS
Listener.
1: public class Send extends Activity implements LocationListener {
2: ...
3: private LocationManager locationManager;
4: private SoapSerializationEnvelope envelope;
5: private HttpTransportSE androidHttpTransport;
6: private Timer myTimer;
7: ...
8: public void onCreate(Bundle savedInstanceState) {
9: str number = Prefs.getStartNumber(getApplicationContext());

10: tim tick = Prefs.getTimerTick(getApplicationContext());
11: URL = Prefs.getURL(getApplicationContext());
12: locationManager = (LocationManager) getSystemSer-

vice(Context.LOCATION SERVICE);
13: androidHttpTransport = new HttpTransportSE(URL);
14:
15: myTimer = new Timer(); // activate the GPS timer
16: myTimer.schedule(new TimerTask() {
17: @Override
18: public void run() { TimerMethod(); }
19: }, 0, tim tick*1000);
20: };
21:
22: private void TimerMethod() {
23: this.runOnUiThread(Timer Tick);
24: };
25:
26: private Runnable Timer Tick = new Runnable() {
27: public void run() {
28: if(gps status == GPS ENABLED)
29: postData(longitude, latitude, altitude, utm);
30: }
31: };
32:
33: public void postData(double lon, double lat, double alt, long unt) {
34: SoapObject request = new SoapObject(NAMESPACE, METHOD NAME);
35: PackRequest(request, str num, lon, lat, alt, unt);
36: envelope = new SoapSerializationEnvelope(SoapEnvelope.VER11);
37: envelope.setOutputSoapObject(request);
38: try {
39: androidHttpTransport.call(SOAP ACTION, envelope);
40: } catch(Exception e) {
41: Error.setText(e.getLocalizedMessage());
42: }
43: };
44:
45: public void onLocationChanged(Location location) {
46: ...
47: longitude = location.getLongitude();
48: latitude = location.getLatitude();
49: ...
50: gps status = GPS ENABLED;
51: };
52: }

it into Eastern and Western hemispheres. Latitude captures
the values from 0◦ to 90◦ in the Northern and the values
from 0◦ to −90◦ in the Southern hemispheres. On the
other hand, longitude captures the values from 0◦ to 180◦

in the Eastern and the values from 0◦ to −180◦ in the
Western hemispheres.

With geographic coordinates it is not easy to calcu-
late. Therefore, these need to be transformed into the
metric 3-dimensional coordinate system UTM (Universal
Transverse Mercator system). This system represents a
Mercator projection of the Earth to a plane and is divided
into 60 longitude and 30 latitude zones. Each posi-
tion in this coordinate system is presented as quadruple
〈lon zone, lat zone, east, north〉, where lon zone and
lat zone are the numbers of the longitude and the latitude
zone, whilst east is the projected distance from the Prime
Meridian, and the north the projected distance from the
equator. Both distances are defined in meters.

Although the basis of the geographical coordinates
transformation into coordinate system UTM represents
a basic trigonometric and algebraic functions the trans-
formation formulas are complex [24]. Therefore, for the
necessity of this proof of concept we decided to use the
existing implementation of author [32] in Java.

2) Distance calculation: However, the traditional Eu-
clidian distance is used for distance calculation. Let us
suppose that the positions of the two competitors A =
(x1, y1) and B = (x2, y2) are given. Then, the distance
between both is expressed in 2-dimensional space, as
follows:

dist2(A,B) =
√

(x1 − x2)2 + (y1 − y2)2. (1)

However, in 3-dimensional space the Euclidian distance
is expressed as:

dist3(A,B) =
√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2,
(2)

if we suppose that the positions of competitors are given
as A = (x1, y1, z1) and B = (x2, y2, z2).

3) Drafting-detection: In order to handle a lot of re-
quests addressed by competitors’ GPS positions (usually,
one position per second) and to make code for serving
these requests as simple as possible, an efficient data
structure is necessary for the web service. The map table
is placed on the top of the data structure hierarchy.
This maps the starting number of competitor to his
current place in the race. In fact, each competitor is
represented by the 6-tuple 〈i, x, y, z, t, l〉 (denoted as item
data structure), where i denotes the starting number of the
competitor, (x, y, z) the UTM position, t the time of event
registration and l the calculated number of kilometers
covered by the i-th competitor, i.e. his traveled path
length. However, the calculated path length l is obtained
by projection of the competitor’s current position to the
line connecting the points that are sampled the bicycle
course with the precise GPS device in small intervals of
time (e.g., 1 second).

However, the path length l has an impact on the
competitor’s current placing. The higher the path length
the better his current place. Essentially, this place is
gained by a sorting of the map array with regard to
the descending number of kilometers covered. Because
at one time only one request is handled (serialization), a
small number of exchanges is necessary by this sorting
algorithm.

An algorithm for drafting-detection in Ironman (Algo-
rithm 2) is an implementation of WTC rules, as described
in Sect. II-B.

Note that, in Algorithm 2, an additional 2-dimensional
array viol[i][j] is used that contains the starting time of
drafting violation between competitors i and j in seconds.
However, if the drafting-detection is occurring, i.e. the
Euclidian distance dist2(i, i − 1) between competitor i
and its predecessor i−1 amounts to less than 7 meters, for
more than 20 seconds, a drafting violation is announced.
Note that the Euclidian distance dist2() in 2-dimensional
space is used here. However, if the time of sampling
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Algorithm 2 Algorithm for the drafting-detection in
Ironman.
1: if(dist2(item[map[i]].l, item[map[i-1]].l) < 7) { // for i > 1
2: if(viol[map[i]][map[i-1]] == 0) {
3: viol[map[i]][map[i-1]] = item[map[i]].t;
4: } else if((item[map[i]].t-viol[map[i]][map[i-1]]) > 20) {
5: System.out.println( ”Competitor ” + i + ” drafts the competitor ” + i-1);
6: }
7: } else
8: viol[map[i]][map[i-1]] = 0;
9: }

the competitor’s position is relatively small, the third
dimension can be neglected.

IV. EXPERIMENTS AND RESULTS

The goal of experiments was to show that widespread
mobile devices can be used in real-time applications for
precise object positioning. In this sense, three experiments
were conducted:
• comparing the precision of various GPS devices by

positioning of a reference point on the Earth,
• comparing the reference distances on the Earth with

the distances that were calculated using data mea-
sured by GPS devices statically,

• comparing the reference distances on the Earth with
the distances that were calculated using data mea-
sured by GPS devices dynamically and

• simulation of drafting-detection.
In the first experiment, a reference point on the Earth

was selected and its absolute position was measured by
four various GPS devices, as follows:
• differential GPS logger Sanav ML-7,
• differential GPS logger Garmin Etrex-H,
• smart-phone Samsung Gallaxy and
• smart-phone HTC Wildfire.
The main characteristic of the GPS logger is that it can

log the current position of a GPS device at a predefined
time interval into an internal storage. These positions are
copied into a personal computer for additional analysis.
Typically, data are saved in GPGGA records [19]. Addi-
tionally, these loggers are able to provide differential GPS
correction.

The results of the experiment are illustrated in Table III.
Note that the data in this table were obtained within
intervals of one second. In fact, the average measurements
of latitude, longitude, altitude, and distance, calculated
according to Equation (1) are presented. However, the
average point (line Total in the table) was taken as
reference point to calculate the distance. Furthermore, the
standard deviations of the average measurements (Stdev1,
Stdev2, Stdev3 and Stdev4) are also presented in the table.

It can be seen from Table III that the position of the
selected point was measured differently by each device.
On average, the position was measured within an accuracy
of 1.32 meters. According to altitude, the most accurate
was the Garmin Etrex-H device because the measurements
were performed at an altitude of 190 meters.

In the second experiment, 14 co-linear points were
selected within a plain on the Earth. These points were

arranged at distances of one meter between each other.
Then, a walk across these was initiated and the appropri-
ate distances from the starting point were calculated using
the GPS positions. At each reference point, a halt of 10
seconds was taken. Because this time was enough for the
GPS devices to precisely calculate the current positions
this experiment was identified as a statical measuring of
distances between reference points. Here, the same types
of GPS devices were employed as in the first experiment.
The average results of calculating the distances after 10
walks, are presented in Picture 6, where the line Distance
denotes the real reference points.

As can be seen from Picture 6, the logger differ-
ential GPS devices (Sanav ML-7 and Garmin Etrex-H)
measured the GPS distances of the reference points less
precisely than the smart-phones (Samsung Gallaxy and
HTC Wildfire), in reality.

The third experiment was performed similarly to the
second. However, no halt was taken between walking.
Thereby, as the devices have insufficient time for deter-
mining the current position precisely, the experiment was
also identified as dynamically measuring the distances
between the reference points. In this experiments, the
uniform movement of GPS devices across reference points
was observed. The moving speed of the walk across
reference points was 1 m/sec. Obviously, this movement
is much closer to reality than the movement in the second
experiment. The results from calculating the distances ob-
tained from the GPS positions, are presented in Picture 7.
Note that the line Distance denotes the real reference
points, whilst the other lines were calculated from the
reported GPS positions. From Picture 7, it can be observed
that all the GPS devices used in this experiment followed
the real Distance line closely except for the smart-phone
Samsung Gallaxy.

Finally, the drafting-detection was simulated. The sim-
ulation was performed as follows. A competitor A com-
petes with competitor B over a bicycle course of length
3.332 kilometers. Note that the course was flat and only
one lap was ridden. Competitor B started one minute
after competitor A. Each competitor was equipped with a
HTC Wildfire smart-phone. Data about the sports activity
were transmitted to the Internet and at the same time,
logged into internal storage, while the simulation can be
tracked on the Internet using Google Maps online (Fig. 8).
Further, the logged data can be downloaded on a personal
computer for further analysis. From researchers point of
view, however, an offline analysis of logged data was
interested in order to explore if these data were accurate
enough that the algorithm for drafting detection could be
convinced that the drafting condition was reliable arisen.

The results of the simulation are presented in Fig. 9
that the drafting-violation of competitor B by competitor
A at 1.591 kilometers was detected, i.e. after 4:52 minutes
of the race. Competitor B remained within the drafting
zone of competitor A for 2:46 minutes (or the whole 733
meters). After 7:28 minutes (at 2,324 meters) competitor
B overtook competitor A and completed the course in
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TABLE III.
PRECISIONS OF VARIOUS GPS DEVICES BY POSITIONING A REFERENCE POINT ON THE EARTH.

Device Latitude Stdev1 Longitude Stdev2 Altitude Stdev3 Dist Stdev4
ML-7 46.6159988 2.30E-05 16.1487849 9.30E-06 218.65 1.12 1.33 1.57E+00
Etrex-H 46.6160046 9.31E-06 16.1487547 1.05E-05 186.29 0.22 1.21 0.22E+00
Gallaxy 46.6160096 3.27E-06 16.1487881 4.48E-06 235.08 1.04 1.42 4.98E-06
Wildfire 46.6160095 4.99E-14 16.1487544 2.14E-14 238.00 0.00 1.31 0.00E+00
Total 46.6160056 8.90E-06 16.1487705 6.08E-06 219.51 0.59 1.32 0.45E+00
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9:38 minutes, whilst competitor B finished in 10:59
minutes. That is, competitor B overtook competitor A
for 1:21 minutes. This simulation showed that the drafting
condition could be successfully detected using the mobile
smart-phones.

In summary, HTC Wildfire shows that it can be a
good candidate for usage in real-time application for

drafting-detection in Ironman because it includes a very
precise GPS receiver and the reliable UMTS transmitter
for connection to the Internet. However, to use this smart-
phone on a bicycle would be awkward because of too
much size and weight. Competitors in bicycle races are
very sensitive to any excessive weight loaded on the
bicycle. Furthermore, an additional problem represents the
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Figure 8. Simulation of drafting (Powered by Google Maps)
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power consumption of smart-phones, which is too high
when these are fully-operational.

Smart-phones are dedicated to general usage and sup-
port various applications that additionally spend the power
consumption. Therefore, only specialized hardware de-
vices with precise GPS, efficient HSPA, and low power
consumption, can solve this problem as a whole in the
future.

V. CONCLUSIONS

In this proof of concept, we have shown that drafting-
detection in Ironman is not an illusion and could be used
in the near future in practice. This speculation is con-
firmed by the following facts. The Galileo GPS navigation
system that will improve the precision of differential GPS
is approaching the end of its construction. An evolution
of the mobile network is converging into the fifth gen-
eration 5G. The explosion of ubiquitous computation is
leading to the creation of specialized hardware devices

with integrated GPS and HSPA features, and low-power
consumption. These devices are more suitable for use
in the application for drafting-detection in Ironman than
widespread mobile devices, e.g., smart-phones. In fact,
the similar technology is used today by TV transmissions
of the greatest bicycle races in the world, e.g., Tour
de France, Giro d’Italia, Vuelta a Espana. There, some
competitors bear mobile devices that reflect they positions
in the race on a graphic illustrating the race course and
broadcast this graphic to televisions around the world.

Although we have focused in Ironman, however, this
application can be employed without any changes in
other triathlons as well. In future work, this real-time
application would be integrated into the domain-specific
language EasyTime that controls timing systems for mea-
suring time in various sporting competitions.
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Abstract—Big data is a popular topic that attracts highly 

attentions of researchers from all over the world. How to 

mine valuable information from such huge volumes of data 

remains an open problem. Although fast development of 

hardware is capable of handling much larger volume of data 

than ever before, in the author’s opinion, a well-designed 

algorithm is crucial in solving the problems associated with 

big data. Data stream mining methodologies propose one-

pass algorithms that discover knowledge hidden behind 

massive and continuously moving data. These provide a 

good solution for such big data problems, even for 

potentially infinite volumes of data. In this paper, we 

investigate these problems and propose an algorithm of 

incremental decision tree as the solution. 

Index Terms—Data stream Mining; Big data; Decision 

Trees; Classification Algorithms. 

I.  INTRODUCTION  

Big data has become a hot research topic, and how to 

mine valuable information from such huge volumes of 

data remains an open problem. Many research institutes 

worldwide have dedicated themselves to solving this 

problem. The solutions differ from traditional methods, 

where learning process must be efficient and incremental. 

Processing big data presents a challenge to existing 

computation platforms and hardware. However, according 

to Moore’s Law, CPU hardware may no longer present a 

bottleneck in mining big data due to the rapid 

development of the integrated circuit industry. Then, what 

is the key point of big data mining?  

In author’s opinion, a well-designed mining algorithm 

is crucial in solving the problems associated with massive 

data. The methodology shall efficiently discover the 

hidden information behind massive data and then present 

the real-time findings in a user-friendly way. 

One on hand, amongst those methods of data mining, 

fortunately, the decision tree is a non-linear supervised-

learning model, which classifies data into different 

categories and makes a good prediction for unseen data. 

The decision model is into a set of if-then-else rules within 

a tree-like graph. The high-degree comprehension of tree-

like model makes it easy to understand the discovered 

knowledge from massive and big data, for both human 

and machine. Based on data stream mining, incremental 

decision tree has become a popular research topic. 

On one hand, however, imperfect data problem is a 

barrier of the mining process. Missing data, either value- 

or case-based, will increase difficulties to data mining 

process. Noisy data are usually the culprits when 

contradicting samples appear. Bias data causes an 

irregular class distribution that will influence the 

reliability of evaluating model. On the other hand, 

decision tree model will face tree size explosion and 

detrimental accuracy problems when including imperfect 

data. In the past decade, incremental decision trees 

algorithms [1,2,3,4] apply the Hoeffding bound with a tie-

breaking threshold, for dealing with the problem of tree-

size explosion. This threshold is a fixed user-defined value. 

We do not know what the best configuration is unless all 

possibilities have been tried, but undesirable in practical. 

Although the pre-processing technique is to handle these 

imperfections, it may not be possible because of the nature 

of incremental access to the constantly incoming data 

streams. In addition, concept-drift problem is a 

characteristic of time-changing data, referring to that the 

most types of an attribute remain the same while only 

particular type changes with time. This problem will 

reduce the utility of a decision model that increases the 

difficulties of data mining.  

II. IMPERFECT  DATA STREAMS 

A. Nosiy Data 

A significant advantage of decision tree classification 

is that the tree-like graph has a higher degree of 

interpretability. Ideally we want a compact decision tree 

model that possesses just sufficient rules for classification 

and prediction with certain accuracy and interpretability. 

One culprit that leads to tree size explosion is noisy data, a 

well know phenomenon is called over-fitting in decision 

trees. Noise data in data samples are considered as a type 

of irrelevant or meaningless data, which do not typically 

reflect the main trends but makes the identification of 

these trends more difficult. However, prior to the start of 

the decision tree induction, we do not know which 

samples are noise data; filtering noise is thus difficult. 

Noise data is considered a type of irrelevant or 

meaningless data that does not typically reflect the main 

trends but makes the identification of these trends more 

difficult. Non-informative variables may be potentially 
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random noise in the data stream. It is an idealized but 

useful model, in which such noise variables present no 

information-bearing pattern of regular variation. Tree size 

explosion problem, not only exists in incremental trees 

[1,2], but also in traditional trees [5,6,7]. However, data 

stream mining cannot eliminate those non-informative 

candidates in preprocessing before starting classification 

mining, because the concept-drift problem may also bring 

non-informative variables into informative candidates.  

On one hand, a previous study [8] reenacts this 

phenomenon that the inclusion of noise data reduces the 

accuracy and increasing model size. This consequence is 

undesirable in the decision tree classification. There has 

been an attempt to reduce the effect of noise by using 

supplementary classifiers for predicting missing values in 

real-time and minimizing noise in the important attributes 

[9]. Such methods still demand extra resources in 

computation. 

B. Missing Data 

 It is known that a major cause of over-fitting in a 

decision tree is the inclusion of contradicting samples in 

the learning process. Noisy data and missing values are 

usually the culprits when contradicting samples appear. 

Unfortunately, such samples are inevitable in distributed 

communication environments such as wireless sensor 

network (WSN). Two measures are commonly employed 

to define the extent of values missing from a set of data 

[10]: the percentage of predictor values missing from the 

dataset (the value-wise missing rate) and the percentage of 

observation records that contain missing values (the case-

wise missing rate). A single value missing from the data 

usually indicates transmission loss or malfunctioning of a 

single sensor. A missing data value record may result 

from a broken link between sensors. In WSN, can 

distinguish the missing data to two categories: 

 Incomplete data with lost values: Because of an 

accidence of sensor itself, like a crash or a reboot, 

the instant data of the last event before the 

accidence will be lost. Hence, such kind of missing 

values is permanent, which is lost forever.  

 Unstable data with late arrival: Because of temporal 

disconnection or network delay, data stream capture 

faces asynchronous issues. The missing value 

caused by asynchronous is not permanent, which is 

temporally lost and will arrive in a short while. 

C. Bias Data 

Bias data is also called imbalanced distribution data. 

The term “imbalanced” refers to irregular class 

distributions in a dataset. For example, a large percentage 

of training samples may be biased toward class A, leaving 

few samples that describe class B. Imbalanced 

classification is a common problem. This problem occurs 

when the classifier algorithm is trained with a dataset, in 

which one class has only a few samples, and there are a 

disproportionally large number of samples in the other 

classes. Imbalanced data causes classifiers to be over-

fitted (i.e., produce redundant rules that describe duplicate 

or meaningless concepts), and, as a result, perform poorly, 

particularly in the identification of the minority class. 

Most of the standard classification algorithms assume 

that training examples are evenly distributed among 

different classes. In practical applications where this was 

known to be untrue, researchers addressed the problem by 

either manipulating the training data or adjusting the 

misclassification costs. Resizing training data sets is a 

common strategy that attempts to downsize the majority 

class and over-samples the minority class. Many variants 

of this strategy have been proposed [10,11,12]. A second 

strategy is to adjust the costs of misclassification errors to 

be biased against or in favor of the majority and minority 

classes, respectively. Using the feedback from the altered 

error information, researchers then fine-tune their cost-

sensitive classifiers and post-prune the decision trees in 

the hope of establishing a balanced treatment of each class 

in the new imbalanced data collected by the network 

[12,13]. However, they are not suitable for data stream 

mining because of the nature of incremental access to the 

constantly incoming streams. 

D. Concept-drift Data 

Data stream is also an infinite big data scenario that 

the underlying data distribution of newly arrival data may 

be appeared differently from the old one in the real world, 

so called concept-drift problem. For example, click-

streams of user’s navigating e-commerce website may 

reflect the preferences of purchase through the analysis 

systems. When people’s preferences of product change, 

however, the old user’s behavior model is not applicable 

any more that the drifting of concepts appears. 

The hidden changes in the attributes of data streams 

will cause a drift of target concept. In terms of the 

occurring frequency, commonly it can be distinguished in 

two kinds: abrupt drift and gradual drift. For data streams, 

the data arrive continuously that the concept-drift is local, 

for instance, only particular types of attribute may change 

with time while the others remain the same.   

III. INCREMENTAL DECISION TREE ALGORITHMS 

A. Decision Tree Learning using Hoeffding Bound 

      A decision-tree classification problem is defined as 

follows: N is the number of examples in a dataset with a 

form (X, y), where X is a vector of I attributes and y is a 

discrete class label. I is the number of attributes in X. k is 

the index of class label. Suppose a class label with the kth 

discrete value is yk. Attribute Xi is the i th attribute in X, 

and is assigned a value of xi1, xi2… xiJ, where 1 ≤ i ≤ I and 

J is the number of different values of Xi. The 

classification goal is to produce a decision tree model 

from N examples, which predicts the classes of y in future 

examples with high accuracy. In stream mining, the 

example size is very large or unlimited that N∞. 

      VFDT [1] constructs an incremental decision tree by 

using constant memory and constant time-per-sample. It 

is a pioneering predictive technique that utilizes the 

Hoeffding bound (HB) that    √    (
 

 
)     , where 

R is the range of classes distribution and n is the number 

of instances which have fallen into a leaf.  Sufficient 
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statistics is used to record the counts of each value     of 

attribute    belonging to class   . The solution, which 

doesn’t requiring the full historical data, is a node-

splitting criterion using a HB. To evaluate a splitting-

value for attribute   , it chooses the best two values. 

Suppose     is the best value of H(.) where     
              ; suppose     is the second best value 

where                        ; suppose         

is the difference of the best two values for attribute   , 

where                          . Let n be the 

observed number of instances, HB is used to compute 

high confidence intervals for the true mean       of 

attribute     to class    that                 

where        ∑   
 
 . If after observing      examples, 

the inequality        holds, then        , 

meaning that the best attribute     observed over a 

portion of the stream is truly the best attribute over entire 

stream. Hence, a splitting-value     of attribute    can be 

found without full attribute-values, even when we don’t 

know all values of    (from     to    ).  

     When data contains imperfect values, it may confuse 

the values of heuristic function. The difference of the best 

two heuristic evaluation for attribute   , where 

  ̅                     , may be negligible. To 

solve this problem, a fixed tie-breaking  , which is a user 

pre-defined threshold for incremental learning decision 

tree, is proposed as a pre-pruning mechanism to control 

the tree growth speed [2]. This threshold constrains the 

node-splitting condition that   ̅          . An 

efficient   guarantees a minimum tree growth in case of 

tree-size explosion problem.   must be set before a new 

learning starts, however, so far there has no a unique   

suitable for all problems. In other words, there is not a 

single value that works well in all tasks. The choice of τ 

hence depends on the data and their nature.  

B. Evoluation in the Past Decade 

According to node-splitting process of a decision tree, 

we can distinguish it into two categories: singletree 

algorithm and multi-tree algorithm. Singletree is a 

decision model that only builds one tree in the tree-

building approach while does not require any optional 

branches or alternative trees. Multi-tree builds a decision 

tree model dependent on many other trees at the same 

time. The advantage of singletree is lightweight favored 

for data streams environment and easy to implement, 

although in some cases, multi-tree may bring a higher 

accuracy.  

VFDT is the pioneer singletree of using HB to 

construct incremental decision tree for high-speed data 

streams, but it can’t handle concept drift. Functional tree 

leaf is originally proposed to integrate to incremental 

decision tree [3]. Consequently, Naïve Bayes classifier on 

the tree leaf has improved classification accuracy. The 

functional tree leaf is able to handle both continuous and 

discrete values in data streams. OcVFDT [14] provides a 

solution to deal with unlabeled samples based on VFDT 

and POSC4.5. The experiment shows four fifths of 

samples are unlabeled, while the performance still gets 

close to VFDT of fully labeled streams. OcVFDT is a one-

class classification that classifiers are trained to 

distinguish only a class of objects from all other objects. 

FlexDT [15] proposes a Sigmoid function to handle noisy 

data and missing values. Sigmoid function is used to 

decide what true node-splitting value, but sacrificing 

algorithm speed. 

For handling concept-drift problem, CVFDT [2] 

proposed a fixed size of sliding-window that integrated to 

VFDT. It constructs an alternative tree in the tree growing. 

When tree model is out-of-date within a window, the 

alternative branch will replace the old one so that it adapts 

to concept-drift data. HOT [16] proposes an algorithm 

producing some optional tree branches at the same time, 

replacing those rules with lower accuracy by optional ones. 

The classification accuracy has been improved 

significantly while learning speed is slowed because of the 

construction of optional tree branches. ASHT [4] is 

derived from VFDT adding a maximum number of split 

nodes. ASHT has a maximum number of split nodes. 

After one node splits, if the number of split nodes is 

higher than the maximum value, then it deletes some 

nodes to reduce its size.  

IV. HYPOTHESIS AND MOTIVATION 

A. Hypothesis 

The research is on the basic of the following 

assumptions:  

One-pass Process The feature of proposed method 

implement as a one-pass approach, which requires loading 

and computing the data records only one time. Therefore, 

this is potentially applicable for big data, even unbounded 

data problem. 

Data Volume The data is multi-dimensional, with 

bounded and constant values of attributes. The data is also 

labeled. A data record is called the instance. The data has 

a large scale of instances, even infinite. The algorithm 

builds an incremental decision tree, in which suppose 

there enough instances for the node splitting using the HB. 

Imperfect Data The imperfect data include: the noisy 

data, the data with missing values, the data with 

imbalanced class distribution, as well as the data with 

concept-drift. 

Performance Measures Accuracy is the number of 

correctly classified instances divided by the number of 

total instances. Tree size is the number of the rules in a 

decision tree. This also equals to the number of leaves in 

the tree model. Learning speed is the time to construct the 

decision tree. It is an immediate time in the incremental 

learning process. Memory cost is the memory size used to 

build the tree model. 

Classifier Due to the one-pass process, the incremental 

decision tree implements a test-then-train process. When a 

new instance arrives, it will traverse from the root to a leaf 

according to the tree model. This is also a testing process. 

During the traversing, the node splitting is triggered so 

that tree model is trained incrementally. Besides, the post-

pruning mechanism is infeasible since the nature of fast-

moving data scenario. No extra time is allowed to stop 

tree building and prune tree structure. 
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Application The result of the proposed methodology is 

a decision tree model, which presents rules from the root 

to the leaves. The tree-like structure shows a collection of 

complex rules intuitively in terms of IF-THEN-ELSE 

rules. Both human and machine can understand this rules 

easily.  

B. Motivation 

In this paper, we propose an incremental decision tree 

learning method that is suitable for big data analysis. 

What is the difference between traditional decision tree 

learning and incremental decision tree learning?  

In Figure 1, we provide an example of traditional 

decision tree learning. The criteria of splitting-node 

selection is based on heuristic function. For example, ID3 

algorithm uses the information entropy while C4.5 applies 

the information gain as the heuristic function. In general, 

the traditional tree learning requires loading the full data 

and analyzes the whole training data to build a decision 

tree. The splitting criteria is according to the heuristic 

result, splitting from the attribute with the larger heuristic 

value, until all candidates become internal nodes.  

 

Data
Designate attribute variables for 

analysis, with a class variable

Calculate H(.) of correlation of 

attributes and class 

Sorted the result and choose 

attribute Ai with the best H(.) the 

splitting node

Let A be the attribute with the best H(.) 

value among attributes

Let {aj|j=1,2…m} be the values of Ai 

Let {Sj|j=1,2...m} be the subset of S 

consisting respectively records with value aj 

Return a tree with root labeled A

Splitting nodes labeled a1, a2, … am to 

the trees using the H(.)

Let Q be a set of 

attributes {Aj|j=1,2...m}

Remove Ai from Q

LOOP

Until Q is empty

Decision Tree

 

Figure 1.  Workflow of Buiding A Traditional Decision Tree. 

Differently in Figure 2, incremental learning process 

using Hoeffding bound in the splitting criteria. It does not 

require loading the full data, instead, it only needs a part 

of data to train decision tree model. When new data 

arrives, the sufficient statistics are updated. If checking 

condition satisfied, it will compare splitting candidates 

with the best and the second best heuristic result. In this 

case, the tree model is updated incrementally, with newly 

arrival data. 

Data
Sort it to leaf using HT: 

Count Xij → yk : nijk

Splitting-Check

ni(l)>=nmin 

Calculate H(.) by nijk

ΔH(.) >HB

or ΔH(.)<HB<=r

Calculate ΔH(.) nijk :

ΔH(.)=H(Xa)-H(Xb)

Split Xa as branch

Xm = X – Xa, let leaf lm

Do not split:

Not update 

Decision Tree

Do split:

Update Decision Tree

Let Xi = Xm – X0 :

 Reset nijk

Most frequent class at lm:

Gm(X0)

NO

NO

YES

YES

 

Figure 2.  Workflow of Buiding An Incremental Decision Tree. 

    From the comparison above, obviously, the traditional 

method is not suitable for big data scenario, because 

loading full data is inapplicable in practical. That is why 

we propose an incremental method to deal with big data. 

The incremental process is applicable for continuously 

arrival data, even infinite data scenario.  

V. METHODOLOGY DESIGN 

A. Overall Workflow 

       The proposed methodology, which inherits the use 

of HB, implements on a test-then-train approach 

(Figure 3) for classifying continuously arriving data 

streams, even for infinite data streams. The whole test-

then-train process is synchronized such that when the 

data stream arrives, one segment at a time, the decision 

tree is being tested first for prediction output and 

training (which is also known as model updating) of 

the decision tree then occurs incrementally. 

 

 
Figure 3.  Test-then-train Workflow. 

B. Auxiliary Reconciliation Control 

The Auxiliary Reconciliation Control (ARC) is a set 

of data pre-processing functions used to solve the problem 

of missing data streams. The ARC can be programmed as 

a standalone program that may run in parallel and in 

synchronization with the test-and-train operation. 

Synchronization is facilitated by using a sliding window 

that allows one segment of data to arrive at a time at 

regular intervals. When no data arrive, the ARC simply 

Data 
Stream

TESTING TRAINING

Node-splitting Estimation

Tree Leaf Prediction

Decision 
Tree
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stands still without any action. The operational rate of the 

sliding window should be no greater than the speed at 

which the decision tree building is operated and faster 

than the speed at which the sensors transmit data. 

 
 

Figure 4.  The workflow of ARC in a gateway sensor node. 

To tackle the problem of missing values in a data 

stream, a number of prediction algorithms are commonly 

used to guess approximate values based on past data. 

Although many algorithms can be used in the ARC, that 

deployed should ideally achieve the highest level of 

accuracy while consuming the least computational 

resources and time. Some popular choices we use here for 

simulation experiments include, but are not limited to, 

mean, naïve Bayesian, and C4.5 decision tree algorithms 

for nominal data, and mean mode, linear regression, 

discretized naïve Bayesian and M5P algorithms for 

numeric data. Missing value estimation algorithms 

require a substantial amount of past data to function. For 

example, before using a C4.5 decision tree algorithm as a 

predictor for missing values, a classifier must be built 

using statistics from a sample of sufficient size. 

C. Functional Tree Leaf 

      Functional tree leaf [3], can further enhance the 

prediction accuracy via the embedded Naïve Bayes 

classifier.. In this paper, we embed the functional tree leaf 

to improve the performance of prediction by HT model. 

When these two extensions – an optimized node-splitting 

condition (   ̅     or          
              

or          
             ) and a refined 

prediction using the functional tree leaf – are used 

together, the new decision tree model is able to achieve 

unprecedentedly good performance, although the data 

streams are perturbed by noise and imbalanced class 

distribution.  

       For the actual classification, iOVFDT uses a decision 

tree model     to predict the class label   ̂  with 

functional tree leaf   when a new sample (X, y) arrives, 

defined as           ̂ . The predictions are made 

according to the observed class distribution (OCD) in the 

leaves called functional tree leaf  . Originally in VFDT, 

the prediction uses only the majority class  MC. The 

majority class only considers the counts of the class 

distribution, but not the decisions based on attribute 

combinations. The naïve Bayes  NB computes the 

conditional probabilities of the attribute-values given a 

class at the tree leaves by naïve Bayes network. As a 

result, the prediction at the leaf is refined by the 

consideration of each attribute’s probabilities. To handle 

the imbalanced class distribution in a data stream, a 

weighted naïve Bayes  WNB and an error-adaptive  Adaptive 

are proposed in this paper. These four types of functional 

tree leaves are discussed in following paragraphs. 

Let Sufficient statistics nijk be an incremental count 

number stored in each node in the iOVFDT. Suppose that 

a node Nodeij in HT is an internal node labeled with 

attribute xij and k is the number of classes distributed in 

the training data, where k≥2. A vector Vij can be 

constructed from the sufficient statistics nijk in Nodeij, 

such that Vij = {nij1, nij 2…nij k}. Vij is the OCD vector of 

Nodeij. OCD is used to store the distributed class count at 

each tree node in iOVFDT to keep track of the 

occurrences of the instances of each attribute.  

Majority Class Functional Tree Leaf: In the OCD 

vector, the majority class  MC chooses the class with the 

maximum distribution as the predictive class in a leaf, 

where  MC: arg max r = {ni,j,1, ni, j, 2… ni, j, r… ni, j, k}, and 

where 0<r<k.  

Naïve Bayes Functional Tree Leaf: In the OCD 

vector Vi,j = {ni,j,1, ni,j,2… ni,j,r… ni,j,k}, where r is the 

number of observed classes and 0<r<k, the naïve Bayes 

 NB chooses the class with the maximum possibility, as 

computed by the naïve Bayes, as the predictive class in a 

leaf. nij,r is updated to n’i,j,r by the naïve Bayes function 

such that                            , where X is 

the new arrival instance. Hence, the prediction class is 

 NB: arg max r = { n’i,j,1, n’i,j,2… n’i,j,r… n’i,j,k }.  

Weighted Naïve Bayes Functional Tree Leaf: In the 

OCD vector Vi,j = {ni,j,1, ni,j,2… ni,j,r … ni,j,k}, where k is the 

number of observed classes and 0<r<k, the weighted 

naïve Bayes  WNB chooses the class with the maximum 

possibility, as computed by the weighted naïve Bayes, as 

the predictive class in a leaf. ni,j,r is updated to n’i,j,r by the 

weighted naïve Bayes function such that       
     

                   , where X is the latest received 

instance and the weight is the probability of class i 

distribution among all the observed samples, such that 

   ∏    ∑   
 
     

    , where ni,j,r is the count of class 

r. Hence, the prediction class is  WNB: arg max r = { n’i,j,1, 

n’i,j,2… n’i,j,r… n’i,j,k }. 

Adaptive Functional Tree Leaf: In a leaf, suppose 

that V  
MC is the OCD with the majority class  MC; 

suppose V  
NB is the OCD with the naïve Bayes  NB and 

suppose that V  
WNB is the OCD with the weighted naïve 

Bayes  WNB. Suppose that y is the true class of a new 

instance X and E  is the prediction error rate using a  . E  

is calculated by the average E=errori /n, where n is the 

number of examples and errori is the number of examples 

mis-predicted using  . The adaptive Functional Tree Leaf 

chooses the class with the minimum error rate predicted 

by the other three strategies, where  Adaptive: arg min   = 

{E 
MC

, E 
NB

, E 
WNB}. 

D. Incremental Optimization  

      The model is growing incrementally so as to update 

an optimal decision tree under continuously arriving data. 

Suppose that a decision tree optimization problem   is 

defined as a tuple (      ). The set X is a collection of 

objects to be optimized and the feasible Hoeffding tree 

Predicted
Missing
values

...

S Cache
Test

Train

ARC

VFDTAggregated 
data feeds

Processed data 
segments

N

N

N
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   solutions are subsets of X that collectively achieve a 

certain optimization goal. The set of all feasible solutions 

is       and        is a cost function of these 

solutions. The optimal decision tree HT* exists if X and 

  are known, and the subset S is the set of solutions 

meets the objective function where HT* is the optimum 

in this set. Therefore, the incremental optimization 

functions can be expressed as a sum of several sub-

objective cost functions:        ⋃        
 
   , 

where         is a continuously differentiable 

function and M is the number of objects in the 

optimization problem. The optimization goal: 

                                .        ̂  is 

used to predict the class when a new data sample (X, y) 

arrives. So far timestamp t, the prediction accuracy 

defined as:       
∑            
 
   

    
             

{
       ̂    
       ̂    

  . 

To measure the utility of the three dimensions via the 

minimizing function, the measure of prediction accuracy 

is reflected by the prediction error in:            . 
The new methodology is building a desirable tree 

model by combining with an incremental optimization 

mechanism and seeking a compact tree model that 

balances the objects of tree size, prediction accuracy and 

learning time. The proposed method finds an 

optimization function       , where M = 3. When a 

new data arrive, it will be sorted from the root to a leaf in 

terms of the existing HT model. When a leaf is being 

generated, the tree size grows. A new leaf is created when 

the tree model grows incrementally in terms of newly 

arrival data. Therefore, up to timestamp t the tree size is: 

    {
                 ̅    
                            

 . 

It is a one-pass algorithm that builds a decision 

model using a single scan over the training data. The 

sufficient statistics that count the number of examples 

passed to an internal node are the only updated elements 

in the one-pass algorithm. The calculation is an 

incremental process, which tree size is “plus-one” a new 

splitting-attribute appears. It consumes little 

computational resources. Hence, the computation speed 

of this “plus one” operation for a new example passing is 

supposed as a constant value   in the learning process. 

The number of examples that have passed within an 

interval period of in node splitting control determines the 

learning time that                 . nmin is a 

fixed value for controlling interval of node splitting.                

      Suppose that     is the number of examples seen at a 

leaf yk and the condition that checks node-splitting is 

             . The learning time of each node 

splitting is the interval period – the time defined as     – 

during which a certain number of examples have passed 

up to timestamp t.  

Returning to the incremental optimization problem, 

the optimum tree model is the     structure with the 

minimum     . A triangle model is provided to illustrate 

the relationship amongst the three dimensions – the 

prediction accuracy, the tree size and the learning time. 

The three dimensions construct a triangle utility function 

in Figure 5. A utility function computes the area of 

triangle, reflecting a relationship amongst the three 

objects in: 

       
√ 

 
                     

 
Figure 5.  Three-obective Optimization. 

The area of this triangle        changes when node 

splitting happens and the HT updates. A min-max 

constraint of the optimization goal in (4) controls the 

node splitting, which ensures that the new tree model 

keeps a        within a considerable range. Suppose 

that            is a HT model with the maximum 

utility so far and            is a HT model with the 

minimum utility. The optimum model should be within 

this min-max range, near            : 
 

            
                     

 
                   

    According to the Chernoff bound, we know:  

          
                √

      ⁄  

  
         

where the range of         is within the min-max 

m o d e l                      
             . 

Therefore, if        goes beyond this constraint, the 

existing HT is not suitable to embrace the new data input 

and the tree model should not be updated. Node-splitting 

c o n d i t i o n  i s : 

  ̅    , 

or          
             , 

or          
             . 

, 

VI. EVALUATION 

A. Synthetic Data Streams 

Hyper-plane data is another typical data streams for 

concept-drift study [4,17]. We use MOA hyper-plane data 

generator to simulate the data streams without noise-

included (10 attributes and 2 classes, 2 of 10 attributes are 

randomly drifting). The performance measurement is 

Interval Test-then-train Evaluation in MOA. The 

aforementioned contents have verified that Error-adaptive 

is the best strategy of functional tree leaf, hence, it is 

applied in this test.  

The synthetic streams are marked when attributes 

drifting. A piece of streams is visualized (50 instances 

included) in Figure 6. Similar result appears that iOVFDT 
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outperforms the other two algorithms. In addition, it is 

obvious that: when a drift occurs, the accuracy is 

declining consequently. This test shows iOVFDT has a 

good performance dealing with attributes drifting.   

 

 
Figure 6.  Concept-drift evaluation for hyper-plane data streams. 

B. Sensor Data with Missing Values 

The complex nature of incomplete and infinite 

streaming data in WSNs has escalated the challenges 

faced in data mining applications concerning knowledge 

induction and time-critical decision-making. Traditional 

data mining models employed in WSNs work, which are 

mainly on the basis of relatively structured and stationary 

historical data, and may have to be updated periodically in 

batch mode. The retraining process consumes time as it 

requires repeated archiving and scanning of the whole 

database. Data stream mining is a process that can be 

undertaken at the front line in a manner that embraces 

incoming data streams.  

To the best of the author's knowledge, no prior study 

has investigated the impact of imperfect data streams or 

solutions related to data stream mining in WSNs, although 

the pre-processing of missing values is a well-known step 

in the traditional knowledge discovery process. We 

propose a holistic model for handling imperfect data 

streams based on four features that riddle data transmitted 

among WSNs: missing values, noise, delayed data arrival 

and data fluctuations. The model has a missing value 

predicting mechanism called the auxiliary reconciliation 

control (ARC). A bucket concept is also proposed to 

smooth traffic fluctuations and minimize the impact 

caused by late arriving data. Together with the VFDT, the 

ARC-cache facilitates data stream mining in the presence 

of noise and missing values. To prove the efficacy of the 

new model, a simulation prototype is implemented based 

on ARC-cache and VFDT theories by using a JAVA 

platform. Experimental results unanimously indicate that 

the ARC-cache and VFDT method yield better accuracy 

in mining data streams in the presence of missing values 

than VFDT only. One reason for this improved 

performance is ascribed to the improved predictive power 

of the ARC in comparison with other statistical counting 

methods for handling missing values, as the ARC 

computes the information gains of almost all other 

attributes with non-missing data. In future research, we 

will continue to investigate the impact of noisy or 

corrupted data and irregular data stream patterns on data 

stream mining. 

 

 
Figure 7.  Performance of ARC-cache missing values replacement 

 
Figure 8.  Magnified version of the diagram 

In this part, we use a set of real-world data streams 

downloaded from the 1998 KDD Cup competition 

provided by Paralyzed Veterans of America (KDD Cup, 

1998). The data comprise information concerning human 

localities and activities measured by monitoring sensors 

attached to patients. We use the learning dataset (127MB 

in size) with 481 attributes originally in both numeric and 

nominal form. Of the total number of 95,412 instances, 

more than 70% contain missing values.  

      In common with the previous experiment, we 

compare the ARC-Cache and VFDT method with the 

standard missing values replacement method found in 

WEKA using means. The results of the comparison are 

shown in Figure 7 and 8. Considering the number of 

attributes is very large, we apply a moderate window size 

(W = 100) for the ARC to operate. A complete dataset 

given by PVA is used to test the ARC-Cache (115MB). 

The experiment results demonstrate that using WEKA 

mean values to replace missing data yields the worst level 

of VFDT classification accuracy. Although using the 

ARC-Cache to deal with missing values in the dataset 
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does not yield results as accurate as the complete dataset 

without any missing values, ARC-Cache performance is 

much better than that achieved using WEKA means to 

replace missing values. The enlarged chart shows the 

WEKA replacement approach has very little effect in 

maintaining the level of performance because of the very 

high percentage of missing data (70%) in this extreme 

example. 

C. UCI Data Streams 

Dynamic data dominate many modern computer 

applications nowadays. They are characterized to be vast 

in size, fast moving in speed and consist of many 

attributes, which do not make sense individually, but they 

describe some behavioral patterns when analyzed together 

over some time. Traditional data mining algorithms are 

designed to load a full archive of data, and then build a 

decision model. New data that arrive would have to be 

accumulated with the historical dataset, and together they 

would be scanned again for rebuilding an up-to-date 

decision tree.  

TABLE I.   

DESCRIPTION OF DYNAMIC DATA 

Name Abbr. #Ins #Attr #Cls #Nom #Num 

iPod Sales IP 7882 29 3 16 12 

Internet Usage IU 10104 72 5 71 0 

Network Attack NA 494021 42 23 3 38 

Cover Type CT 581012 55 7 42 12 

Robot Sensor RS 5456 25 4 0 24 

Person Activity PA 164860 6 11 2 3 

 

Six scenarios of dynamic data are tested in the 

experiment, shown in Table 1. Each type of dynamic data 

represents typical decision-making problems on the topics 

of web applications, real-time security surveillance and 

activities monitoring. The data of web applications are 

Internet Usage (IU) data and iPod Sales on eBay (IP) data, 

which are generated from the recording of user’s click-

streams on the websites. The data of real-time security 

surveillance are Network Attack (NA) and Cover Type 

(CT) data. The data of activities monitoring are Robot 

Sensor (RS) and Person Activity (PA) data. The datasets 

are extracted from real-world applications that are 

available for download from UCI Machine Learning 

Repository. 

TABLE II.   

ACCURACY ANAYLSIS OF DYNAMIC DATA 

Method\Data RS IP IU CT PA NA 

C4.5 Pruned 99.45  

99.8

2  

82.3

4  91.01  75.20  

99.9

4  

C4.5 Unpruned 99.65  

99.7

0  

81.5

0  92.77  74.10  

99.9

5  

Incre.NB 55.35  

89.9

0  

75.2

9  60.52  49.28  

96.5

5  

VFDT 40.21  
90.7 79.0

67.45  43.75  
98.2

1  6  7  

VFDT_NB 55.35  

99.0

7  

82.0

3  77.16  61.03  

99.6

8  

VFDT_ADP 55.35  

99.2

1  

82.3

1  77.77  61.01  

99.7

9  

iOVFDT_MC 71.92  

81.7

9  

78.2

4  70.52  59.15  

99.2

3  

iOVFDT_NB 81.60  

98.7

8  

78.6

5  90.66  73.45  

99.6

9  

iOVFDT_WNB 81.91  

98.1

3  

78.9

5  90.51  72.35  

99.6

9  

iOVFDT_ADP 83.32  

98.9

2  

79.8

4  90.59  73.52  

99.8

5  

Standard 

Deviation. 20.21  6.09  2.31  11.80  11.28  1.08  

Variance 
408.5

4  

37.1

4  5.31  

139.1

7  

127.1

3  1.16  

Average 72.41  

95.6

1  

79.7

1  80.90  64.28  

99.2

6  

 

From Table 2, in general, it is observed that C4.5 had 

better accuracy than the other methods in all tested 

datasets because it built its decision model from the full 

dataset. Therefore it can attain a globally best solution by 

going through all the training data at one time. The other 

methods are incremental learning process that obtained a 

locally optimum solution in each pass of data stream. The 

strikethroughs indicate those accuracies that are below the 

average. Obviously, one can see that only C4.5 and 

iOVFDT_ADP (iOVFDT with Error-adaptive functional 

tree leaf) are able to achieve a ‘full win’ of satisfactory 

accuracies over the average across all the datasets. Fig. 8.1 

shows a graphical representation of the accuracies in the 

form of a stacked bar chart – despite C4.5, the iOVFDT 

family of algorithms (except MC) obtains pretty good 

accuracies. Therefore, when batch learning such as C4.5 is 

not feasible or available in scenarios of dynamic data 

stream mining, iOVFDT_ADP would be a good candidate. 

      Table 3 shows the model size (the number of nodes / 

the number of leaves) which is calculated as the number 

of leaves over the number of nodes for different datasets. 

For all dataset, C4.5 built the decision model requiring 

largest tree size. Naïve Bayes does its prediction by using 

distribution probabilities, so that the decision model does 

not exhibit a tree-like structure. Although smaller tie-

breaking threshold might bring respectively smaller tree 

size for VFDT, the accuracy is obviously worse than 

iOVFDT. It is interesting to see that the size of a globally 

best model (C4.5) is not much bigger than a locally 

optimum model (iOVFDT) because the latter algorithm 

allows tree to grow incrementally over time. 

TABLE III.   

MODEL SIZE ANAYLSIS OF DYNAMIC DATA 

 

RS IP IU CT PA NA 

C4.5 Pruned 

18/3

5 

20/3

9 

847 

/911 

10149 

/20297 

13265 

/24120 

724 

/838 

C4.5 

Unpruned 

22/4

3 

24/4

6 

1028 

/126

7 

14903 

/29805 

6467 

/10357 

679 

/801 

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 3, AUGUST 2013 329

©2013 ACADEMY PUBLISHER



IncreNB N/A N/A N/A N/A N/A N/A 

VFDT 1/1 5/9 

46/4

7 

127/25

3 

167/18

7 

87/9

4 

VFDT_NB 1/1 5/9 

46/4

7 

127/25

3 

167/18

7 

87/9

4 

VFDT_ADP 1/1 5/9 

46/4

7 

127/25

3 

167/18

7 

87/9

4 

iOVFDT_MC 

22/4

3 6/11 

325 

/329 

1280 

/2559 

2211 

/2500 

185 

/249 

iOVFDT_NB 

22/4

3 8/15 

325 

/329 

1864 

/3727 

2440 

/2821 

188 

/255 

iOVFDT_WN

B 

22/4

3 8/15 

325 

/329 

1864 

/3727 

2233 

/2551 

188 

/255 

iOVFDT_AD

P 

22/4

3 8/15 

325 

/329 

1864 

/3727 

2440 

/2821 

188 

/255 

 

     The speed of learning decision model was reflected by 

the time in seconds as shown in Table 4. In general, C4.5 

has the slowest learning speed for all datasets. Comparing 

the average learning times of VFDT to iOVFDT, our 

experiment result shows both algorithms have a very 

similar learning speed. iOVFDT has a learning speed 

almost as fast as the original VFDT. This implies that the 

improved version, iOVFDT can achieve smaller tree size, 

good accuracy without incurring cost of slowing down the 

learning speed. Fast learning speed is important and 

applicable to time-critical applications. 

TABLE IV.   

LEARNING SPEED ANAYLSIS OF DYNAMIC DATA 

Methods\Data RS IP IU CT PA NA 

C4.5 Pruned 0.30  0.22  0.40  931.34  180.88  120.68  

C4.5 Unpruned 0.80  0.40  0.39  1717.35  121.62  187.44  

IncreNB 0.26  0.10  0.24  11.98  0.95  17.77  

VFDT 0.18  0.07  0.19  6.65  0.63  4.50  

VFDT_NB 0.13  0.09  0.24  9.88  0.96  6.64  

VFDT_ADP 0.14  0.09  0.30  10.18  1.28  7.95  

iOVFDT_MC 0.12  0.08  0.20  6.86  0.64  4.36  

iOVFDT_NB 0.17  0.09  0.30  8.80  0.97  6.62  

iOVFDT_WNB 0.16  0.10  0.29  8.61  0.98  6.41  

iOVFDT_ADP 0.13  0.11  0.31  13.09  1.26  6.78  

Avg. C4.5 0.55  0.31  0.40  1324.35  151.25  154.06  

Avg. Increm.NB 0.26  0.10  0.24  11.98  0.95  17.77  

Avg. VFDT 0.15  0.08  0.24  9.57  0.96  6.36  

Avg. iOVFDT 0.14  0.10  0.27  8.34  0.96  6.04  

 

D. Real-time Recommendation Data 

Recommendation system is an important application 

of data mining that tries to refer the right products to the 

right customers in the right time. We use some real-life 

online recommendation data from the GroupLens 

Research: 

MovieLens www.grouplens.org/node/73 

Book-cross www.informatik.uni-

freiburg.de/~cziegler/BX/ 

They are the typical dataset for the recommending 

system. This data is consisted of three files: movie/book 

information, user information, and rating. The three files 

are joined together by the user ID and movie/book ID.  

After combining the data, MoiveLens includes 

1,000,209 instances, 1 numeric attributes, 24 nominal 

attribute. The target class is the type of movie. There are 

18 distinct types. Book-crossing includes 1,316,100 

instances, 2 numeric and 5 nominal attributes. The target 

class is the country where the users are. There are 61 

investigated countries. For a recommendation system, the 

classification model is used to predict what type of the 

movie does the user like, or which region does the user 

live in, from the previous rating data. The benchmark 

algorithms are VFDT, ADWIN and iOVFDT, with Error-

adaptive functional tree leaf.  

For MovieLens data, after normalized the result, we 

can see the comparison of these three algorithms in Figure 

9. In general, iOVFDT and ADWIN have better accuracy 

than VFDT, but ADWIN results bigger model size than 

iOVFDT, as well as the learning time. For Book-crossing 

data, the accuracy and tree size analysis are shown in 

Figure 10 and 11 respectively. It reflects that ADWIN still 

obtains a bigger tree size. iOVFDT outperforms the others 

in terms of the accuracy and the tree size.  

 
Figure 9.  Normalized comparison result of MovieLens data 

 
Figure 10.  Accuracy of Book-crossing data 
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Figure 11.  Tree size of Book-crossing data 

VII. COCLUSIONS 

How to uncover the knowledge hidden within massive 

and big data efficiently, remains an open question. In the 

opinion of author, a well-designed algorithm is crucial in 

solving the problems associated with big data. 

A data stream model is usually defined as a model in 

which data move continuously at high-speed. Most big 

data can be considered as data streams, in which many 

new data are generated in a short time, and moving 

continuously. Data streams contain very large volumes of 

data, which cannot be stored in either internal or external 

memory. A one-pass algorithm, therefore, forms the basis 

of data stream mining, which briefly stores a sufficient 

statistical matrix when new data passes, but does not 

require the full dataset being scanned repeatedly. However, 

imperfect data streams, like missing values, noise, 

imbalanced distribution and concept-drift, are common in 

the real world applications. To the best knowledge of the 

author, no suitable methods have solved all above 

problems well so far. 

The main contributions of this research propose:  

 An incremental decision tree algorithm handling 

imperfect data streams.  

 A mechanism so called Auxiliary Reconciliation 

Control (ARC) is used to handle the missing data.  

 An adaptive-tie breaking threshold is robust to the 

noisy data.  

 A new functional tree leaf of weighted Naïve Bayes 

is brought forward to deal with imbalanced 

distributions in data streams. 

 A test-then-train learning approach monitors the 

performance of decision model in real-time so that 

the model is sensitive to concept-drift occurrence. 

     Experiment shows the proposed methodology can 

solve the aforementioned problems as a result. 

 

REFERENCES 

[1] Domingos P., and Hulten G.. 2000. ‘Mining high-speed 

data streams’, in Proc. of 6th ACM SIGKDD international 

conference on Knowledge discovery and data mining 

(KDD’00), ACM, New York, NY, USA, pp. 71-80. 

[2] Hulten G., Spencer L., and Domingos P., 2001. ‘Mining 

time-changing data streams’, in Proc. of 7th ACM 

SIGKDD international conference on Knowledge 

discovery and data mining (KDD’01), ACM, New York, 

NY, USA, pp. 97-106. 

[3] Gama.J. Rocha R. and Medas P., 2003.‘Accurate decision 

trees for mining high-speed data streams’, in Proc. of 9th 

ACM SIGKDD international conference on Knowledge 

discovery and data mining (KDD’03), ACM, New York, 

NY, USA, pp. 523-528.  

[4] Bifet A. and Gavalda R. 2007. “Learning from time-

changing data with adaptive windowing”. In Proc. of 

SIAM International Conference on Data Mining, pp. 443–

448. 

[5] Quinlan R, 1986. Induction of Decision Trees, Machine 

Learning, 1(1), pp.81-106. 

[6] Quinlan R, 1993. C4.5: Programs for Machine Learning, 

Morgan Kaufmann, San Francisco. 

[7] Breiman L., Friedman J.H., Olshen R.A. and Stone C.J., 

1984. 'Classification and Regression Trees', in Wadsworth 

& Brooks/Cole Advanced Books & Software, Monterey, 

CA. 

[8] Yang H., and Fong S., 2011. ‘Moderated VFDT in Stream 

Mining Using Adaptive Tie Threshold and Incremental 

Pruning’, in Proc. of 13th international conference on Data 

Warehousing and Knowledge Discovery (DaWak2011), 

LNCS, Springer Berlin / Heidelberg, pp. 471-483. 

[9] Farhangfar, A., Kurgan, L., & Dy, J. (2008). Impact of 

imputation of missing values on classification error for 

discrete data. Pattern Recognition, 41(12), 3692-3705. 

[10] Ding, Y., & Simonoff, J. S. (2010). An investigation of 

missing data methods for classification trees applied to 

binary response data. The Journal of Machine Learning 

Research, 11, 131-170. 

[11] Little, R. J., & Rubin, D. B. (1987). Statistical analysis 

with missing data(Vol. 539). New York: Wiley. 

[12] Lakshminarayan, K., Harp, S. A., & Samad, T. (1999). 

Imputation of missing data in industrial databases. Applied 

Intelligence, 11(3), 259-275. 

[13] Street, W. N., & Kim, Y. (2001, August). A streaming 

ensemble algorithm (SEA) for large-scale classification. 

In Proceedings of the seventh ACM SIGKDD international 

conference on Knowledge discovery and data mining(pp. 

377-382). ACM. 

[14] Li, C., Zhang, Y., & Li, X. (2009, June). OcVFDT: one-

class very fast decision tree for one-class classification of 

data streams. In Proceedings of the Third International 

Workshop on Knowledge Discovery from Sensor Data(pp. 

79-86). ACM. 

[15] Hashemi, S., & Yang, Y. (2009). Flexible decision tree for 

data stream classification in the presence of concept 

change, noise and missing values.Data Mining and 

Knowledge Discovery, 19(1), 95-131. 

[16] Pfahringer, B., Holmes, G., & Kirkby, R. (2007). New 

options for hoeffding trees. In AI 2007: Advances in 

Artificial Intelligence (pp. 90-99). Springer Berlin 

Heidelberg. 

[17] Hoeglinger, S., Pears, R., & Koh, Y. S. (2009). CBDT: A 

Concept Based Approach to Data Stream Mining. 

In Advances in Knowledge Discovery and Data Mining (pp. 

1006-1012). Springer Berlin Heidelberg. 
 

 

 

  

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 3, AUGUST 2013 331

©2013 ACADEMY PUBLISHER





Call for Papers and Special Issues 
 

Aims and Scope  
Journal of Emerging Technologies in Web Intelligence (JETWI, ISSN 1798-0461) is a peer reviewed and indexed international journal, aims at 

gathering the latest advances of  various topics in web intelligence and reporting how organizations can gain competitive advantages by applying the 
different emergent techniques in the real-world scenarios. Papers and studies which couple the intelligence techniques and theories with specific web 
technology problems are mainly targeted. Survey and tutorial articles that emphasize the research and application of web intelligence in a particular 
domain are also welcomed. These areas include, but are not limited to, the following: 

• Web 3.0 
• Enterprise Mashup 
• Ambient Intelligence (AmI) 
• Situational Applications 
• Emerging Web-based Systems 
• Ambient Awareness 
• Ambient and Ubiquitous Learning 
• Ambient Assisted Living 
• Telepresence 
• Lifelong Integrated Learning 
• Smart Environments 
• Web 2.0 and Social intelligence 
• Context Aware Ubiquitous Computing 
• Intelligent Brokers and Mediators 
• Web Mining and Farming 
• Wisdom Web 
• Web Security 
• Web Information Filtering and Access Control Models 
• Web Services and Semantic Web 
• Human-Web Interaction 
• Web Technologies and Protocols 
• Web Agents and Agent-based Systems 
• Agent Self-organization, Learning, and Adaptation 

• Agent-based Knowledge Discovery 
• Agent-mediated Markets 
• Knowledge Grid and Grid intelligence 
• Knowledge Management, Networks, and Communities 
• Agent Infrastructure and Architecture 
• Agent-mediated Markets 
• Cooperative Problem Solving 
• Distributed Intelligence and Emergent Behavior 
• Information Ecology 
• Mediators and Middlewares 
• Granular Computing for the Web 
• Ontology Engineering 
• Personalization Techniques 
• Semantic Web 
• Web based Support Systems 
• Web based Information Retrieval Support Systems 
• Web Services, Services Discovery & Composition 
• Ubiquitous Imaging and Multimedia 
• Wearable, Wireless and Mobile e-interfacing 
• E-Applications 
• Cloud Computing 
• Web-Oriented Architectrues 

 
Special Issue Guidelines 

Special issues feature specifically aimed and targeted topics of interest contributed by authors responding to a particular Call for Papers or by 
invitation, edited by guest editor(s). We encourage you to submit proposals for creating special issues in areas that are of interest to the Journal. 
Preference will be given to proposals that cover some unique aspect of the technology and ones that include subjects that are timely and useful to the 
readers of the Journal. A Special Issue is typically made of 10 to 15 papers, with each paper 8 to 12 pages of length. 

The following information should be included as part of the proposal: 
• Proposed title for the Special Issue 
• Description of the topic area to be focused upon and justification 
• Review process for the selection and rejection of papers. 
• Name, contact, position, affiliation, and biography of the Guest Editor(s) 
• List of potential reviewers 
• Potential authors to the issue 
• Tentative time-table for the call for papers and reviews 
 
If a proposal is accepted, the guest editor will be responsible for: 
• Preparing the “Call for Papers” to be included on the Journal’s Web site. 
• Distribution of the Call for Papers broadly to various mailing lists and sites. 
• Getting submissions, arranging review process, making decisions, and carrying out all correspondence with the authors. Authors should be 

informed the Instructions for Authors. 
• Providing us the completed and approved final versions of the papers formatted in the Journal’s style, together with all authors’ contact 

information. 
• Writing a one- or two-page introductory editorial to be published in the Special Issue. 
 

Special Issue for a Conference/Workshop 
A special issue for a Conference/Workshop is usually released in association with the committee members of the Conference/Workshop like general 

chairs and/or program chairs who are appointed as the Guest Editors of the Special Issue. Special Issue for a Conference/Workshop is typically made of 
10 to 15 papers, with each paper 8 to 12 pages of length. 

Guest Editors are involved in the following steps in guest-editing a Special Issue based on a Conference/Workshop: 
• Selecting a Title for the Special Issue, e.g. “Special Issue: Selected Best Papers of XYZ Conference”.  
• Sending us a formal “Letter of Intent” for the Special Issue. 
• Creating a “Call for Papers” for the Special Issue, posting it on the conference web site, and publicizing it to the conference attendees. 

Information about the Journal and Academy Publisher can be included in the Call for Papers. 
• Establishing criteria for paper selection/rejections. The papers can be nominated based on multiple criteria, e.g. rank in review process plus the 

evaluation from the Session Chairs and the feedback from the Conference attendees. 
• Selecting and inviting submissions, arranging review process, making decisions, and carrying out all correspondence with the authors. Authors 

should be informed the Author Instructions. Usually, the Proceedings manuscripts should be expanded and enhanced. 
• Providing us the completed and approved final versions of the papers formatted in the Journal’s style, together with all authors’ contact 

information. 
• Writing a one- or two-page introductory editorial to be published in the Special Issue. 
 

More information is available on the web site at http://www.academypublisher.com/jetwi/.  



(Contents Continued from Back Cover) 

Applying Clustering Approach in Blog Recommendation 
Zeinab Borhani-Fard, Behrouz Minaei, and Hamid Alinejad-Rokny 
 
Automatic Extraction of Place Entities and Sentences Containing the Date and Number of Victims of 
Tropical Disease Incidence from the Web 
Taufik Fuadi Abidin, Ridha Ferdhiana, and Hajjul Kamil 
 
Widespread Mobile Devices in Applications for Real-time Drafting Detection in Triathlons 
Iztok Fister, Dušan Fister, Simon Fong, and Iztok Fister Jr. 

296

302

310

RISING SCHOLAR PAPERS 
 
Solving Problems of Imperfect Data Streams by Incremental Decision Trees 
Hang Yang 

322

 
 
 
 
 


	081 ed.pdf
	082.pdf
	083-Kmeans ed.pdf
	085 ed.pdf
	087-researchpaper_new ed.pdf
	088 ed.pdf
	090 ed.pdf
	092 ed.pdf
	094.pdf
	095-ed.pdf
	A02-ed.pdf
	A03 ed.pdf
	A04.pdf
	A01-ed.pdf



