
Guaranteeing Synchronous Messageswith Arbitrary Deadline Constraintsin an FDDI Network�Nicholas Malcolm and Wei ZhaoDepartment of Computer ScienceTexas A&M UniversityCollege Station, Texas 77843-3112AbstractThis paper addresses issues related to guarantee-ing synchronous messages with arbitrary deadline con-straints in an FDDI network. We show that severalnetwork parameters must be set carefully if messagedeadlines are to be satis�ed. First, message deadlinescan only be met if su�cient synchronous bandwidthis allocated to each node. Thus, proper synchronousbandwidth allocation is essential if deadlines are tobe guaranteed. Second, the target token rotation time(TTRT) determines both the speed of token circulationand the network utilization available to user applica-tions. TTRT should also be chosen carefully to ensurethat the token circulates fast enough while maintaininga high available utilization. Finally, su�cient bu�erspace must be provided for outgoing messages, other-wise messages could be lost due to bu�er overow.In this paper, we propose and analyze an integratedmethod for allocating the synchronous bandwidth andselecting TTRT so that the time constraints of syn-chronous messages with arbitrary deadlines are guar-anteed to be met. Our method di�ers from previouswork by taking into account both message periods andmessage deadlines. As a result, the network's capa-bility for guaranteeing real-time messages is increaseddramatically. Furthermore, we derive an upper boundfor the maximum message waiting time. This gives anupper bound for the required bu�er size. We show thatthis bound is independent of message deadlines | giv-ing considerable exibility to applications in choosingmessage deadlines.1 IntroductionThere is increasing use of distributed computer sys-tems to support real-time applications. The key tosuccessfully developing such systems is to have a com-munication network that supports the timely deliveryof inter-task messages. The main focus of this study isthus to address issues related to guarantees of messagedeadlines in a communication network.Our e�ort has concentrated on the Fiber Dis-tributed Data Interface (FDDI) network. FDDI is an�This work was funded in part by the Australian ResearchCouncil and by the EngineeringExcellence Fund of Texas A&MUniversity.

ANSI and ISO standard for �ber optic networks [3, 6].The suitability of FDDI for embedded distributed real-time applications derives not only from its high band-width, but also from its property of a bounded ac-cess time and its dual ring architecture. The boundedaccess time provides a necessary condition to guar-antee real-time deadlines. The dual ring architectureallows continuous real-time service even under somefailure conditions. Many embedded real-time applica-tions use FDDI as a backbone network. For example,FDDI has been selected as the backbone network forNASA's Space Station Freedom. FDDI has also beenadopted by the U.S. Navy Next Generation ComputerResources Program as part of its Survivable AdaptableFiber Optic Embedded Network (SAFENET) [19].FDDI uses the timed token protocol at its me-dia access control (MAC) layer. With this protocol,messages are divided into two separate classes: thesynchronous class and the asynchronous class. Syn-chronous messages arrive in the system at regularintervals and may be associated with deadline con-straints. The idea behind the timed token protocol isto control the token rotation time. At network initial-ization time, a protocol parameter called the TargetToken Rotation Time (TTRT) is determined which in-dicates the expected token rotation time. Each nodeis assigned a fraction of the TTRT, known as its syn-chronous bandwidth.1 The synchronous bandwidth ofa node is the maximum time that the node is permit-ted to transmit synchronous messages every time itreceives the token. After sending synchronous mes-sages, a node can transmit its pending asynchronousmessages. However, a node can send asynchronousmessages only if the time elapsed since the previoustoken departure from the node is less than the valueof TTRT, i.e., only if the token arrives earlier thanexpected.In order to guarantee that the deadlines of syn-chronous messages are met, network parameters such1Some other synonymous terms that researchers use aresynchronous capacity [1, 2, 4], bandwidth allocation [18],synchronous allocation [7], synchronous bandwidth assign-ments [10], and high priority token holding time [13]. This paperuses the term synchronous bandwidth, in accordance with themost recent version of the FDDI standard.



as the synchronous bandwidth, the target token rota-tion time, and the bu�er size must be chosen carefully.� The synchronous bandwidth is the most criti-cal parameter in determining whether messagedeadlines will be met. If the synchronous band-width allocated to a node is too small, then thenode may not have enough network access timeto transmit messages before their deadlines. Con-versely, large synchronous bandwidths can resultin a long token rotation time, which can also causemessage deadlines to be missed.� Proper selection of TTRT is also important. Let� be the token walk time around the network.The proportion of time taken due to token walk-ing is given by �=TTRT . The maximum networkutilization available to user applications is then1��=TTRT [18]. A smaller TTRT results in lessavailable utilization and limits the network capac-ity. On the other hand, if TTRT is too large, thetoken may not arrive often enough at a node inorder to meet message deadlines.� Each node has a bu�er for outgoing synchronousmessages. The size of this bu�er also a�ects thereal-time performance of the network.2 A bu�erthat is too small can result in messages being lostdue to bu�er overow. A bu�er that is too largeis wasteful of memory.There is much literature addressing parameter se-lection for an FDDI network. However, most of thiswork on parameter selection is for non real-time sys-tems. The objective in much of the previous workwas to maximize the throughout and/or to minimizethe delay, rather than to guarantee individual mes-sage deadlines [5, 9, 13, 14, 20]. There has recentlybeen much progress in synchronous bandwidth alloca-tion for real-time applications. In [1, 2, 4], a real-timesystem is considered where synchronous messages ondi�erent nodes can have di�erent periods. However,the deadline of a message is assumed to be equal to itsperiod. For this case it was shown that the worst caseachievable utilization of the network can be 33%; if amessage set has a utilization less than 33% of the avail-able network utilization, then the message deadlinescan always be guaranteed by a proper allocation of thesynchronous bandwidth. Independently, in [17], anexperiment using FDDI for transmitting multi-mediadata was described. In a multi-media system, messagedeadlines are much larger than message periods. Con-sequently, the synchronous bandwidth was allocatedbased on this assumption. Studies in [8, 16] addressedthe issue of meeting synchronous message deadlineswhile maximizing the average asynchronous through-put. Recently, in [11], the real-time performance ofFDDI and IEEE 802.5 has been compared.Our study di�ers signi�cantly from the previouswork in that we seek a comprehensive solution for2The size of the bu�er for incomingmessages also a�ects thereal-time performance of the network. A message can be lostif the bu�er for incoming messages overows. The receivingnode should be able to keep pace with incomingmessages. Thisdepends on the processor and memory speeds at the receivingnode and is beyond the scope of this paper.

setting the network parameters for a general messagesystem. In a general message system di�erent messagestreams can have di�erent periods and deadlines canbe less than, equal to, or larger than periods. With ourmethod, the network parameters | the synchronousbandwidths, TTRT, and the bu�er size | are selectedin an integrated fashion in order to guarantee the timeconstraints of messages. In particular, this study dif-fers from the previous work in the following ways:� A synchronous bandwidth allocation scheme isproposed and analyzed for a general message sys-tem. This is the �rst study presenting a syn-chronous bandwidth allocation scheme for a gen-eral message system. Our allocation scheme ex-plicitly accounts for the periods and deadlines ofindividual messages | resulting in a greater ca-pability to meet message deadlines.� A method is developed for selecting TTRT sothat the worst case achievable utilization of thenetwork is maximized. This enhances the likeli-hood that all of the deadlines of an arbitrary mes-sage set can be satis�ed. No previous work hasbeen reported on selection of TTRT to maximizethe worst case achievable utilization.� An upper bound is derived for the queue length ofsynchronous messages. Consequently, the bu�ersize required for outgoing messages can be safelybounded. Once again, this is the �rst study onbu�er size in an FDDI network when used forreal-time applications.2 FrameworkIn this section, we describe the framework of ourstudy. We will �rst present the message and networkmodels. We then discuss FDDI protocol propertiesthat will be used in analyzing the parameter selectionmethods proposed in subsequent sections.2.1 The Network and the Message Mod-elsThe network contains n nodes arranged in a ring.Message transmission is controlled by the timed tokenprotocol, and the network is assumed to operate with-out any faults. To be consistent with current practicein FDDI networks, outgoing messages at a node areassumed to be queued in FIFO order.The token walk time is denoted by � . � includes thenode-to-node delay and the token transmission time.� is the portion of TTRT that is not available for mes-sage transmission. Let � be the ratio of � to TTRT,i.e., � = �=TTRT . � represents the proportion oftime that is not available for transmitting messages.There are n streams of synchronous messages,S1; : : : ; Sn, with stream Si incident on node i.3 Eachsynchronous message stream Si may be characterizedas Si = (Ci; Pi; Di):� Ci is the maximum amount of time required totransmit a message in the stream.3In [2] it is noted that an arbitrary token ring network inwhich each node may have any number of incident synchronousmessage streams can be transformed into a logically equivalentnetwork in which there is exactly one stream incident on eachnode.



� Pi is the interarrival period between messages inthe synchronous message stream. Let the �rstmessage in stream Si arrive at node i at time ti;1.Then, the j-th message in stream Si arrives atnode i at time ti;j = ti;1+(j� 1)Pi, where j � 1.� Di is the relative deadline of messages in thestream. The relative deadline is the maximumamount of time that may elapse between a mes-sage arrival and completion of its transmission.Thus, the transmission of the j-th message instream Si, which arrives at ti;j, must be com-pleted by ti;j+Di. ti;j+Di is the absolute deadlineof the message. To simplify the discussion, theterms \relative" and \absolute" will be omittedin the remainder of the paper when the meaningis clear from the context.Before proceeding, we introduce some useful nota-tions. For i = 1; : : : ; n, letDi = qiTTRT + ri (1)where qi = b DiTTRT c and 0 � ri = Di � qiTTRT <TTRT . Let Dmin be a lower bound on message dead-lines. Hence, for i = 1; : : : ; n,Dmin � Di: (2)As with deadline Di, Dmin can be written in terms ofits quotient and remainder when divided by TTRT:Dmin = qminTTRT + rmin (3)where qmin = b DminTTRT c and 0 � rmin = Dmin �qminTTRT < TTRT . Finally, let Pmin be a lowerbound on message periods, i.e., for i = 1; : : : ; n,Pmin � Pi: (4)The utilization, U , of a synchronous message set isde�ned by U = nXi=1 CiPi : (5)U can be regarded as the proportion of time requiredfor synchronous tra�c in the network.2.2 ConstraintsTo guarantee the deadlines of synchronous mes-sages the following constraints must be satis�ed forany choice of synchronous bandwidths (His), the tar-get token rotation time (TTRT), and the bu�er sizeat each node.The Protocol Constraint. This constraint statesthat the synchronous bandwidths on all the nodesmust sum to less than the available network band-width, i.e., nXi=1Hi � TTRT � �: (6)

The Deadline Constraint. This constraint simplystates that every synchronous message must betransmitted before its (absolute) deadline. For-mally, let si;j be the time that the transmission ofthe j-th message in stream Si is completed. Thedeadline constraint implies that for i = 1; : : : ; nand j = 1; 2; : : :, si;j � ti;j +Di (7)where ti;j is the arrival time and Di is the (rela-tive) deadline. Note that in the above inequality,ti;j and Di are given by the application, but si;jdepends on the synchronous bandwidth allocationand the choice of TTRT.Johnson and Sevcik [10, 15] showed that for thetimed token protocol, the maximum amount oftime that may pass between two consecutive to-ken arrivals at a node can approach 2TTRT . Tosatisfy the deadline constraint, it is necessary for anode to have at least one opportunity to send eachsynchronous message before the message dead-line expires. Therefore, in order for the deadlineconstraint to be satis�ed, it is necessary that fori = 1; : : : ; n, Di � 2TTRT : (8)It is important to note that (8) is only a neces-sary but not a su�cient condition for the deadlineconstraint to be satis�ed. For all message dead-lines to be met it is also crucial to choose thesynchronous bandwidths Hi appropriately.The Bu�er Constraint. This constraint states thatthe size of the bu�er for outgoing synchronousmessages at node i must be su�cient to hold themaximum number of synchronous messages thatmay be awaiting transmission at node i at anytime. This constraint is necessary to ensure thatmessages are not lost due to bu�er overow.2.3 Timing Properties of the Timed To-ken ProtocolIn order to guarantee the synchronous messages ata node, it is necessary to have some information re-garding the frequency of token visits to that node.Fortunately, extensive studies have already been car-ried out on the timing properties of the timed tokenprotocol. Some of these properties are given below.These properties will be useful later in this paper. LetTi;j be the time of the j-th token arrival at node i.Theorem 1 (Generalized Johnson and Sevcik'sTheorem [2]) For 1 � i � n and j � 1, the maximumamount of time that may pass between the j-th tokenarrival at node i and the (j + k)-th token arrival atnode i satis�esTi;(j+k) � Ti;j � (k + 1)TTRT �Hi: (9)In particular, the time between the j-th arrival andthe (j + 1)-th arrival satis�esTi;(j+1) � Ti;j � 2TTRT �Hi � 2TTRT : (10)



This is the relationship between two consecutive tokenarrivals at a node that was derived by Johnson andSevcik [10, 15].The generalized Johnson and Sevcik's theorem canbe used to derive the following result.Corollary 1 In any interval of time D, the token willvisit node i at least Vi times whereVi = b DTTRT � 1c: (11)In each of these visits, node i can use its full syn-chronous bandwidth Hi to transmit its synchronousmessages (if any).This corollary will be used extensively in the fol-lowing sections in order to show that the proposedsynchronous bandwidth allocation scheme satis�es thedeadline constraint.2.4 Performance MetricTo gauge the performance of a scheme for choos-ing the synchronous bandwidths Hi and the targettoken rotation time TTRT, it is necessary to have anappropriate performance metric. A metric that hascommonly been used for real-time processing and forreal-time communication is the worst case achievableutilization.A network protocol (with a given setting of its pa-rameters) has an achievable utilization U 0 if it canmeet the deadlines of any synchronous message setwith a utilization no more than U 0. For example, if anetwork has an achievable utilization U 0 = 0:5, thenall synchronous message sets with utilization U � 0:5will have their message deadlines satis�ed. The worstcase achievable utilization U� of a network is the leastupper bound of its achievable utilizations. Hence, thenetwork can meet the deadlines of all synchronousmessage sets with utilization no more than U�.The importance of the worst case achievable uti-lization U� of a network is that it relates to the fun-damental requirements of predictability and stabilityin hard real-time environments. If the utilization of amessage set is no more than U�, it can be predictedthat all of the messages will meet their deadlines. Thisis because the deadlines of all message sets with uti-lization no more than U� are guaranteed to be met.U� also provides a measure of the stability of a sys-tem. The parameters of a synchronous message setcan be freely modi�ed while still maintaining schedu-lability, provided that the utilization remains less thanU�. This gives a certain amount of system stability inthe face of changes to the parameters of a synchronousmessage set.Starting with the next section, we study guaran-tees of synchronous message deadlines in an FDDI net-work. In Section 3, we propose a synchronous band-width allocation scheme. The worst case achievableutilization U� of an FDDI network with the proposedsynchronous bandwidth allocation scheme is then de-rived. In Section 4, it is then shown how to chooseTTRT so that the worst case achievable utilization

is maximized. For both Sections 3 and 4, it is as-sumed that su�cient bu�er space is provided so thatmessages will never be lost due to bu�er overow. InSection 5, we will show that the bu�er size is boundedif our methods of synchronous bandwidth allocationand TTRT selection are used.3 Synchronous Bandwidth AllocationThe selection of appropriate values for the syn-chronous bandwidths Hi is a crucial step in meetingmessage deadlines. This section proposes a new syn-chronous bandwidth allocation scheme for guarantee-ing the time constraints of synchronous messages witharbitrary deadlines.3.1 A Classi�cation of SynchronousBandwidth Allocation SchemesSynchronous bandwidth allocation schemes may bedivided into two classes: local allocation schemes andglobal allocation schemes. These schemes di�er in thetype of information they may use. A local synchronousbandwidth allocation scheme uses only informationavailable locally to node i in allocating Hi. Locallyavailable information at node i includes the parame-ters of stream Si (i.e., Ci; Pi, and Di). � and TTRTare also locally available at node i, because these val-ues are known to all nodes. On the other hand, aglobal synchronous bandwidth allocation scheme canuse global information in its allocation of synchronousbandwidth to a node. Global information includesboth information locally available to nodes and infor-mation regarding the parameters of synchronous mes-sage streams incident on other nodes.A local scheme is preferable from a network man-agement perspective. If the parameters of stream Sion node i change, then only the synchronous band-width Hi of node i need be recalculated. The syn-chronous bandwidths at other nodes need not changebecause they were calculated independently of Si.This makes a local scheme exible, and suitable foruse in dynamic environments.In a global scheme, if the parameters of Si change,then it may be necessary to recompute the syn-chronous bandwidths at all nodes. Thus a globalscheme might not be well suited to a dynamic environ-ment. On the other hand, a global scheme may per-form better than a local one because a global schemeuses extra information. However, it is known that lo-cal schemes can perform very close to the optimal syn-chronous bandwidth allocation scheme when messagedeadlines are equal to message periods [1, 4]. There-fore, given the previously demonstrated good perfor-mance of local schemes and their desirable networkmanagement properties, this paper concentrates on lo-cal synchronous bandwidth allocation schemes.3.2 A New Local Synchronous Band-width Allocation SchemeWe begin with an informal discussion motivatingour selection of a synchronous bandwidth allocationscheme. A formal proof of its correctness then follows.We will �rst consider the case that Di � Pi, i.e., thatdeadlines are greater than periods. This assumptionwill be relaxed in Section 6.



How should the synchronous bandwidths Hi be al-located? A message must be sent within Di time unitsof arrival if it is to meet its deadline. By Corollary 1,the number of token visits to node i in Di time unitsis at least b DiTTRT � 1c. This suggests that for a mes-sage at node i to meet its deadline, the synchronousbandwidth Hi must be su�cient to send the messagein b DiTTRT � 1c token visits. Therefore we requireHi � Cib DiTTRT � 1c : (12)On the other hand, to meet the deadline require-ment, the tra�c ow at a node must be statisticallybalanced. On average, the number of messages arriv-ing at a node in a given time interval must be equal tothe number of messages that the node can transmit inthe same interval. Consider a time interval of lengthDi. DiPi Ci can be loosely regarded as the average tra�cdemand on node i during this interval. For example,if Di = 2:4Pi, then in a time interval of length Di,2.4 messages \arrive" at node i for transmission. Forthe ow to be balanced, DiPi Ci messages must also betransmitted in every interval of length Di. Corollary 1tells us that the minimum number of token visits tonode i in Di time units is b DiTTRT � 1c, and that thefull synchronous bandwidth Hi is available in each ofthese visits. Therefore, for the ow to be balanced, werequire b DiTTRT � 1cHi � DiPi Ci. That is, Hi should beallocated as Hi = DiPi Cib DiTTRT � 1c : (13)In allocating the synchronous bandwidth, however,it is preferable to make Hi as small as possible whilestill satisfying the deadline constraint. A smaller valueof Hi is preferable for two reasons. First, it improvesthe response time for asynchronous messages. Second,there will be a better chance of satisfying the protocolconstraint.Upon closer inspection, Hi can be made smallerthan suggested in (13) while still satisfying the dead-line constraint whenever (13) can do so. Recall thatDi = qiTTRT + ri where 0 � ri < TTRT . Considerthe following two cases.Case 1: ri > 0. In this case, (13) yieldsH0i = DiPi Cib DiTTRT � 1c = qiTTRTPi Cib DiTTRT � 1c+ riPiCib DiTTRT � 1c :(14)Case 2: ri = 0. In this case, (13) yieldsH 00i = DiPi Cib DiTTRT � 1c = qiTTRTPi Cib DiTTRT � 1c : (15)Note that H 00i < H 0i. However, if H 00i is su�cient tosatisfy the deadline constraint when ri = 0, then it

should also be su�cient when the deadline is increasedand ri > 0; increasing the deadline should not causea schedulable message set to become unschedulable.This means that in Case 1, the term ( riPiCi)=b DiTTRT �1c is redundant and can be ignored, resulting in asmaller value for the synchronous bandwidth. In bothcases, the synchronous bandwidth can be given asHi = qiTTRTPi Cib DiTTRT � 1c : (16)Combining this observation with the result in (12),we propose the following local synchronous bandwidthallocation scheme:Hi = max( qiTTRTPi ; 1)Cib DiTTRT � 1c : (17)In the remainder of this section, the conditions un-der which the protocol constraint is satis�ed will bederived for the proposed local synchronous bandwidthallocation scheme. The deadline constraint will thenbe shown to be satis�ed whenever the protocol con-straint is satis�ed. Following this, the worst caseachievable utilization of a network with this band-width allocation scheme is derived. Due to space lim-itations, proofs of some lemmas will not be presentedin this paper. The interested reader is referred to [12]for more details.3.3 Satisfying the Protocol ConstraintThe following theorem indicates that the protocolconstraint will be satis�ed provided that the utiliza-tion of the given set of synchronous messages fallswithin a certain bound.Theorem 2 For any synchronous message set Mwith utilization U � qmin�1qmin+1 (1��), if the synchronousbandwidths are allocated using the scheme in (17),then the protocol constraint will be satis�ed.3.4 Satisfying the Deadline ConstraintWe now prove that the deadline constraint is alwayssatis�ed when using the local synchronous bandwidthallocation scheme de�ned in (17). First we introducethe notion of a busy interval.De�nition 1 A busy interval at node i is a maximalinterval of time [t0; t1] such that at all points of timebetween t0 and t1 inclusive, the bu�er for outgoingsynchronous messages at node i is nonempty.Obviously, when we consider network behavior regard-ing real-time messages, we only need to consider thebehavior of the network during a busy interval.The beginning of a busy interval will always co-incide with a message arrival, though every messagearrival will not necessarily begin a new busy inter-val. Let M be the k-th message that arrives dur-ing a busy interval [t0; t1] at node i. M arrivesat time t0 + (k � 1)Pi and its absolute deadline ist0 + (k � 1)Pi + Di. By Corollary 1, the number of



token visits between t0 and t0 + (k � 1)Pi +Di is atleast b (k�1)Pi+DiTTRT �1c. Hi units of synchronous band-width is available on each of these visits. This meansthat the amount of synchronous bandwidth availablefor node i between t0 and t0 + (k � 1)Pi + Di is atleast b (k�1)Pi+DiTTRT �1cHi. The following lemma boundshow many messages can be sent with this much syn-chronous bandwidth.Lemma 1 If the synchronous bandwidth Hi at nodei is allocated according to (17) and the protocol con-straint is satis�ed, thenb (k � 1)Pi +DiTTRT � 1cHi � kCi (18)for all integers k > 0.Intuitively, this lemma says that the amount of syn-chronous bandwidth available to node i before thedeadline of the k-th message in a busy interval willbe su�cient for the k-th message, and all those mes-sages which preceded the k-th message in the busyinterval (a total of (k � 1) + 1 messages), to be sentbefore their deadlines. This notion is formalized in thefollowing theorem.Theorem 3 If the synchronous bandwidths are allo-cated using the scheme in (17) and the protocol con-straint is satis�ed, then the deadline constraint will besatis�ed.Proof: First, observe that every synchronous messagemust arrive during a busy interval. Either a messagewill arrive within a busy interval, or the message ar-rival will coincide with the beginning of a new busyinterval. Also, recall that outgoing synchronous mes-sages are assumed to be queued in FIFO order.Suppose, for the purpose of contradiction, that theconditions stated in this theorem are met, but thatsynchronous message M arriving at node i misses itsdeadline. Let [t0; t1] denote the busy interval dur-ing which M arrives. Let M be the k-th messageto arrive during busy interval [t0; t1], where k > 0.The absolute deadline of message M is t0 + (k �1)Pi + Di. From Corollary 1, during time interval[t0; t0 + (k � 1)Pi + Di] the token will visit node iat least b (k�1)Pi+DiTTRT � 1c times. During these visits,the total amount of synchronous messages node i cantransmit is b (k�1)Pi+DiTTRT � 1cHi. Lemma 1 indicatesthat this should be enough to send k messages. IfM misses its deadline, then the synchronous messagesmust be transmitted out of arrival order because theoutgoing synchronous message queue is empty imme-diately prior to t0. This is a contradiction becausemessages are queued in FIFO order. Therefore, Mmust meet its deadline.3.5 Worst Case Achievable UtilizationThe proofs that both the protocol and the dead-line constraints can be satis�ed when using the localsynchronous bandwidth allocation scheme lead to thefollowing theorem, giving the worst case achievableutilization.

Theorem 4 If the synchronous bandwidths are allo-cated using the scheme in (17), then the worst caseachievable utilization, U�, of the network is given byU� = b DminTTRT c � 1b DminTTRT c + 1(1� �): (19)Proof: From the de�nition of worst case achievableutilization, the theorem will be established if we provethe following statements:1. For any synchronous message set with utilizationno more than U� as de�ned in (19), the protocolconstraint will be always satis�ed.2. For any synchronous message set with utilizationno more than U� as de�ned in (19), the deadlineconstraint will be always satis�ed.3. For any given � > 0, there exists a synchronousmessage set with utilization U such that U� <U � U� + � and the protocol constraint cannotbe satis�ed for this set of messages.Statements 1 and 2 follow directly from Theorems 2and 3. The proof of Statement 3 is left as an exercisefor the reader; the solution is found in [12].Figure 1 shows the worst case achievable utilizationfor several di�erent values of TTRT . � is taken tobe 0.05, and all time units are normalized in terms ofPmin . Several observations can be made from Figure 1and formula (19).1. For a �xed value of TTRT, the worst case achiev-able utilization increases when the Dmin in-creases. In fact, from (19) it can be shown thatwhen Dmin approaches in�nity, U� approaches(1 � �) = (1 � �=TTRT). That is, as deadlinesbecome in�nitely large, the worst case achievableutilization is the same as the available utilizationof the network.2. In [1], it was shown that for a system in which allrelative deadlines are equal to message periods(Di = Pi), a worst case achievable utilization of13(1��) can be achieved. That result can be seenas a special case of (19): when Dmin = 2TTRT ,we have qmin = b DminTTRT c = 2 and U� = 13(1� �).3. TTRT clearly has an impact on the worst caseachievable utilization. From Figure 1, it can beseen that when Dmin = 1, TTRT = 0:2 gives ahigher worst case achievable utilization than theother plotted values of TTRT. When Dmin = 10,TTRT = 0:5 gives a higher U� than the otherplotted values of TTRT . This observation pro-vides motivation for maximizing U� by properlyselecting TTRT once Dmin is given.



4 Selection of TTRTThis section considers how to choose TTRT suchthat the worst case achievable utilization U� is maxi-mized. Several lemmas are necessary for deriving themain result.Lemma 2 narrows down the range of TTRT valuesthat need to be considered.Lemma 2 The maximum value of the worst caseachievable utilization U� = bDminTTRT c�1bDmin=TTRT c+1 (1��) oc-curs when Dmin=TTRT is an integer.Given this lemma, we can rewrite U� as a func-tion of an integer argument, say m. ReplacingDmin=TTRT by m and replacing � = �=TTRT bym�=Dmin , we haveU� = f(m) = m � 1m + 1(1� m�Dmin ) (20)where m is an integer andm � 2 (because DminTTRT � 2).Theorem 5 The worst case achievable utilizationU� = bDmin=TTRT c�1bDmin=TTRT c+1 (1� �=TTRT) for the local syn-chronous bandwidth allocation scheme de�ned in (17)is maximized ifTTRT = Dmind�3+p9+ 8Dmin�2 e : (21)Outline of the Proof: By Lemma 2, we know thatthe maximum value of U� occurs when Dmin=TTRTis an integer. Based on this, it can be shown [12] thatthe range of Dmin=TTRT that maximizes U� is givenbyd�3 +q9 + 8Dmin�2 e � DminTTRT � b�1 +q9 + 8Dmin�2 c:(22)Thus, the range of TTRT that maximizes U� is givenby Dminb�1+p9+ 8Dmin�2 c � TTRT � Dmind�3+p9+ 8Dmin�2 e :(23)Wenote that the value of expression b�1+p9+ 8Dmin�2 c �d�3+p9+ 8Dmin�2 e is either zero or one. In the case thatb�1+p9+ 8Dmin�2 c�d�3+p9+ 8Dmin�2 e = 0, there is onlyone possible value for Dmin=TTRT and the value ofTTRT that maximizes U� is given by (21). Other-wise, there are two choices for TTRT that maximizeU�. It is better to choose a larger value for TTRT.This gives a larger available utilization 1� �=TTRT .Hence TTRT should be chosen as in (21). For a com-plete proof of this theorem, see [12].

The impact of an appropriate selection of TTRTis evident from Figure 2, which depicts the curve ofU� versus TTRT for several di�erent values of Dmin .� is taken to be 0.05, and all time units are normal-ized in terms of Pmin . From Figure 2 the followingobservations can be made:1. The curves in Figure 2 verify the prediction ofthe optimal TTRT value given by (21). For ex-ample, consider the case of Dmin = 2:0. By (21),the optimal value of TTRT is 0.25. The curveclearly indicates that at TTRT = 0:25 the worstcase achievable utilization is maximized. Similarobservations can be made for the other cases.2. As indicated in (21), the optimal TTRT is a func-tion of Dmin . This coincides with the expecta-tions from the observations of Figure 1 in Sec-tion 3.5. A general trend is that asDmin increasesthe optimal TTRT increases. For example, theoptimal values of TTRT are approximately 0.33for Dmin = 4:0, 0:47 for Dmin = 8:0, and 0:66 forDmin = 16:0.3. The choice of TTRT has a large e�ect on theworst case achievable utilization U�. Consider thecase of Dmin = 4 shown in Figure 2. If TTRT istoo small (say TTRT = 0:1), U� can be as low as48%. If TTRT is too large (say TTRT = 2), U�can be as low as 33%. However, when the optimalvalue of TTRT is used (i.e., TTRT = 0:33), U�is 72%. This is an improvement of 24% and 39%respectively over the previous two cases.5 Bu�er RequirementsIn this section, the bu�er requirements for outgo-ing synchronous messages are derived. The previoussections have shown that as Dmin increases, the worstcase achievable utilization U� of the network also in-creases. It might be expected that this improvementin U� will result in larger synchronous message queuesat node i as Di increases. This section examines thesituation in more detail.We begin with the following lemma, which boundsthe waiting time of a message and the maximum queuesize at a node.Lemma 3 Let the synchronous bandwidth be allocatedas in (17). Let wi;j be an upper bound on the waitingtime of the j-th message in stream Si. Then wi;j isbounded bywi;j = si;j � ti;j � min(Di; Pi + 2TTRT); (24)where si;j , ti;j, and Pi are the transmission completiontime, the arrival time, and the period of the message,respectively.Further, let Wmaxi , 0 � i � n, denote an upperbound on the number of outgoing synchronous mes-sages that may be waiting on node i (including themessage that is being transmitted) at any time. Wmaxiis bounded byWmaxi � ( 3 if TTRT � Pid2TTRTPi + 1e otherwise. (25)



Lemma 3 can be used to bound the bu�er space foroutgoing messages required at node i. This is becauseLemma 3 bounds the number of outgoing synchronousmessages that can be queued on node i, and the sizeof each message is known in advance as one of theparameters of stream Si. Thus we have the followingtheorem.Theorem 6 Let bi be the number of bytes in each syn-chronous message from stream Si. Then the bu�er atnode i need be no more than biWmaxi bytes.It is important to observe the signi�cance of the re-sults obtained here. Earlier, it was shown that withthe synchronous bandwidth allocation method pro-posed in (17), messages will be transmitted quicklyenough for the deadline constraint to be satis�ed. Theresults in this section show a further advantage ofthe allocation scheme. Lemma 3 indicates that themaximum message waiting time and the maximumqueue length depend on the network polling speed(i.e., TTRT) and the message interarrival time (i.e.,period). They do not depend on message deadlines.Consequently, even when message deadlines are verylarge, the throughput of synchronous messages will besu�cient to prevent a large buildup of queued mes-sages.The independence of the maximum queue lengthfrom message deadlines has signi�cant bene�ts for sys-tem design. In some situations, applications havea choice in setting message deadlines. For example,deadlines for voice transmission can range from sev-eral hundred microseconds to half a second. In gen-eral, one would prefer larger deadlines in order toimprove the worst case achievable utilization. Intu-itively, one would expect that this improvement mustbe traded o� with increased requirements for bu�erspace; if deadlines are too large, bu�ers may over-ow. However, Lemma 3 and Theorem 6 state thatthis is not true if the allocation scheme in (17) isused. The required bu�er size is not changed whendeadlines increase. Thus, an application designer canchoose message deadlines freely without concern forpotential bu�er overow.6 Deadlines Smaller than PeriodsIn this section we consider synchronous messagesets in which some streams can have a relative dead-line smaller than their period.6.1 Synchronous Bandwidth Allocationfor Di < PiThe synchronous bandwidth must be allocated tosatisfy the deadline constraint (Section 2.2). Let Si bea stream of synchronous messages in which the relativedeadline is less than the period. By Corollary 1, inthe worst case the token may visit node i no morethan b DiTTRT � 1c times in an interval of length Di.The synchronous bandwidth at node i must then beat least Hi = Cib DiTTRT � 1c : (26)

This is the same as (12), derived in Section 3.2. Equa-tion (26) is now a su�cient condition for messages ofstream Si to be transmitted before their deadlines.Recall that the following allocation scheme was pro-posed in (17) for the case when Di � Pi:Hi = max( qiTTRTPi ; 1)Cib DiTTRT � 1c : (27)where qi = b DiTTRT c. In the case of Di < Pi, wehave qiTTRTPi = b DiTTRT cTTRTPi � 1. This means thatmax( qiTTRTPi ; 1) = 1. Hence, (27) implies (26). Thus,(27) is still valid for use in the case when Di < Pi.Now consider the performance metric: the worstcase achievable utilization. The e�ective utilization,Ue, of a set of synchronous messages is de�ned to beUe = nXi=1 Cimin(Pi; Di) : (28)If Di � Pi for all i, then the e�ective utilization, Ue, isthe same as the utilization, U . If Di < Pi for some i,then the e�ective utilization reects the increased de-mand placed on the network, and Ue > U . Using thenotion of e�ective utilization, a network (with a givensetting of its parameters) has an e�ective achievableutilization U 0e if it can meet the deadlines of any syn-chronous message streams with an e�ective utilizationno more than U 0e. The worst case e�ective achievableutilization U�e of a network is the least upper boundof its e�ective achievable utilizations.With these de�nitions, if we substitute Ue for U ,then the results on the worst case utilization in theearlier sections of this paper still hold in terms of theworst case e�ective achievable utilization. In particu-lar, Theorem 4 from Section 3 can be simply revisedas follows:Theorem 7 (revised Theorem 4) If the syn-chronous bandwidths are allocated using the schemein (17), then the worst case e�ective achievable uti-lization, U�e , of the network is given byU�e = b DminTTRT c � 1b DminTTRT c + 1(1� �): (29)6.2 Selection of TTRT for Di < PiTheorem 5 speci�es in (21) the value of TTRT thatmaximizes the worst case achievable utilization U� inthe case that Di � Pi for 1 � i � n. Because theoptimal value of TTRT involves only Dmin and notany particular period Pi, it is still valid for the casethat Di < Pi. However, (21) now gives the value ofTTRT that maximizes the worst case e�ective achiev-able utilization.



6.3 Bu�er Requirement for Di < PiConsider Lemma 3. In the case of Di < Pi, we haveDi < Pi + 2TTRT . Hence, (24) becomeswi;j � Di < Pi: (30)This implies that there will be at most one messagewaiting at the outgoing synchronous message queueat a node. Therefore, when Di < Pi, the bu�er re-quirements are further reduced because of the tightdeadlines.7 Final RemarksThis paper has proposed a comprehensive solutionfor transmitting real-time messages from a generalmessage system in an FDDI network. In a generalmessage system, deadlines of messages in a stream candi�er from the period of the stream. That is, dead-lines can be either less than, equal to, or greater thanperiods.We show that synchronous messages with arbitrarydeadlines can be guaranteed by selecting the networkparameters | the synchronous bandwidths, TTRT,and the bu�er size | in an integrated fashion. Thenew results presented in this paper include the follow-ing:� We propose a local synchronous bandwidth allo-cation scheme. The local allocation scheme uti-lizes information regarding the length, period,and deadline of synchronous messages at node iin calculating the synchronous bandwidth Hi. Inthis way, Hi will not be a�ected by changes inthe parameters of synchronous message streamson other nodes. This makes the scheme suitedfor use in a dynamic environment.The worst case achievable utilization U� of thenetwork when using the proposed synchronousbandwidth allocation scheme was derived. Theworst case achievable utilization U� providesa single criteria to determine whether messagedeadlines will be met: a message set with utiliza-tion no more than U� is guaranteed to be schedu-lable.� A method was developed for selecting TTRT tomaximize the worst case achievable utilizationof the network with the proposed synchronousbandwidth allocation scheme. Proper selection ofTTRT resulted in an improvement in the worstcase achievable utilization of approximately 40%for the results reported in this paper. It is im-portant for a network to have a high worst caseachievable utilization, because message sets witha high utilization can then be guaranteed.� An upper bound was derived for the queue lengthrequired for synchronous messages. This deter-mines the bu�er size for outgoing synchronousmessages at each node. Provided that the bu�er isallocated based on the maximum queue length, nooutgoing synchronous messages will be lost due tobu�er overow. We found that the upper boundon the queue length at node i depends on TTRTand on the message period Pi, but is independentof message deadlines Di. Thus large deadlines
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