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ABSTRACT 
Text clustering is a useful and inexpensive way to 
organize vast text repositories into meaningful topics 
categories. However, there is little consensus on which 
clustering techniques work best and in what 
circumstances because researchers do not use the same 
evaluation methodologies and document collections. 
Furthermore, text clustering offers a low cost alternative 
to supervised classification, which relies on expensive and 
difficult to handcraft labeled training data. However, there 
is no means to compare both approaches and decide 
which one would be best in a particular situation. In this 
paper, we propose and experiment with a framework that 
allows one to effectively compare text clustering results 
among themselves and with supervised text 
categorization. 
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1. Introduction 
 
Clustering is the operation by which similar objects are 
grouped together in an unsupervised manner [1]. When 
clustering textual data, one is mining for relationships 
among documents. Clustering outputs sets of documents 
with similar content, the clusters thus representing topics. 
In this paper, we consider one of the many applications of 
clustering in the fields of information retrieval and text 
mining, namely clustering that aims at self-organizing a 
textual document collection. This application of clustering 
can be seen as a form of classification by topics, hence 
making it the unsupervised counterpart of text 
categorization [2].  

 
The operating concept of a text clustering system is that 
instead of searching by keywords or exploring the whole 
collection of documents, a user can browse the clusters to 
identify and retrieve relevant documents [3]. As such, 
clustering provides a summarized view of the information 
space by grouping documents by topics. A representative 
but by no means exhaustive list of work on text clustering 
includes [4, 5, 6]. 

 

 The main purpose of text clustering in corporations or 
governments is to organize large document collections 
that change rapidly and that are impossible to organize 
manually. This is true of the Internet, but also of 
organization's intranets, of document management 
systems and even of employees hard disks. From an 
information and knowledge management point of view, 
all these are in fact repositories of documents that contain 
a very large amount of essential corporate knowledge. 
Without adequate access to that knowledge, rework and 
other inefficiencies are inevitable and may negatively  
affect the competitive position of a corporation or 
efficiency of service providing organizations in 
government.   

 
Clustering is often the only viable solution to organize 
large, dynamic text collections by topics. Indeed, even 
supervised text categorization, although shown to have 
achieved high accuracy [7], is sometimes impossible to 
apply because of the high cost and difficulties associated 
with the handcrafting of large sets of labeled examples to 
train the system, which partly defeats the purpose of 
automation. Furthermore, due to the often-changing 
nature of the document collection, regular, time 
consuming re-training is needed [8, 9]. The advantage of 
clustering is thus realized when a training set and class 
definitions are unavailable, or when creating them is 
either cost prohibitive due to the collection shear size or 
unrealistic due to the rapidly changing nature of the 
collection.  

 
 

2. Problem Statement and Contributions 
 

Although text clustering can be seen as an alternative to 
supervised text categorization, the question remains of 
how to determine if the resulting clusters are of sufficient 
quality compared to what can be achieved with supervised 
techniques to be useful in a real-life application. In short, 
one needs a means of evaluating clusters quality and 
comparing it with the quality of classes generated by 
supervised algorithms. This is a critical requirement for 
any organization contemplating the implementation of a 
document classification or clustering system. 



Furthermore, another problem with text clustering is that 
there is little knowledge of what works best and in what 
circumstances. A lack of a commonly accepted 
experimental methodology is primarily responsible for 
this situation. Indeed, studies published on text clustering 
use various data sets and evaluation methods to compare 
algorithms. Then, how can one claim that one algorithm 
works well or better than another one? The current 
situation has impeded the scientific development of the 
important research field that text clustering is.  

 
Our contribution is to propose an experimental and 
evaluation framework that allows comparison of various 
clustering results among themselves and also with 
supervised classification results. Our proposal is inspired 
by the tremendous scientific developments achieved over 
the last decade with supervised text categorization. These 
developments were largely due to a widely accepted 
experimental methodology, particularly with respect to 
benchmark text collections and well established 
evaluation methodologies. The fact that we use an 
experimental approach similar to supervised text  
classification allows for methodological unification with 
that field, another major contribution and advantage given 
the recent interest in co-training with unlabeled data due 
to the high cost of training set labeling 

 
 
3. Proposed Experimental Methodology 
 
3.1 Benchmark data 
 
We propose the use of the text categorization benchmark 
Reuter-21578 Distribution 1.01 corpus, and in particular 
of the so called "ModApté" split (hereafter “Reuter”). It is 
essential that the instructions accompanying the data set 
be followed precisely to generate exactly the correct set of 
documents to ensure all research is conducted with the 
same documents set. The Reuter data has been used 
extensively in supervised text categorization [10, 11, 12, 
13, 7] and has contributed, through standardized 
experimental work, to highlight good practices in that 
field. Reuter is known to be challenging because of 
skewed class distribution, multiple overlapping 
categories, noisiness and real-life origin (Reuter 
newswires during the year 1987, in chronological order). 
Hence, it can be artificially streamed [14] since it is time 
stamped, which is practical for incremental and on-line 
clustering experiments. Reuter provides the following 
pre-established document sets for supervised 
classification: training set (9,603 documents), test set 
(3,299 documents) and discarded (8,676 documents). For 
clustering, the training set is not required; so the only data 
that should be involved in the clustering itself is the test 
set. However, the training and discarded sets could be 
used to accumulate word statistics to perform feature 

                                                           
1 Available from 
http://www.daviddlewis.com/resources/testcollections/reuters21578/ 

selection. What is essential is that the exact same test 
documents set be used for all text clustering experiments. 
This ensures results are comparable between studies. 93 
topics are pre-defined in the data. This value is often 
required by clustering algorithms. 

 
In each experiment, a second data set should also be 
tested. This second data sets is necessary to eliminate any 
out of the ordinary good (or bad) performance that may be 
caused by “compatibility” (or lack thereof) between 
algorithm and data. To this effect, we propose the use of 
the HD-49 data set. HD49 is a subset of the larger 
OHSUMED corpus [15]. Again, it is a collection popular 
in text categorization [16, 17, 18]. HD49 is recognized as 
more difficult that Reuter and has consistently given 
lower quality classification in the supervised case. HD49 
is a collection of 3653 abstracts in the medical domain 
(specifically on Heart Diseases, hence HD) from 1987 to 
1991. The test set is comprised of documents from year 
1991, and once gain only the test set must be used for 
clustering. 49 topics are predefined. HD49 is also 
valuable for experimental work on hierarchical clustering 
since the original topics are organized hierarchically.  

 
A future issue that will need to be considered is scaling up 
to larger text collections. The two corpus suggested here 
contain a mere 3000 documents or so. Most real life 
applications work with collections several orders of 
magnitude larger.  A third benchmark text collection 
containing, for example, over one million documents will 
most likely also be required for realistic evaluations.  

 
3.2 Common evaluation method 
 
The choice of a clustering quality evaluation metric 
usually depends on the application [19]. In the context of 
text clustering, several options are available. One is to 
compare clustering results to an existing solution prepared 
manually by professional indexers. This approach is 
known as external cluster validity [1]. We can also 
measure quality as how well clusters are separated and 
how compact they are. This is internal cluster validity [1]. 
We can also evaluate clustering with users, given a certain 
task to perform. Since different documents organizations 
are possible, users studies may seem like the option of 
choice to validate these other ways to organize the 
documents. However, user studies are costly and may also 
be subjective. Because of these difficulties, we consider 
this approach to be impractical for most researchers. 

 
Internal validity quality measures consider structural 
aspects of clusters such as their degree of separation and 
compactness. This gives an idea of quality that may not 
correspond to the real-life experience and perception of 
users. Since we are concerned here with the application of 
clustering in the context of organizing text data to 
facilitate finding information, this disconnection between 
quality and actual usefulness is inappropriate. Should an 
application require evaluation in an exploratory or 



knowledge discovery context where a known solution 
does not exist, then internal validity is very applicable. 
However, in our case we do have existing handcrafted 
solutions available with our two benchmark text 
collections, so they can be used to evaluate clustering 
quality in the external validity framework. Thus, we 
actually evaluate how well the specified document 
structure is recovered by clustering.  This appears to be 
reasonable since the solution crafted by professional 
indexers can be assumed to closely match specified 
customer requirements. Although other possible solutions 
may exist, one can assume that the one handcrafted by 
human classifiers is a useful one for a general information 
access task and for most potential users, and therefore 
should meet our immediate objective of quality 
evaluation. 

 
We specifically propose to use the F1 measure [20] to 
evaluate clustering quality.  This measure is widely used 
in supervised text categorization [2], but also in text 
clustering [4, 8, 21, 22]. As for most clustering validity 
measures, this one has its strength and weaknesses. F1 
provides a good balance between precision and recall, 
which is excellent in the context of information retrieval. 
Furthermore, having been used extensively in text 
categorization, the application of F1 to evaluate clustering 
quality on the exact same data sets makes comparison 
with published text categorization results such as [7] 
possible, something we have accomplished successfully 
in previous work [8]. Our objective in performing such 
comparison is that if text clustering is to become a useful 
information retrieval and text mining tool, its performance 
must be clearly established. Since supervised 
categorization has been shown to achieve quality 
comparable to human classifiers [2, 23], it makes sense to 
compare the supervised and unsupervised approaches. 
Doing so, we determine how well clustering, a very low 
cost approach, does compared to the more costly and 
human intervention intensive supervised categorization. It 
is important however to compare to the best available 
results in text categorization to avoid misleading results. 
From a practical standpoint, the comparison could help 
management make a rational decision between clustering 
and text categorization based on a comparison of their 
respective cost and F1 quality values.  

 
This is an innovative and potentially extremely useful 
aspect of our experimental approach: text categorization 
F1 quality results are used as an upper bound for cluster 
quality, since learning in a supervised framework with 
labeled data should provide the best possible automated 
text classification. Thus, clustering can be expected to 
eventually approach this level of quality but not exceed it 
since it relies solely on the data itself.  This way of 
evaluating clustering quality allows one to clearly 
establish the level of quality obtained by a clustering 
algorithm as a percentage of the upper bound quality. In 
the end, we get a very clear picture of the quality of 
clustering by comparing all algorithms on a common 

scale that also unifies clustering with supervised 
categorization.  

 
 

4. How to compute F1? 
 
The F1 quality is computed as follows: 

 
 F1 = 2pr/(p+r)  
 

where p is the precision and r the recall. A value of 1 
indicates maximal quality and 0 worst quality. Precision 
and recall are defined as p = a/(a + b) and r = a/(a + c) 
where a is the number of true positives, i.e. the total 
number of documents found together in the provided 
solution set and that are indeed clustered together by the 
clustering algorithm; b is the number of false positives, 
i.e. the number of documents not expected to be found 
together but that are nevertheless clustered together; and c 
is the number of false negatives, i.e. the number of 
documents expected to be grouped together but that are 
not clustered together by the clustering algorithm. 
 
To compute a, b and c, one needs a handcrafted solution 
set S = {Sj | j = 1, 2, …, MS}, where MS = |S| is the 
number of topics the professional indexers found in the 
text collection. Each topic Sj is in turn a set of documents 
that “belong” to that topic. The output of a text 
categorization system is a set of classes C = {Ci  |  i = 1, 2, 
…, MS}. Class Ci corresponds to topic Si. Similarly, the 
output of a text clustering system is a set of clusters C = 
{Ci  |  i = 1, 2, …, M}, where M is the number of clusters 
found. MS is usually unknown in the context of clustering, 
and therefore M may not equal MS. Further, with 
clustering there is no guarantee that Ci corresponds to 
topic Si. Otherwise, the output of a text clustering 
algorithm is undistinguishable from the output of a 
supervised text classification algorithm, that is a set of 
document sets, which is why we denote both by C. In the 
case of supervised text categorization, establishing the 
values a, b and c is straightforward since we know that for 
each topic Sj the corresponding class will be Cj. 
Therefore, the only pairs topics-classes (Sj , Ci) that need 
consideration are those for which i=j.  We then have for 
each topic j: 

 
aj = |Cj  ∩   Sj|     (number of documents both in Cj and  Si)                    
bj = |Cj| - aj                 
cj = |Sj| - aj  
 

These values are then assembled into a global F1 value by 
either macro-average or micro-average [2]. 

 
The manner in which a, b and c are computed in text 
categorization cannot be applied to clustering since we do 
not a priori know which cluster corresponds to which 
topic of the handcrafted solution. In other words, one 
cannot only consider the pairs topics-clusters (Sj , Ci ) for 
which i=j. The approach generally used to compute a, b 



and c (and hence F1) in text clustering [4, 21, 22]) is to 
take the best cluster i* (the one with the highest F1 score 
F1

i*) for each topic j as the cluster matching that topic and 
perform a weighted average of these best F1 values: 
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This way on computing F1 looks similar in form to 
macro-averaged F1 for text categorization, but because of 
the weighting by each topic size |Sj| it should behave 
rather like micro-average. By considering only the best 
topic-cluster matches, many false negatives and false 
positives are not accounted for in the F1 calculation.  This 
may unfairly inflate the quality computed compared to 
text clustering. A possible solution to this apparent 
problem is to compute a, b and c utilizing the pair-wise 
counting procedure common to traditional external cluster 
validity measures [24, 25], but combine these values 
following the F1 formulae.  

 
We verified these assertions experimentally by comparing 
micro- and macro-averaged text categorization F1 with F1 
based on best cluster-topic matches (F1best) and F1 
computed with pair-wise a, b and c (F1pair). The 
experiment was conducted as follows: First, the Reuter 
handcrafted solution was taken to be an ideal clustering, 
and evaluated with all four measures of quality. Then, 
random errors were incrementally introduced in the ideal 
clustering. Between each of the 1000 error addition 
passes, the resulting solution was evaluated with the four 
F1 methods. We did the same for HD49. Figure 1 shows 
the deltas between F1pair and F1 best and the text 
categorization F1 values for Reuter.  

 
Visibly, clustering F1 does not behave like the macro-
averaged text categorization F1, as we expected. F1best is 
slightly optimistic compared to micro-averaged text 
categorization F1, but always by less than 0.08. F1pair, 
contrary to our expectations also inflates quality when the 
amount of error becomes lower than 0.35. F1pair can take 
values that are inflated or not compared to text 
categorization F1. Given that unpredictability, F1best will 
better serve the needs of clustering evaluation. 
Comparison with text categorization micro-averaged F1 
therefore have to account for up to +0.08 inflation for 
Reuter. For HD49, F1best inflation amounts to a 
maximum of 0.06 and F1pair is always pessimistic, down 
to a maximum of 0.24 (not shown).  

 
Although not exactly equivalent due to different ways of 
counting “misclassifications”, F1best and text 
categorization F1 are nevertheless conceptually related. 
Considering the benefits of knowing even approximately 
how well unsupervised text clustering does compared to 
the upper-bound that supervised text categorization 
represents outweighs in our opinion considerations of 

mathematical non-equivalence. Indeed, since we have 
established precisely the correspondence between F1best 
and text categorization F1 and thus know the maximum 
level of divergence between these various measures, we 
can use the F1 measures adapted to text clustering 
confidently and knowingly, and perform a comparison 
with text categorization published results with F1 micro-
average.  

Figure 1. Differences between the two clustering F1 measures 
(F1pair and F1best) and text categorization F1 in function of 
random error e (e=0.3 means there is 30% probability error). 

 
 

5. Experimental Trial 
 

We now briefly experiment with our methodology to 
demonstrate its applicability. We evaluate three clustering 
algorithms using the methodology we proposed in this 
paper. The first algorithm is the Adaptive Resonance 
Theory (ART) neural network [8], which is known for its 
ability to efficiently cluster large, dynamic data sets in an 
incremental fashion. The second algorithm is the well-
known k-means [26] and the third spherical k-means [27] 
designed to cluster high-dimensional, sparse data points 
such as text, but normalized to lie on a unit hyper-sphere. 

 
The standard bag-of-words binary vector space 
representation was used to represent documents [2]. The 
Reuter training and discarded data sets were used to 
accumulate word frequency statistics and build the 
collection vocabulary. Stop words were removed. The 
only words kept in the test set were those that occur in 
more than 296 documents in the training and discarded 
sets. This aggressive feature reduction resulted in a final 
dimensionality of 598 words-features. The resulting 
quality is plotted in figure 2.  K-means and spherical k-
means were used in incremental mode (ART being 
incremental) with k=93. Results with the two k-means are 
averaged over 10 trials with random centroids 
initializations. k cannot be specified for ART, so the 
vigilance parameter was increased until the number of 
clusters reached 94 (which was the closest we could get to 
the expected number of clusters). We observe that 
spherical k-means is only marginally better than k-means 
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and still far to reach the supervised SVM quality. ART is 
only slightly better, attaining up to 42% of supervised 
quality. Since F1best values for Reuter clustering can be 
up to 0.08 inflated, ART may be achieving as low as 28% 
of supervised quality. Supervised SVM (Support Vector 
Machine) results are from [7], which is as far as we know 
the best published results on this data set. 

 
The HD49 documents are pre-processed similarly to 
Reuter. After aggressive feature reduction, 150 words-
features are left. Figure 3 shows the results. In the case of 
HD49, k-means does slightly better than the other two 
clustering algorithms. In this case, we compare to WH 
(Widrow-Hoff) because it is that supervised method for 
which the best micro-averaged F1 quality on HD49 is 
reported [17]. K-means reaches 24-34% of the supervised 
quality (F1best can be up to 0.06 inflated). 

 
We do not claim that these are extraordinary results, but 
merely that 1) this information becomes extremely 
valuable for a project manager that needs to decide 
between supervised and unsupervised approaches to 
organize vast document archives; and, 2) being able to 
clearly express clustering quality results in a standard 
manner with benchmark data will help develop better 
unsupervised text organisation algorithms that may one 
day approach supervised quality. Hence, our proposed 
experimental methodology makes it clear what level of 
quality is achieved by each algorithm. Then, other 
investigators could test more advanced feature selection 
with the same algorithms or other algorithms on the same 
data sets. The primary advantage is that these other 
experiments can then compare directly with the results 
presented here or in other papers using the common 
methodology. Thus, one can immediately determine what 
works best and in what circumstances. 

 
 

6. Conclusion 
 

We had two objectives: first, to improve upon the existing 
situation whereas most experimental results in text 

clustering use different data sets and evaluation 
methodologies. This leads to experimental results that 
cannot be compared, and hence slows down and even 
limits scientific development in the field of text 
clustering. Second, since text clustering can be seen as a 
low cost alternative to supervised classification, we need 
means to compare both approaches and decide which one 
would be best in a particular situation. 

 
To achieve these objectives and solve the related 
problems, we have proposed a simple, easy to use 
evaluation framework for text clustering that allows one 
to compare various text clustering results. Furthermore, 
the experimental methodology we suggest allows one to 
compare text clustering with supervised text 
classification. This provides a useful tool for 
organizations considering the implementation of a 
document organization system and hesitating between 
supervised approaches or the lower cost clustering.  
 
We have demonstrated the use of our experimental 
framework with three clustering algorithms. Our results 
show how well these clustering algorithms do compared 
to supervised text categorization on the exact same data. 
They reached 24-40% of the quality obtained with 
classification without any fancy preparation, no labeling, 
no previously known topics and no training.  

 
There are certainly many other text collections and 
evaluation methods. Our proposal is based on the 
widespread use of Reuter and HD49 text collections, as 
well as of F1 quality measure in supervised text 
categorization. Experimentations with these data sets and 
this quality measure have lead to a better understanding of 
the fundamental issues in the field of text categorization. 
We hope the same can be achieved for text clustering.  
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