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Abstract

In this paper, a medium access control (MAC) layer handover scheme is proposed to reduce the handover processing
time. Two critical points of investigation are examined to improve the performance of the handover process. The first
point is the exact point of time when the handover process should be triggered. This factor is highly related to the
signal-to-noise ratio (SNR) the mobile station (MS) receives at that moment. The second point is the moving direction
and current moving velocity of the MS. Based on these two factors, an apropos signal report and adaptive period (ASAP)
handover scheme is proposed to reduce the handover processing time. ASAP is based on the concept that the received
SNR is highly related to the point of time the MS reports and the circumstance the MS stays. If the variation between
two reported SNR values is large, the time interval of receiving the next SNR report must be reduced, or increased when
the variation is small, to accurately reflect the SNR change. ASAP adjusts the periodic ranging period dynamically
according to the MS moving velocity and no additional control messages are introduced into ASAP. ASAP is a base
station (BS) initiated handover scheme. Detailed comparisons reveal that ASAP can achieve a handover delay reaching
15 ms low at most, which is substantially smaller than the fastest legacy network-assisted handover mechanism (50 ms).
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1. Introduction

Handover schemes can be classified into two types: the
hard handover and the soft handover [1, 2]. Determining
an accurate trigger time for handovers is difficult when
using the hard handover. The transmission should be con-
tinuous without being affected by the delay caused by the
long term process of ranging, reassociation, and reautho-
rization. Soft handover, however, is investigated in this
study to remedy this drawback of hard handover. Soft
handover connects the radio link to the target base sta-
tion (TBS) before breaking with the serving BS (SBS).
Nevertheless, soft handover also leads to other drawbacks
such as the radio resource being occupied by one mobile
station (MS) on both sides during the handover time.

In previous studies, various feasible solutions were pro-
posed to enhance handover by diminishing the number of
turn-around times during the handover procedure [3], or
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by enabling the ability of BS to monitor the position of
MSs [4, 5]. Using the global positioning system (GPS) is
one common solution to measure the locations of devices,
but the GPS may suffer from serious interfering problems
caused by extreme weather conditions [6, 7]. Recently,
numerous mechanisms without using the GPS to deter-
mine the location of devices were studied [8, 9, 10, 11].
Numerous research studies regarding the handover among
femtocells were investigated [12, 13, 14]. These studies
[15, 16, 17] considered the signal power into their proposed
methods, but they neglected the effect of the MS’s moving
velocity. Some studies considered the mobility manage-
ment but neglected using the signal power to assist han-
dover decision making [18, 19].

In soft handover, because the MS holds the radio re-
sources of cell i and cell i + 1 simultaneously during the
handing over period, the handover processing time E[τi]
(i.e., the handover preparation time plus the handover ex-
ecution time) must be reduced. Two problems will cause
handover failure:

1. The handover processing time is longer than the du-
ration of the point of time, say t2, that the received
signal-to-noise ratio (SNR) value is below the SNR
threshold minus the point of time, say t1, that the
MS starts the handover process, i.e., E[τi] > t2 − t1.

2. The starting time of proceeding handover is too late.
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Thus, a handover mechanism that reflects the received
SNR value (both in the MS side or the BS side), the MS
moving velocity, and the network load of the TBS has been
invented to improve the handover efficiency. This study re-
veals that the SNR value does not drastically change if the
MS is stationary or moves slowly. Therefore, the received
SNR is closely related to the location environment the MS
stays. According to the observations that have been made
in this study, an apropos signal report and adaptive period
(ASAP) handover scheme has been invented to improve
handover efficiency.

ASAP uses a periodic ranging function, which is a
mandatory signaling function for maintaining connections,
to measure signals reported by the MS. The reported sig-
nals can be used to determine

1. the time point when the handover is triggered by
checking if the SNR value of the signal is under the
threshold;

2. the location of the MS estimated by the SNR value
and the position estimation function [9];

3. the moving velocity of the MS by calculating the dif-
ference between two consecutive MS positions over
the time variance between the corresponding reported
time points.

Based on the reported signal measurement, the reported
time period between the two consecutive positions, must
be maintained appropriately and dynamically. Thus, when
the MS moving velocity is high, the period between the
two time points of periodic ranging must be shortened to
reflect the high velocity for making a more accurate han-
dover time point. Conversely, when the MS velocity is
low, the period has to be lengthened to reduce the moni-
toring overheads (i.e., reduce the cost of periodic ranging).
By obtaining this information, the SBS can perform rang-
ing, reassociation, and reauthorization with the TBS in
advance according to the signals, velocity, and measured
probability of handover to reduce the handover time. The
contributions of this paper are highlighted as follows:

1. ASAP can dynamically change the periodic ranging
period Tr according to the MS velocity, which signif-
icantly increases the success probability of handover
as well as reduces the cost of signal reporting;

2. ASAP can pre-coordinate the MS with the TBS for
fast handover based on the information of the MS
appearing in the overlap area and MS moving vector;

3. the velocity-aware ASAP scheme achieves an accurate
handover without using GPS information.

The rest of this paper is organized as follows: Section 2
describes two standards of the fourth-generation mobile
communication protocol in which ASAP can be applied;
Section 3 presents the system model; the ASAP scheme is
introduced in Section 4; the performance analysis of ASAP
is given in Section 5; a series of numerical experiments on
various performance metrics is reported in Section 6; and
several conclusions are presented in Section 7.
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Figure 1: Handover procedure of the IEEE 802.16m protocol.

2. Background

In the fourth-generation long term evolution advanced
(LTE-A) networks, the user equipment (UE) assists in
the handover decision making by measuring neighboring
cells and reporting the measurements to the serving eN-
odeB (SeNB), which then decides on handover timing and
the target eNodeB (TeNB). The X2 handover procedure is
used to handover the UE from a SeNB to a TeNB by us-
ing the X2 interface when the mobility management entity
(MME) and serving gateway (SGW) are unchanged. This
is only possible if direct connectivity with the X2 interface
exists between the SeNB and TeNB. In this paper, only
intra LTE-A handovers using X2 signaling (i.e., handovers
in the intra-MME/SGW) are considered.

The X2 handover procedure is performed without the
evolved packet core (EPC) involvement, i.e., preparation
messages are directly exchanged between the SeNB and
TeNB. The release of the resources at the serving side
during the handover completion phase is triggered by the
TeNB. As described in the evolved universal terrestrial ra-
dio access (E-UTRA) [21], the SeNB sends the measure-
ment control message to request the UE to report the
received SNR (the downlink SNR) in time. ASAP uses
this compulsory action of the MS downlink SNR report to
accomplish the velocity estimation if it is applied in the
LTE-A networks.

Fig. 1 depicts the handover procedure contained in
the IEEE 802.16m standard. The concept of the IEEE
802.16m handover procedure is similar to that of the LTE-
A handover procedure. The only dissimilarity between the
two is that IEEE 802.16m allows MS-initiated handover by
using mobile MS handover request (MOB MSHO-REQ)
and mobile BS handover response (MOB BSHO-RSP), or
BS-initiated handover by using mobile BS handover re-
quest (MOB BSHO-REQ). To perform the proactive han-
dover, ASAP adopts the BS-initiated handover method.
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In addition, the SNR measurement of the MS is obtained
by using a periodic ranging action provided by the IEEE
802.16m standard. The two types of standards possess
the same mechanism for reporting messages periodically
to allow the SBS to receive the SNR value from the MS.

Furthermore, to reduce the handover time, also known
as the service disruption time, the IEEE 802.16 working
group proposed three types of soft handover to achieve
this goal [22]. The WiMAX Forum [23] classifies the
three types of handover mechanisms as the MS-initiated,
contention-based handover without coordination, called
uncoordinated association (Level 0), denoted as L0; the
BS-assisted MS association handover, called coordinated
association (Level 1), denoted as L1; and the network as-
sisted association reporting (Level 2), denoted as L2. The
achieved minimum handover time of the three soft han-
dover mechanisms are 280 ms (L0), 230 ms (L1), and 60
ms (L2) [24]. However, the minimum handover time of L2

is still too lengthy to satisfy the maximum tolerable delay
time2 [24, 25]. This is because when L2 sends required
handover messages to the TBS for the MS handover coor-
dination, it cannot avoid the backhaul network transmis-
sion time, Td. Although the delay time is slight, it causes
L2 to obtain a longer handover time, which does not satisfy
the real-time services requirements.

3. System Model

3.1. The Handover Model

The system is modeled as cellular networks, where MSs
travel among cells over wireless fading channels. Each cell
i is dominated by one SBS residing inside the center of the
cell. The MS processes handover procedures when it moves
across the boundary of the serving cell to another cell (one
of neighboring cells). Let Ai,i+1 denote the overlap area
between cell i and the neighboring cell i + 1. The call
arrivals to and from the MSs are assumed to be a Poisson
process. The new call arrival rate to a cell is λn and the
handover call arrival rate to a cell is λh. Table 1 lists the
notations used in this paper.

The timing diagram of the handover model is depicted
in Fig. 2, where xi represents the dwelling time that an
MS can receive signals from cell i, i.e., the period of time
the MS resides in cell i. Let tsi and tei be the starting and
ending time of receiving signals from cell i. Assume an MS
must enter an overlap area Ai,i+1 first before it enters cell
i+1 from cell i. Let ωi = tei − tsi+1 denote the overlap time
that an MS can receive both signals from cell i and cell
i + 1, i.e., the MS stays in Ai,i+1. And let zi be the time
an MS stays in the non-overlap area of cell i, i.e., the MS
can only receive signals from cell i. Let τ be the network

2Banerjee and his co-authors [25] concluded that a handover time
of 50 ms is sufficient for media streams, and an interruption of 200
ms is generally acceptable. However, a handover time of 500 ms
causes a perceptible interruption, which is unacceptable.

Table 1: Summary of Important Notations Used
Notation Definition

Ai,i+1 The overlap area between cell i and cell i + 1
Ds The distance for crossing the overlay area
dmax The radius of the cell
xi, yi The dwelling time and association time with the

SBS in cell i
λn, λh The arrival rate of the new call and the handover

call
tsi , t

e
i The start time and the end time of receiving sig-

nals from cell i
ωi The overlap time in overlap Ai,i+1

zi The time an MS stays in the non-overlap area of
cell i

τ The network response time for a handover call
Th The call holding time

η, ζ, β, µ The rates of exponential distributions ωi, zi, τ
and Th

pb The new call blocking probability
pa The probability that a handover call is blocked

because no radio resource is available
pt The probability that a handover call is blocked

because the network response time is too long
pf The forced termination probability that a han-

dover call is blocked because no radio channel is
available or the network response time is too long

px The handover call incompletion probability
ϕ, δ The handover preparation and execution time
pn The steady-state probability of state s(n) in an

M/M/c birth-death process
E[Lq ], E[Wq ] The expected queue length and the expected

waiting time of the handover calls
d(ti) The distance between an MS and the SBS
D(ti) The Euclidean distance from time ti−1 to ti

v The average moving velocity of an MS
px[·] The handover failure probability

response time for a handover call. Suppose ωi, zi, and τ
are exponentially distributed with rates η, ζ, and β. Then
let the expected values be E[ωi] = 1/η and E[zi] = 1/ζ.
The expected association time that an MS is served by the
SBS in cell i can be expressed as

E[yi] = E[zi] + E[ωi] =
1

v
=

1

ζ
+

1

η
=

η + ζ

ηζ
,

where v is the average moving velocity of the MS. In a
previous study, Lin and Pang [26] demonstrated that the
MS’s association time yi with the SBS in cell i reveals an
exponential distribution with the density function

a(yi) = ve−vyi .

Assume the call holding time Th is exponentially dis-
tributed with the mean 1/µ. Let pa denote the handover
call blocking probability and pb denote the new call block-
ing probability because no radio resources are available,
respectively. According to the specifications of the IEEE
802.16m standard [22], a handover call receives a higher
priority than a new call, i.e., pb > pa. Let pf be the han-
dover failure probability that a handover call is blocked
because no radio resources are available or the network
response time is too long. Therefore, pf can be obtained
by

pf = 1− (1− pt)(1− pa),

where pt is the probability that a handover call is blocked
because the network response time τ is too long. Lin and
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Figure 2: Time diagram for the IEEE 802.16 handover model.
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Figure 3: Rate transition diagram for the M/M/c queue.

Pang [26] derived the probability pt, which is

pt = η/(η + β). (1)

In another previous study [27], Lin derived the relationship
between the handover call incompletion probability and
pa, pb, and pt as

px = pb +
v(1− pb)[1− (1− pt)(1− pa)]

µ+ v[1− (1− pt)(1− pa)]
. (2)

A network response time τ comprises a handover prepa-
ration time ϕ and a handover execution time δ. To com-
pute the expected handover execution time E[δi], the han-
dover queue is modeled as an M/M/c birth-death process
[28, 29] as shown in Fig. 3. When the state is in s(k)
(0 ≤ k ≤ c), there are k busy channels, and the arrival
rate is a constant of λn + λh. The state transition rate
from s(k) to s(k − 1) is k(µ + v), 0 < k ≤ c, because
the service-completion rate is µ+ v. When the state is in
s(c+ j), j ≥ 0, the arrival rate is a constant of λh and any
new call is dropped immediately. The service-completion
rate (channel release rate from the c connected calls) is
c(µ + v) because all channels are busy. For those j han-
dover calls that wait for the second connections, before
the second connections are available, the calls may leave
the system if one of two cases occurs: 1) an MS leaves the
overlap area with rate η, or 2) a call is completed with rate
µ. Thus, the service rate from s(c + j) to s(c + j − 1) is
c(µ+ v) + j(µ+ η) for j > 0.

According to theM/M/c process, the steady-state prob-

abilities pn for s(n) can be

pn =



(λn + λh)
n

n!(µ+ v)n
p0, for n < c

(λn + λh)
cλn−c

h

(c− 1)!(µ+ v)c−1
∏

0≤j≤n−c

[c(µ+ v) + j(µ+ η)]
p0,

for n ≥ c.

Because p0+p1+ · · ·+pn+ · · · = 1, the following equation
is obtained

p0 =

(
c−1∑
n=0

(λn + λh)
n

n!(µ+ v)n
+

∞∑
n=c

(λn + λh)
cλn−c

h

(c− 1)!(µ+ v)c−1F (n)

)−1

,

(3)

where

F (n) =
∏

0≤j≤n−c

[c(µ+ v) + j(µ+ η)].

The derivation of the handover call rate, as Lin indicated
in his study [27], is

λh =
v(1− pb)λn

µ+ v[1− (1− pt)(1− pa)]
. (4)

3.2. Derivation for E[Wq]

Let E[Lq] be the expected queue length when the han-
dover call must wait for the channel release. When n ≥ c
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and m = n− c, then

E[Lq] =
∞∑

n=c+1

(n− c)pn

=
(λn + λh)

c

c!(µ+ v)c
p0

∞∑
m=1

mλm
h∏

1≤j≤m

[c(µ+ v) + j(µ+ η)]
.

(5)

Because the arrival rate to a state is λh for n ≥ c, the
Little’s formula is used to obtain

E[Wq] =
E[Lq]

λh
. (6)

Substituting (4) and (5) into (6) results in

E[Wq] =
p0[µ+ v(pt + pa + ptpa)]

λnvc!(1− pb)
(
λn + λh

µ+ v
)c

·
∞∑

m=1

mλm
h∏

1≤j≤m

[c(µ+ v) + j(µ+ η)]
, (7)

where

pb =
∞∑
n≥c

pn, (8)

and, according to Lin and Pang [26],

pa =
∑

0≤j<∞

pc+jη(j + 1)

c(µ+ v) + (j + 1)(µ+ η)
. (9)

4. ASAP Scheme

In this section, ASAP is presented in detail. The flows
of handover messages and the procedures of ASAP in time
sequence are illustrated in Fig. 4.

Step 1: Distance Estimation. The SBS obtains the
distance from the SBS to MS via the periodic ranging mes-
sages reported by MSs. Let di denote the distance between
an SBS and an MS at a point of time ti, i ∈ N, in which
ti−1 ≺ ti ≺ ti+1. The SBS uses the distance estimation
function based on the received SNR value [9] to obtain the
distance di at time ti as

di = ℓ10 exp

{[
Pt +Gt +Gr − 20 log

(
4πd0f

cL

)
−Xσ

− Cf − Ch − P0 − SNR(ti)−N0

]/
(10ρ0)

}
, (10)

where ℓ is the free-space path loss (PL) with a known selec-
tion in the reference distance; Pt is the transmitted power;
Gt and Gr are the transmitter and receiver antenna gains;
f is the operating frequency; Xσ is a zero-mean Gaussian
distributed random variable; cL = 3× 108 meters/sec; Cf

and Ch are the frequency correction factor and the receiver
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Figure 4: The sequence diagram of the ASAP scheme.
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Figure 5: MS movement estimation.

antenna height correction factor; P0 and SNR(ti) are the
system loss factor and the received SNR value at time ti;
N0 = −174(dBm)+10 logB+F (dB) is the noise power in
dBm, where B is the carrier bandwidth and F is the re-
ceiver noise figure; and ρ0 is the path loss exponent, where
ρ0 = 2 for free space, and is generally higher for wireless
channels.

When di > di−1, the monitored MS is moving farther
from the SBS. When di < di−1, the monitored MS is mov-
ing closer to the SBS. According to this comparison, the
SBS can use the distance variation information to assist
the handover preparation works.

Step 2: Movement Estimation. The SBS estimates
the movement of the MS to improve the handover effi-
ciency because the MS may move across the overlap area
quickly or move around the overlap area without requir-
ing a handover. Fig. 5(a) displays the original mobility
tracking of an MS. Let the coordinate of SBS be (0, 0).
To estimate the moving distance from time ti−1 to ti, the
Euclidean distance between the two locations, denoted as
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Di in Fig. 5(b), is obtained by

Di =
√

d2i−1 + d2i − 2di−1di cos(θi − θi−1). (11)

Then the current MS moving velocity vi = Di/(ti − ti−1).
To accurately determine the moving direction of MS, the
MS motion vector is calculated by

−→v = (di cos θi − di−1 cos θi−1, di sin θi − di−1 sin θi−1)

= (|−→v | cos γ, |−→v | sin γ), (12)

where θi, θi−1 can be estimated by using the smart antenna
system [30] and γ is the included angle of −→v with axis x,
then

γ = arctan

(
di sin θi − di−1 sin θi−1

di cos θi − di−1 cos θi−1

)
. (13)

Let E[d] be the mean distance for crossing the overlap
area Ai and R be the radius of a cell, then the mean dis-
tance across Ai can be obtained by

E[d] =

∫ π/3

θ=0

3

π

(
2R sin

θ

2

)
dθ. (14)

Therefore, the next point of time that the MS should re-
port a periodic ranging message is set as

ti+1 = ti +
E[d]

vi
. (15)

Based on (15), the next ranging period Tr = ti+1 − ti.
Step 3: Pre-coordinate with TBS. The SBS checks

whether the MS reaches the overlap area at ti. Since each
cell is divided into 6 sectors, ASAP uses 6 corresponding
coordinates, as shown in Fig. 6, to monitor the MS moving
direction when the MS appears in different sectors. Let the
distance from the SBS to the edge of overlap area along
di be de as shown in Fig. 7. Using the law of consines, we
have

R2 = d2e + (2R cos(π/6))2

− 4deR cos(π/6) cos(θi − π/6), (16)

SBS

TBS

y

x
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ti

d i

The cross
point

R

d i
−
1

−→v
i

2R
cos

(π/
6)R

R

θi

θ i
−
π/
6

π/6

Figure 7: Diagram of checking the MS in overlap area or not.

where R is the radius of a cell. If the MS is not in the
overlap area, it must satisfy the condition of di < de; based
on (10) and solving (16) for de, we have

di < 2R cos(π/6) cos(θi − π/6)

+R
√

1 + 4 cos2(π/6)[1 + cos2(θi − π/6)]. (17)

If the monitored MS reaches the overlap area (i.e., di ≥ de)
and cos(γ + π/6) > 0, the SBS sends MOB BSHO-REQ
to the TBS for the upcoming handover usage.

Step 4: TBS Reply. If the TBS resources are avail-
able, the TBS agrees to the handover request by sending
a handover respond (MOB BSHO-RSP) message, which
includes the TBS BSID, operating channel, DCD, UCD,
and CQICH ID information [22], to the SBS to inform
the MS. In addition, the TBS sends CQICH Alloc IE and
a Fast Ranging IE information message by using an UL-
MAP for a time period wi. This time period is set to
avoid system resources waste if the MS cannot finish the
handover procedure.

Step 5: SBS-initiated Handover. The SBS sends
MOB BSHO-REQ with the TBS BSID, DCD, UCD, oper-
ating channel, and CQICH ID to the MS for fast handover
usage.

Step 6: Fast Handover. After receiving
MOB BSHO-REQ from the SBS, the MS immediately
sends a handover indication (MOB HO-IND) message to
the SBS and then performs the fast handover with the
TBS, as indicated in MOB BSHO-REQ.

Termination. ASAP terminates here.
In the following, an example of MS monitoring and trac-

ing scenario is presented to demonstrate the ASAP process
in a cell. Fig. 8 illustrates the tracks of a moving MS traced
by ASAP with corresponding points of time. Suppose that
the diameter of the cell is 1000 meters long. The moni-
tored information obtained by using provided estimation
functions is presented in Table 2. When the SBS detects
that the MS enters the overlap area, it checks whether
sin γ > 0. According to the direction of the MS measured
from t4 to t5, the example demonstrates that sin γ > 0,
and then the SBS sends MOB BSHO-REQ to the possible
TBS for the upcoming handover usage. The SBS also com-
putes an estimated time period Tr = t6 − t5 = E[d]/v by
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Table 2: Periodic Monitoring Parameters
di (m) di−1 (m) θi (rad) θi−1 (rad) Tr (sec)

t0 433.3 0 2.705 0 10
t1 366.7 433.3 2.269 2.705 5.4
t2 283.3 366.7 1.92 2.269 0.116
t3 316.7 283.3 1.484 1.92 0.30
t4 300 316.7 1.047 1.484 0.38
t5 400 300 0.698 1.047 0.301
t6 483.3 400 0.611 0.698 0.059

(15) for fast handover usage. If the MS does not send any
handover indication (MOB HO-IND) message to the SBS
before the end of w, the TBS cancels the resource which
is prepared for the handover of the MS to avoid unwanted
resource occupation (wasting).

5. Theoretical Analysis

Fig. 9 illustrates the required time for handling the han-
dover call process by adopting various schemes L0, L1, L2,
and ASAP. In this system, the network response time in-
cludes the handover preparation time and handover exe-
cution time.

5.1. Handover Incompletion Probability of L0

L0 is a non-association ranging handover mechanism.
The ranging code transmission is based on the contention-
based resolution scheme with a random backoff contention
window Wi = 2i+5, i = 0, 1, . . . , 5, where Wmin = W0 and
Wmax = W5. The ranging process (including the new call
and the handover call) is a Poisson process with a mean
arrival rate λn + λh, therefore, the probability that there
are no arrivals in time period t is

p0(t) = e−(λn+λh)t. (18)

Therefore, the ranging call arrival probability in time pe-
riod t is

pr(t) = 1− p0(t) = 1− e−(λn+λh)t. (19)

According to the memoryless property of the exponential
distribution, the arrival probability of the ranging calls is
equal to 1−e−(λn+λh)t, which is independent of the random
backoff mechanism.

Let N be the mean number of MSs in a cell. The mean
number of MSs that attempt to perform the ranging pro-
cess can be obtained by

Nr = Npr(t) = N(1− e−(λn+λh)t). (20)

A simple modification is made to the findings of a previous
study [31] to calculate the expected contention delay of the
L0 handover scheme as

E[TC ] =
1

2

[
1

1− pc
− (M + 1)pM+1

c

1− pM+1
c

+
W0

1− r

(
1− r(1− pc)

1− pM+1
c

M∑
n=0

(rpc)
n

)]
− 1,

(21)

where M is the maximum retry times, r is the binary ex-
ponential backoff, and the collision probability at each at-
tempt is

pc = 1− (1− pr(t))
Nr−1. (22)

There is no handover preparation in L0, therefore, the
excepted network response time E[τL0 ] is the excepted
handover execution time

E[τL0 ] =
1

β0
= E[δL0 ]

= E[TC ] + E[Wq] + TRRQ + TRA + TRR + TSYN,
(23)

where TRRQ is the mean time for RNG-REQ, TRA is the
mean time for reauthorization during the handover, TRR

is the mean time for re-registration during the handover,
and TSYN is the mean time for the frame synchronization
of a new downlink. By applying (1), (2), (8), (9), and
(23), the handover incompletion probability of L0 can be
obtained by

px[L0] = pb +
v(1− pb)[1− (1− η/(η + β0))(1− pa)]

µ+ v[1− (1− η/(η + β0))(1− pa)]
.

(24)

5.2. Handover Incompletion Probability of L1

Similarly, let E[τL1 ] be the expected network response
time of L1, then

E[τL1 ] =
1

β1
= E[ϕL1 ] + E[δL1 ]

= TMS↔SBS + TSBS↔TBS

+ TR + Td + TRA + TRR + TSYN, (25)

where TMS↔SBS is the mean transmission time from the
MS to the SBS, and TSBS↔TBS is the mean transmission
time from the SBS to the TBS. Td is the mean backhaul
network transmission delay required to send handover mes-
sages to the TBS. The first frame immediately followed by
the rendezvous time is denoted as TR, which includes the
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Figure 9: Timing diagram for analyzing the performance of handover mechanisms.

uplink map (UL-MAP) transmitting time. The typical
rendezvous time is around 0–500 ms [32]. TRA, TRR, and
TSYN are the same as those in L0.

In accordance with (24), the handover incompletion
probability of L1 is

px[L1] = pb +
v(1− pb)[1− (1− η/(η + β1))(1− pa)]

µ+ v[1− (1− η/(η + β1))(1− pa)]
.

(26)

5.3. Handover Incompletion Probability of L2

Similarly, let E[τL2 ] be the expected network response
time of L2, then

E[τL2 ] =
1

β2

= E[ϕL2 ] + E[δL2 ]

= TMS↔SBS + TSBS↔TBS + Td + TSYN. (27)

By applying (24), the handover incompletion probability
of L2 is

px[L2] = pb +
v(1− pb)[1− (1− η/(η + β2))(1− pa)]

µ+ v[1− (1− η/(η + β2))(1− pa)]
.

(28)

5.4. Handover Incompletion Probability of ASAP
Let E[τA] be the expected network response time of

ASAP, then

E[τA] =
1

βA

= E[ϕA] + E[δA]

= TSBS↔MS + TSYN. (29)

The corresponding handover incompletion probability of
ASAP is

px[A] = pb +
v(1− pb)[1− (1− η/(η + βA))(1− pa)]

µ+ v[1− (1− η/(η + βA))(1− pa)]
.

(30)

5.5. Delay Estimation

According to (7), (23), (25), (27), and (29), the expected
handover delays of L0, L1, L2, and LA, denoted as E[T0],
E[T1], E[T2], and E[TA], are as follows:

E[T0] = E[τL0 ]; (31)

E[T1] = E[τL1 ] + E[Wq]; (32)

E[T2] = E[τL2 ] + E[Wq]; (33)

E[TA] = E[τA] + E[Wq]. (34)

6. Numerical Result

In this section, various numerical results are presented
to demonstrate how the mechanism achieves a fast han-
dover. The simulation model-specific parameters follow
the WiMAX Forum [23] and are listed in Table 3. The
orthogonal frequency-division multiple access (OFDMA)
frame length is 5 ms long. Any message transmission must
follow frame by frame, and the time of a one-way trans-
mission cannot be less than 5 ms.

Table 3: Parameters
Parameter Value
Avg. Number of MSs 100
No. of subchannels (c) 32
Max. retry times (M) 6
Binary exponential backoff (r) 2
Avg. time of contention ranging (TCR) (ms) 120
Avg. time of re-auth. (TRA) (ms) 175
Rendezvous time (TR) (ms) 50
Avg. time of re-reg. (TRR) (ms) 35
Avg. time of RNG-REQ (TRNG) (ms) 25
Avg. time of frame synchronize (TSYN) (ms) 5
Avg. time of MS ↔ SBS (TMS↔SBS) (ms) 10
Avg. time of SBS ↔ TBS (TSBS↔TBS) (ms) 10
Avg. backhaul network transmission time (Td) (ms) 50

6.1. Handover Delay

The effect on the handover delay of four handover
schemes, L0, L1, L2, and ASAP, by the network load, the
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Figure 10: The effect of the network load on the handover delay with
η = 10 seconds.

Table 4: Minimum Network Response Time
Handover level Notation Response time (ms)

L0 β0 530
L1 β1 335
L2 β2 75

ASAP βA 15

overlap time (ωi), and the non-overlap time (zi) is demon-
strated. The minimum network response time of the four
handover levels is also obtained, as shown in Table 4. The
minimum network response time of ASAP is only 15 ms,
which is substantially lower than that of the other three
schemes and the typical rendezvous time of 500 ms. The
effect of L0 does not require further discussion because the
minimum network response time of L0 is greater than 500
ms.

6.1.1. Effects of Network Load

The increment of network load, i.e., the number of new
calls and the number of handover calls to the cell, can
affect the handover delay, which leads to a longer wait-
ing time. Therefore, the network load is a critical factor
in handover call delay. To investigate the effects of the
network load on handover delay, the handover delay in
various network loads is discussed, and other factors that
simultaneously affect the handover delay are controlled,
as shown in Table 5, where E[Th] represents the mean
call holding time. In this study, the network load is mea-
sured by using the new call arrival rate (λn), and increases
when λn increases. Fig. 10 illustrates the handover delay
as a function of λn. Apparently, ASAP demonstrates a
substantially lower handover delay than L1 and L2 under
any network load, and slowly increases when λn increases.
Specifically, when λn is less than 12 calls/minute, ASAP
can provide an acceptable handover delay and L1 and L2

demonstrate considerably higher handover delays. ASAP
can provide a faster handover compared with that of L1

and L2 because ASAP is an SBS-initial handover mech-
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Figure 11: The handover delay of ASAP against λn.

anism that exchanges necessary information between the
SBS and the TBS in the handover preparation process and
obtains SNR value in time, which expedites the handover
process and reduces the waiting time.

6.1.2. Effects of Call Holding Time

The available number of channels for new arriving calls,
regardless of whether handover calls or new calls, greatly
affects the handover delay and the handover success prob-
ability because the network resources, i.e., radio chan-
nels, are limited. The handover delay of ASAP E[TA] is
plotted against λn under the expected call holding time
E[Th] = 1/µ in Fig. 11. In this experiment, the handover
delay increases as λn and E[Th] increase. Two facts are
derived from the obtained results. First, the impact of λn

on E[TA] is small because the handover calls receive higher
priority than new calls. This explains why each E[TA] is
almost same when E[Th] = 60 seconds. Second, the han-
dover delay increases sharply when E[Th] increases. This
is because the longer the mean call holding time E[Th] is,
the less channel release occurs. Therefore, the handover
delay is greatly affected by the available number of chan-
nels. Furthermore, when λn = 7.5 calls per minute, the
handover delay of ASAP occurs within the typical ren-
dezvous time (i.e., 500 ms) when the call holding time is
210 seconds (µ = 1/210). This result indicates that ASAP

9



Table 5: Scenario Settings.

Performance Scenarios
Parameters

E[Th] = 1/µ (sec) E[wi] = 1/η (sec) E[zi] = 1/ζ (sec) λn

Handover Delay

Network Load
µ = 1/120 η = 20µ ζ = 0.5µ variable
µ = 1/180 η = 20µ ζ = 0.5µ variable

Overlap Time
µ = 1/120 variable ζ = 0.5µ λn = 30µ
µ = 1/180 variable ζ = 0.5µ λn = 30µ

Non-Overlap Time
µ = 1/120 η = 20µ variable λn = 20µ
µ = 1/180 η = 20µ variable λn = 20µ

Failure Probability
Network Load µ = 1/120 η = 20µ ζ = 0.5µ variable
Overlap Time µ = 1/120 variable ζ = 0.5µ λn = 30µ

Non-overlap Time µ = 1/120 η = 20µ variable λn = 20µ

can obtain low handover delay when E[Th] is extended.

6.1.3. Effects of Overlay Time

The handover delay is affected by the overlay time,
which is related to the MS moving velocity in the over-
lay area, because ASAP is only triggered if the MSs enter
the overlap area. In Fig. 12, the handover call rate and
the handover delay are plotted against the overlap time
E[ωi]. Fig. 12(a) indicates that the overlap time substan-
tially affects the handover rate of ASAP. In other words,
ASAP is particularly sensitive to MS mobility in the over-
lap area. Fig. 12(a) demonstrates that ASAP dramatically
increases handover rate as E[ωi] decreases, and decreases
the handover rate as E[ωi] increases. This result reveals
that ASAP performs the handover according to the veloc-
ity change. In addition, the effect caused by ASAP pre-
vents the ping-pong effect when the BS manages the han-
dover requests. By comparing Fig. 12(a) and (b), ASAP is
revealed to achieve a fast handover during a small overlap
time, even if the network load increases.

6.1.4. Effects of Non-overlap Time

Fig. 13 illustrates the impact of E[zi] on handover rate
and handover delay. The values of various parameters
used in this experiments are listed in Table 5. Fig. 13(a)
demonstrates that the handover rate increases when E[zi]
decreases. The handover rate must increase because the
E[zi] value is small. However, the effect of E[zi] on the
handover delay of ASAP is not noticeable, as shown in
Fig. 13(b). This result reveals that ASAP demonstrates
optimal handover delay performance compared with that
of the L1 and L2 handover schemes. The handover delay
achieved by ASAP is only 86 ms, which is considerably
lower than the 618 ms achieved by L2 and lower than the
threshold of 500 ms. This result shows that the handover
delay achieved by ASAP is not affected by the E[zi] be-
cause the SBS monitors the MS and estimates the MS
velocity periodically.

6.2. Handover Failure Probability

In this subsection, the effect of λn and E[ωi] on the han-
dover failure probability (incompletion probability px[·])
and the new call blocking probability pb[·] is discussed.

6.2.1. Effects of Network Load

Because the handover delay increases as the network
load increases, the effect of the network load on px[·] is
first investigated. As shown in Fig. 14(a), px[·] increases
slightly as λn increases. This result indicates that the new
call arrival rate affects the success probability of handover,
despite the priority of new calls being lower than that of
handover calls. Fig. 14(b) demonstrates that the pb[·] of
ASAP is higher than that of L1 and L2. However, the
new calls blocking probability caused by ASAP does not
substantially increase. The result reveal that ASAP trig-
gers the handover procedure for the MS in time accord-
ing to the variation of the SNR value and the estimated
MS velocity. This proactive monitoring scheme allows the
SBS to make the correct handover decision at an accurate
point of time. This design greatly reduces the possibility of
unnecessary handover events, which cause numerous han-
dover overheads because of the ping-pong effect. Fig. 14(a)
demonstrates that px[A] is lower than px[L2] and px[L1].
Thus, the handover failure probability can be decreased
without increasing the new call blocking probability if one
handover mechanism can accurately trigger the handover
at the correct time point and prevent the ping-pong effect.
This result indicates that ASAP can allow MS handover
calls to receive the radio resource in time, which takes
advantage of obtaining the latest SNR of the monitored
MS to estimate an accurate time point to trigger the MS
handover.

6.2.2. Effects of Overlap Time

A longer overlap time indicates that the MS moving
velocity is low when the MS is moving across the overlap
area. In this experiment, the effect of overlap time (the
MS velocity across the overlap area) on px[·] and pb[·] is
investigated. Fig. 15(a) demonstrates that px[A] remains
constant when E[ωi] increases. This result reveals that
ASAP can reflect the MS velocity to trigger the handover
procedures and, thus, keep px[A] low. Although ASAP
achieves a relatively lower px[·] compared with that of L1

and L2, the gap between the pb[·] values of ASAP and L1

is about 3/11 of the gap between the px[·] values of ASAP
and L1. This result indicates that ASAP is more effectively
able to fulfill the demand for fast handover requests.
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Figure 12: The effect of the overlap time E[ωi].
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Figure 13: The effect of the non-overlap time E[zi] on handover rate and handover delay.

6.2.3. Effects of Handover Call Rate

The handover call rate λh affects the handover suc-
cess probability directly because the larger the handover
call rate is, the higher the handover failure probability
is. In this study, the handover success probability is plot-
ted against the handover call rate in Fig. 16. The han-
dover success probability falls when the handover call rate
increases. The handover success probability falls more
sharply in a light new call arrival rate (e.g., λn = 5 calls
per minute) than a heavy one. When the handover call
rate is small (i.e., λh < 1 calls per second or 60 calls per
minute), the new call arrival rate (λn) affects the success
probability because a heavy network load (λ = λn + λh)
means a higher handover call rate. When the handover
call rate is large, the handover processing time becomes the
most important factor and contributes directly the success
probability.

6.3. Cost of Ranging Overhead

To evaluate the handover cost caused by ASAP, a simple
simulation is added to demonstrate the ranging overhead

of ASAP, L1, and L2. The radius of a cell is assumed as
R = 1000 meters and the distance between two neighbor-
ing BSs is 1800 meters. The mean length for crossing an
overlap area is E[d] = 511.74 meters. The default period
of periodic ranging is set as 10 seconds for necessary con-
nection maintenance. Since L1 and L2 do not change the
ranging period adaptively, they have a fixed ranging over-
head, 6 times per minutes as shown in Fig. 17, no matter
how the MS moving velocity is. In ASAP, since the rang-
ing period is changed adaptively according to the velocity,
the ranging overhead is proportional to the MS moving ve-
locity. This result reveals a fact that ASAP enhances the
handover efficiency as well as reduces the cost of handover.

7. Conclusion

In this paper, the ASAP handover scheme for macro
BS, which periodically monitors moving MSs and prepares
CDMA ranging codes for handover in advance is investi-
gated. Numerical results indicate that the handover fail-
ure probability and the handover delay can be substan-
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tially decreased if the handover mechanism can reflect the
status of the MS SNR and MS velocity to trigger the han-
dover procedures when MSs cross the overlap area. The
performance of ASAP in terms of handover failure prob-
ability, handover delay, and handover rate under factors
E[ωi], λn, and λh is demonstrated. By monitoring the MS
SNR variation periodically and estimating the MS velocity
to dynamically change the time period for ranging trans-
mission, the SBS can determine an accurate handover time
to avoid performing a handover at the incorrect point of
time. Simulation results revealed that ASAP decreases the
average handover time and efficiently decreases the han-
dover failure probability of MSs in highly competitive cir-
cumstances. Based on the derived performance analysis,
ASAP achieves a low handover time as low as 15 ms.

To achieve ASAP, an algorithm based on applying the
IEEE 802.16m protocol [22] as an example for implementa-
tion is proposed. We emphasize that ASAP is a handover
procedure that incorporates parts of MS SNR monitoring
function, the MS moving velocity estimation function, and
the trigger time of handover estimation function. ASAP
can be applied to any type of protocol, such as the IEEE

802.16m or the E-UTRA [21] protocols. In other words,
ASAP does not need to be modified and is ready for dis-
posal over the existing network infrastructure. ASAP mea-
sures device locations without the GPS application which
substantially reduce system cost. Finally, considering the
mobility of MS, the ability of ASAP to support real-time
QoS among femtocells or macrocells can be investigated
further.
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