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Abstract

Efforts are underway to enhance the Internet with Quality of Service(Q®&) capabilities for
transporting real-time data. The ReSerVation Protocol(RSVP) prowdes a signaling mechanism
for end-to-end QoS negotiation. The issue of wireless networks andahile hosts being able to
support applications that require QoS has become very significant. Resvation of resources and
the maintenance of QoS for the mobile as it moves from one region tanother creates a new set
of challenges. In our paper, we describe an architecture where a modified R& protocol helps
provide QoS support for mobile hosts. The modified RSVP protocoWwill be implemented in an
experimental wireless and mobile testbed to study the effects of mob#iion QoS, and the feasibility
and performance of our approach.

Topic Code: Experiments, Trials and Deployment
Keywords: Mobile Networks, Resource Reservation, RSVP, Wirelesal Data Networks.

1 Introduction

Future wireless and mobile communication networks will kpeeted to provide resource allocation for the
various classes of applications that require Quality o/B8e(QoS) support. A big drop in service quality
when a call hand-off is made as the mobile moves from one megi@nother may not be acceptable for
these applications. It is required to maintain the QoS afehegoplications, in the presence of user mobility
with the use of resource reservation. RSVP [1] is a networkagament setup protocol designed to help
share resource reservations among participating apiolicat Currently, RSVP is designed to operate in
wired networks. In this paper, we will describe the desigd architecture of a modified RSVP protocol to
guarantee resource reservations to mobile wireless hosts.

In our architecture, a mobile in a region is served by a batost which is connected to the wired
network. Resource reservations are made using RSVP betivedrase station and the mobile. To make
sure that a mobile has reservations guaranteed as it mawesdine region to another, base stations make
reservations with other base stations in all the neighlgaiigions. These reservations will remain “passive”
[2]. That is, the resources may be used by other mobiles miigiineeded for this particular mobile. This
ensures that resources are not needlessly tied up for teEroming mobile hosts.

An architecture for using RSVP for Integrated Services Baddetwork with mobile networks has
been described in [2]. A passive reservation mechanismggesied in [2] as described above. However,
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the architecture requires a mobile to know all the subnetdllibe visiting. The mobile obtains the identity

of the proxy agents, which help with mobile RSVP in all thersetls, using a proxy discovery protocol. The
mobile instructs the proxy agent in the region it is curngmticated to make passive reservations with all
the proxy agents in all other regions. Four additional mgssare used in addition to the messages already
present in RSVP.

The drawback of this architecture is that it assumes thatl@lmknows the addresses of all the subnets
it is going to move into and which is not always possible. sogblaces a burden of finding the proxy agents
in all these subnets on the mobile. In this paper we will disoour architecture which does not make these
assumptions and show how we can enable RSVP to work with mabtiworks so that QoS can be main-
tained. The work will address not only messages conveyiaguiee requests, but also scheduling at the
Base Station(BS) to accommodate resource requests. Tharagntal testbed under development based on
our architecture, consists of two Lucent Wavelan [3] baatasts and three laptops equipped with Wavelan
cards. We will use RSVP which will be modified to identify “a&t’” and “passive” reservations. Exper-
iments will be done to study the effect on various QoS pararseis a mobile with resource reservations
in a region, moves to another region which has some resowesesved passively. Initially, modified Class
Based Queueing(CBQ) [4] will be used for traffic classifieatand scheduling.

The paper is organized as follows. An overview of RSVP and G8@iven in Section 2. Section 3
gives an outline of our architecture and discusses usingmRBY this problem. We look at QoS specifi-
cations in section 4. Section 5 discusses modificationsetkefat RSVP for use with our architecture and
mentions our experimental testbed under development. IGginos and discussions follow in section 6.

2 An Overview of RSVP and CBQ

The RSVP protocol [1] is a network management setup protesigned to share resources among partic-
ipating applications. After a high-level dialogue, thetiatior of a flow that wants to use RSVP generates
PATH messages to each accepting receiver. The PATH mespagédiess the upper limits of the flow ex-
pected and the message is routed to the receiver(s) usinguatityg algorithm that is available. The receiv-
ing host(s) will then make resource reservation requestg)UBESV messages along the reverse path to the
sender. If at any point along the path the request cannot fygostied, that request is blocked. Otherwise,
this request is merged with other requests to the same sendedter to better share the bandwidth. Each
node (host or routers) that is capable of QoS control needsleep scheduler and classifier which is handled
by Class Based Queueing(CBQ) [4] mechanisms. CBQ condistclassifier that classifies packets into
one of a set of pre-defined classes, an estimator that essrbandwidth usage of each class and a packet
scheduler that selects the next class to send a packet. RS¥&ependent of the underlying scheduling
mechanism and can be aided by any mechanism like CBQ for Qa&to

3 The Network Architecture

This paper assumes a microcellular network architectuit) & geographical region divided into cells.
Each cell has a Base Station (BS) serving all mobiles witisicaverage region and connected to the wired
network. When a mobile moves to another cell, it is handedodffie base station serving that cell.

In our network architecture, we use RSVP along with ClaseB&3ueueing(CBQ) to reserve resources
in the network. The sender or receiver of an application aaa nobile, the base station or any host on a
wired network. In the discussion here, we emphasize on tharamication between the base station and
the mobile. Reserving resources is required to make surpaitation gets the required QoS. The problem
with wireless mobile networks is to make sure we maintain@o& as the mobile moves from one cell to
another. This means we need to make sure that the mobile imesfeam of resource reservation anywhere
it goes. One way of guaranteeing QoS as a mobile moves froncelhto another is to reserve resources
with all the base stations in the neighboring cells becalsariobile might move into one of them. This
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would be a waste of limited wireless resources. Alternétjwee can make reservations that can be used by
other mobiles in the cells till the mobile moves into that.c@hese reservations made in the neighboring
cells will be “passive” and can be used for other applicaitlt the mobile actively starts using them [2].
An architecture to make such resource reservations usindPRSdiscussed below.

3.1 A Scenario with Reservations for Mobiles

Fig. 1 aids the discussion in this section. The cells are @ehby A, B, C, etc. BS represents the base
station and M represents the mobile. The solid line reptesan active reservation while the dotted line
indicates a passive reservation. We assume that a basmdtatws the addresses of the base stations in alll
the neighboring cells.

In a wireless environment we need to distinguish betweenwbekinds of reservations that need to
be made: a) between the sender and various base stationghborng cells in the wired network, and b)
between the base station and the mobile in the wirelessiedioour example, the mobile M is initially
in cell A. BSa is the base station in this cell and resourceriasions must be made between BSa and M.
When the mobile moves, it could move into any of the other siisc At this point we will need to make
two kinds of resource reservations that will remain “passia) one between the “current” base station BSa
and all the other base stations namely BSb, BSc, BSd, BSeaBBSg, and b) the other where the base
stations BSbh, BSc etc. make a passive resource reservatitren wireless interfaces to accommodate a
mobile that may enter their cells. In the example provideovabthe base stations are assumed as the end
points of an application. This need not be the case. If andtbst is the end-point, a reservation needs to
be made between that host and the base station in the wireaitlasing regular RSVP requests.

Figure 1: Overview of a Mobile Environment

In fig. 1(b) we see that the mobile M has moved into cell F. As thoint the resources that were
labeled passive in the wired environment between BSa andaBSiade active and the resources made
on the wireless interface of BSf is also activated and is dieedommunication between BSf and M. All
other resources reserved passively can be deleted nowsdénsrio further continues as shown in figures
1(c) and (d). At some point, we could make a re-routing denisio that the sender BS directly connects
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to the BS in a cell where a mobile is currently located instehidoing through all the intermediate BSs.

This decision will be a trade-off between the re-routingt@®d the cost of reserving resources in all the
intermediate BSs. Resource reservations in our architeggumade with the help of RSVP and CBQ. More
details are provided in the following section.

3.2 Using RSVP and CBQ to reserve resources

In this section we take a closer look at the problem with régarthe RSVP protocol. The problem is
discussed using fig. 2 with two neighboring cells. We assuieresimplicity of discussion, that a base
station(BS) is the sender of an application. We use the RS¥®qwol, modified to recognize passive and
active reservations. The mobile is currently in the cell ihietn the sender/BS resides. The BS sends
PATH messages to the mobile and since the reservations arg gobe used it is indicated as an active
reservation denoted in Fig. 2 as (1). The mobile responds ¥iRESV message (active one) if it can
accept the call. After this point, the sender of the apglicahas made sure that resources are reserved for
this application. The BS now has to make passive resengtioth all the BSs’ in the neighboring cells.
The traffic specifications of this passive reservation aeeséime as those used by the active reservation.
We concentrate on only one neighboring cell in our discussio fig. 2 the “current” BS 1 sends PATH
messages denoting it is a passive reservation to BS 2(3hari8ls 2 will send a “passive” RESV message
to BS 1(4). BS 2 also needs to make reservations on the wsrgitessface(5) for the wireless link which the
mobile may use.
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Figure 2: RSVP Messages for Reservation

Once the mobile has moved to the neighboring cell, both thigilmand the BS will know that a hand-
off has been made. At this point, PATH and RESV messagesidgrent active reservation are exchanged
between BS 1 and BS 2 and between BS 2 and the mobile. Resartmiween BS 1 and the mobile
can be deleted by sending TEAR message or by just lettindhthesservation to be deleted by the lack of
refreshing PATH and RESV messages. In the discussion abloga we say that we have a reservation, we
mean that RSVP has done the end-to-end QoS negotiation@ddtid sent from an application will now use
CBQ for packet scheduling and classification. CBQ will nowke&rwarding decisions on the outgoing
interface which will help in achieving the promised QoS oa fharticular link-layer medium used by that
interface. In the shared wireless environment like oursQGBakes decisions on the outgoing interface for
the wireless downlink protocol between the BS and the mobile

3.2.1 Features of Our Architecture

One of the major features in our architecture we need to eriphés that we do not assume that a mobile
knows where it is going. This kind of information may not baitable all the time. This is unlike the archi-
tecture in [2] where a mobile requires to know the subnets g@ding to visit beforehand. Our architecture
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assumes that a base station knows the addresses of the digmessh all the neighboring cells. This is a
more reasonable assumption to make because it is easidrttosgaformation on a wired network and this
information will not change frequently. Also to be notedhg fact that a base station needs to keeps track
of a fixed number(six) of addresses only. In the architecituf€], a lot of burden is placed on the mobile
host. The mobile host not only has to know the addresses tifeaiubnets it is moving into, which may not
be possible or may be a very large number, it must also useoaymtiscovery protocol” to know the proxy
agents in all these subnets.

4 Alook at QoS Specifications

In this section we take a general look at the various QoS peters) that need to be taken care of in a
mobile environment and how they can be specified and handla parameters for real-time services
include parameters like packet delay, packet loss ratayditer and minimum and maximum bandwidth
which are specified and handled by Integrated Service dasggported by RSVP and CBQ. Integrated
Services offers QoS based on three service classes: GeagaService which provides a firm bound on
data throughput and delay along the path, Controlled Loadi&ewhere probabilistic promises are made
to provide some service and Best Effort Service with no peremce guarantees. Apart from the above
mentioned QoS parameters, there are certain parametessitiitzelp deal with problems which are unique
to a mobile computing environment [5]. One of the paramatgeifse loss profile which gives the applications
an opportunity to choose whether a bursty loss or a disgiblbss is preferred in case of an overloaded
situation. This will be based on the nature of the applicatibhe second QoS parameter is the probability
of seamless communication which defines the nature of btbakgan be allowed in the service.

The two parameters — loss profiles and probability of seasrdemmunication — can be specified along
with the Traffic and Flow specifications provided with the REFATH and RESV messages. Loss profiles
can be guaranteed by changing the way packet dropping is alotie queues by CBQ. CBQ can drop
every “1 in n” packets for a distributed loss and drop few Easks a row for a bursty loss. Seamless
communication can be obtained by making sure that when alenoiwves from one cell to another, the
packets that could be delayed or lost during the call hahdrefalready buffered in the new cell. This can
be done by multicasting some data to the neighboring cettadlof time. The amount of buffering that
needs to be done is based on the value of the probability aflssa communication parameter.

In view of using RSVP in a mobile environment, another part@meould be useful. Since a BS has
to make passive reservations in advance with all the neigidpd®Ss there is a possibility that some of
these reservations may be turned down because of lack aireeso A parameter denoting a factor by
which the original resource request can be reduced in casseaation does not go through is useful. Such
a mechanism will make sure atleast some resources are eédsewWe call this parameter the “ resource
reduction factor”.

5 Testbed and Work in Progress

We are developing a testbed to implement and test our prdagation. Wavelan PCMCIA and ISA cards
are used on a FreeBSD platform. FreeBSD Wavelan driver stgopmaming and is used in conjunction
with WavePOINT. Currently Mobile IP [6] will be used for foawding messages as the mobile moves from
one cell to another. Changes are being made to RSVP and CB®ifaise. The current CBQ architecture
only supports Controlled-Load Service for RSVP. Contmblleoad Service provides no firm quantitative
guarantees. Currently only the bandwidth parameter isopesof this class and it is used to map the RSVP
flow to a CBQ class.

Reserving resources passively needs a mechanism thatésts tesources be used by other applica-
tions till the application that this reservation was inteddior wants to use it. This is supported by CBQ. The
CBQ mechanism allows a class of applications to borrow béditthirom another class if the present class
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is going over its allocated bandwidth and also if the othasglis identified as a class that the present class
can borrow from. A passive reservation can be identified adsssdrom which other classes can borrow
data. Bandwidth can be reserved for the wireless class dicagipns and other classes of applications may
be allowed to borrow from this class until the intended usants it.

Various changes need to be made to RSVP and CBQ and some megowe are addressing are listed
here:

¢ Make RSVP aware of passive reservations. RSVP is being radditich that a flag in the PATH and
RESV messages indicates whether a reservation is passaaieg. The rate parameter for passive
reservation is also a part of the PATH and RESV messages. Vérage passive rate is merged
separately from the regular rate parameter as the RESV gesdevels from the receiver to the
sender.

e Find a way to keep track of all the base stations in the neighdaells to make passive reservations.
e Modify CBQ to make it aware of passive reservations.

e Merge requests as done in RSVP taking into account both tlve and passive reservations. Schedul-
ing needs to be done based only on the active reservationisfgssed in first listing above, passive
requests are merged separately. At any node, the diffellegivecen the merged rate parameter and
the passive rate parameter gives the bandwidth for theeactimnections. CBQ uses this bandwidth
for scheduling.

¢ Add the loss profile and probability of seamless commurdcagiarameters onto the traffic specifi-
cations of RSVP along with the resource reduction factoamester. These parameters are added to
RSVP and are conveyed along with the other traffic parametkile sending the PATH and RESV
messages.

¢ Make CBQ able to drop packets based on the loss profiles psgamieich means we must map this
parameters from RSVP traffic specification to CBQ. A loss fesfparameter is being added to CBQ.
RSVP conveys this parameter to the kernel-based queueidglenthrough an ioctl call.

6 Conclusions and Discussions

In this paper we have proposed an architecture which used#dietbRSVP protocol for resource reserva-
tions in a mobile environment. The highlight of our architee is that we do not make assumptions about
knowing in advance that path a mobile is going to follow. Rese reservations are addressed and taken
care of in the network.

In all the discussions here we talked of resource resenatioat has been made from the wired to the
wireless networks. Reservations in the opposite dire@tigink) are also very important. For complete QoS
guarantees in a mobile environment, the base station muahlbgo schedule the way in which it receives
packets from the mobiles in addition to scheduling what g s& discussed in this paper. This could be
possibly done by some kind of polling or reservation-basedtmanism. This is a topic of further study and
is beyond the scope of this paper.
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