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Abstract

Deep dyslexiais an acquired reading disorder marked by the occurrence of semantic errors
(e.g. reading RIVER as “ocean”). In addition, patients exhibit a number of other symptoms,
including visua and morphological effects in their errors, a part-of-speech effect, and an
advantage for concrete over abstract words. Deep dyslexia poses a distinct challenge for
cognitive neuropsychology because there is little understanding of why such a variety of
symptomsshould co-occur in virtually al known patients. Hinton & Shallice (1991) replicated
the co-occurrence of visual and semantic errors by lesioning arecurrent connectionist network
trained to map from orthography to semantics. While the success of their simulationsis quite
encouraging, there is little understanding of what underlying principles are responsible for
them. In this paper we evaluate and, where possible, improve on the most important design
decisionsmadeby Hinton & Shallice, relating to the task, the network architecture, thetraining
procedure, and the testing procedure. Taken together, the results demonstrate the usefulness
of a connectionist approach to understanding deep dyslexiain particular, and the viability of
connectionist neuropsychology in general.

*Most of the research presented in this paper was carried out while the authors were visiting scientists in the
Departments of Psychology and Computer Science at the University of Toronto under the generous support and
guidance of Geoff Hinton, whom we believe deserves to be a co-author of this paper but would not be persuaded to be
included. We & so wish to thank Marlene Behrmann and Angela Hickman for their help. This research was supported
by grant 87-2-36 from the Alfred P. Sloan Foundation. All of the simulations described in this paper were run on
a Silicon Graphics Iris-4D/240S using the Xerion ssimulator developed by Tony Plate. Direct all correspondence to
David Plaut at the address above.
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1 Introduction

In the conclusion of their review article, “Deep Dydexiasince 1980,” Coltheart, Patterson & Mar-
shall (1987) argue that deep dyd exia presents cognitive neuropsychology with a major challenge.
They raise two main issues specific to the domain of reading. Firgt, they argue that standard “box-
and-arrow” information-processing accounts of deep dydexia (e.g. Morton & Patterson, 1980)
provide no explanation for the observed combination of symptoms. If a patient makes semantic
errorsin reading aloud, why are many other types of behavior virtually aways observed? Second,
they point out that the standard explanations for semantic errors and for effects of abstractness
involve different impairments along the semantic route.

Theloss of semantic information for abstract wordsthat explained visual errorsin oral
reading cannot readily explain semantic errors in ora reading, since semantic errors
typically occur on moderately concrete words.... The deficit in the semantic routine
that gives a pretty account of semantic errorsis, rather, an abnormal sloppinessin the
procedure of addressing a phonological output code from a set of semantic features.

. Must we now postulate severa different semantic-routine impairments in deep
dydexia, and if so, why do we not observe patients who have one but not the other: in
particular, patients who make semantic errors but do not have difficulty with abstract
words? [Coltheart et al., 1987, pp. 421-422]

Recently, Hinton & Shallice (1991) have put forward a connectionist approach to deep dydexia
that addresses the first of the above points. They reproduced the co-occurrence of semantic,
visual, and mixed visual-and-semantic errors by lesioning a connectionist network that develops
“attractors’ for word meanings. While the success of their simulations is quite encouraging, there
is little understanding of what underlying principles are responsible for them. In this paper we
intend to evaluate and, where possible, improve on the most important design decisions made by
Hinton & Shallice. First, weimprove on therather arbitrary way that the model realized an explicit
response by extending it to generate phonological output from semantics. Next, we demonstrate
therobustness of the account by examining network architecturesdifferent fromthe original model.
Thirdly, we evaluate the significance of the particular learning procedure used to train the original
model by re-implementing it in a more plausible connectionist formalism. Finally, we investigate
whether the remaining characteristics of deep dysexia—in particular, Coltheart, Patterson &
Marshall’sthird issue relating to effects of abstractness—can be explained by essentialy the same
account proposed for the co-occurrence of error types.

Theremainder of thissection presentsabrief overview of thereading behavior of deep dydexics,
motivations for a connectionist account, asummary of the Hinton & Shallice results, and ageneral
evaluation of these resultsthat serves to motivate our work.

1.1 Deep dyslexia

Despite its familiarity as a concept in cognitive neuropsychology, deep dysexia remains contro-
versial. It was first suggested as a symptom-complex by Marshall & Newcombe (1973), who
described two patients (GR and KU). Both made semantic errors in attempting to read aloud and
also made visua and derivationa errors. Coltheart (1980a) was able to add another 15 cases.
Kremin (1982) added another eight and over ten more are referred to in Coltheart et al. (1987).
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Beginningwiththesemanticerror, Coltheart (1980a) al so extended thelist of common properties
to 12, namely (examples of errors are from DE, Patterson & Marcel, 1977)

1. Semantic errors (e.g. BLOWING = “wind”’, VIEW = “scene’, NIGHT = “deep”, GONE =
“IOg”);

2. Visua errors (e.g. WHILE = “white”, SCANDAL = “sandals’, POLITE = “politics’, BADGE
= “bandage’);

3. Function-word substitutions(e.g. wAs=- “and”, ME = “my”, OFF = “from”, THEY =- “the");

4. Derivational errors(e.g. CLASSIFY = “class’, FACT = “facts’, MARRIAGE = “married”, BUY
= “bought”);

5. Non-lexical derivation of phonology from print isimpossible (e.g. pronouncing non-words,
judging if two non-words rhyme);

6. Lexical derivation of phonology from print isimpaired (e.g. judging if two words rhyme);

7. Words with low imageability/concreteness (e.g. JUSTICE) are harder to read than words with
high imageability/concreteness (e.g. TABLE);

8. Verbs are harder than adjectives which are harder than nounsin reading aloud;
9. Functions words are more difficult than content words in reading aloud;

10. Writingisimpaired (spontaneous or to dictation);

11. Auditory-verbal short-term memory isimpaired;

12. Whether aword can beread at all depends on its sentence context (e.g. FLY asanouniseasier
than FLY asaverb).

Given the uniformity of the patients symptoms, Coltheart characterized the symptom-complex as
asyndrome.

In fact, not al these properties are aways observed when an acquired dydexic patient makes
semantic errors in reading. Thus patient AR (Warrington & Shallice, 1979) did not show the
content word effects (7 and 9), and had relatively intact writing and auditory short-term memory
(10 and 11). Three other patients have been described who make semantic errorsin reading aoud
(and do so also when any other speech responses are required) and yet make few if any visual
errors (Caramazza & Hillis, 1990; Hillis et al., 1990).1 The lack of complete consistency across
patients therefore led to criticisms of the attempt to characterize the symptom-complex as directly
reflecting an impairment to some specific processing component. Some of these arguments were
specific to deep dydexia. Thus Shallice & Warrington (1980) held that deep dyslexia was not a
“pure syndrome.” Others, though, made more general critiqgues. Morton & Patterson (1980) and
Caramazza (1984; 1986) denied thetheoretical utility of generalizing over patientsfor extrapol ation

10One could argue that two of these patients at least are hardly “acquired dyslexics’ since their problemis held to
be at the phonol ogical output lexicon. Thisthough, presupposes that one can make a clear distinction between reading
impai rments and other difficulties. Yet, while it remains generally accepted that non-semantic phonological reading
procedures are grossy impaired in deep dyslexic patients (see e.g. Marshall & Newcombe, 1973), it has been argued
that there are additional deficits in the semantic reading route and that these can differ in their location, with some
patients even being “output” deep dyslexics (Friedman & Perlman, 1982; Shallice & Warrington, 1980). Thus, the
“clear distinction” between reading and non-reading difficultiesis absent from the literature.
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to normal function, and Shallice (1988) more specifically claimed that error patternsdid not provide
an appropriate basis for this purpose.

Despite these objections to the theoretical utility of the deep dydexia symptom-complex,
Coltheart et al. (1987) stress that work since 1980 reinforces the virtually complete uniformity
of symptom pattern found across a large number of patients. This means that to dismiss deep
dysdexiaas theoretically irrelevant would be at least as dangerous as to accept it uncriticaly asthe
manifestation of some specific impairment. For the present we will leave consideration of these
methodological criticisms of deep dydexia until the General Discussion. We will provisionaly
assume that it isavalid theoretical concept.

Many other properties of the reading of individual deep dyd exic patients have been recorded.
In this paper we will be particularly concerned with four.

1. Additional types of reading errors. Mixed visual-and-semantic (e.g. SHIRT = “skirt”) were
recordedin all of the patientsreviewed by Coltheart (1980a) on whom thereis adequate data;
in KF (Shalice & McGill, 1978) and PS (Shallice & Coughlan, 1980) they were aso shown
to occur at above the rate which one would expect if they were all arising as visua errors
or as semantic errors independently. Another error type which was observed even earlier
by Marshal & Newcombe (1966) is that of visual-then-semantic errors (e.g. SYMPATHY
= “orchestra’, presumably via symphony), described in eight of the patients reviewed by
Coltheart (1980a).

2. Influences of semantic variableson visual errors. Ingeneral, the abstract/concrete dimension
does not just relate to the issue of how successfully different types of words are read. The
stimuli on which visual errors occur tend to be more abstract than the responses produced
and also more abstract than the stimuli for which other types of responses occur (see e.g.
Shallice & Warrington, 1980).

3. Confidence in errors. The confidence with which errors are produced has been studied in
three patients. PW and DE (Patterson, 1978) were much morelikely to be sure that they were
correct for visua errors than for semantic errors, but GR gave as high confidence ratings
both for visua errorsand for semantic errors as for correct responses (Barry & Richardson,
1988).

4. Lexical decison. Deep dysexics can often distinguish words from orthographically regular
non-words, even when they are quite poor at explicitly reading the words (Patterson, 1979).
Lexical decision was “surprisingly good” for nine of the 11 cases listed by Coltheart (1980a)
for which there was data.

Turning to theoretical accountsof the symptom-complex, wewill follow Marshall & Newcombe
(1973) and many others by presuming that phonological reading procedures are grossly impaired
in these patients and that this can account for characteristics (5), (6), and presumably (11) (see
discussions in Coltheart, 1980a; Coltheart et al., 1987). However, if it is held that the complete
cluster of propertieshave acommon functional origin, what can it be? The most prosaic possibility
isthat the syndrome arises from a set of functional deficits which co-occur for anatomical reasons
(e.g. Morton & Peatterson, 1980; Shallice, 1988; Shallice & Warrington, 1980). If, however, the
impairments are only specified in terms of damage to hypothetical subcomponents or transmission
routes, many questions remain to be answered. Why do visual and derivational errors so often
co-occur with semantic ones? Why do mixed visual -and-semantic and visual-then-semantic errors
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occur? If the general advantage for concrete words results from impaired access to abstract
semantics per se, why has only one patient (CAV, Warrington, 1981) been observed with superior
reading performance on abstract words? How does one account for the effects of concreteness
on visua errors? Ad hoc explanations have been given for some of these points (see Morton &
Patterson, 1980; Shallice & Warrington, 1980) but nothing resembling a well-developed theory
along these lines exists.

An interesting version of the “anatomica coincidence” explanation is the claim that deep
dydexic reading reflects reading by the right hemisphere (Coltheart, 1980b; 1983; Saffran et d.,
1980). The attraction of this hypothesis is the similarities that have been demonstrated between
reading in deep dyslexia and in patients reading with an isolated right hemisphere (e.g. Patterson
et a., 1989; Zaidel & Peters, 1981). However, these analogies have been criticized (see eg.
Patterson & Besner, 1984b; Shallice, 1988) and at least one patient has been described with
many deep dydexic characteristics whose reading was abolished after a second left hemisphere
stroke (Roeltgen, 1987). Overall, while the theory is based on empirical analogues for certain
deep dydexic characteristics (e.g. semantics by which the right hemisphere might produce the
symptom-complex), it is principally an attempt to localize rather than to provide a mechanistic
account. Since no mechanistic account exists for any other neuropsychological syndrome except
for neglect dydexia (Mozer & Behrmann, 1990), this is hardly a strong criticism of the theory
from present-day perspectives. However, an explanation oriented towards this more complex goal
remains a major target for understanding deep dydexia.

1.2 Motivation of a connectionist account

Connectionist modeling offers a promising approach to producing a mechanistic account of deep
dydexia. Connectionist networks are becoming increasingly influential in a number of areas of
psychology as a methodology for developing computational models of cognitive processes. In
contrast to conventional programsthat compute by the sequential application of stored commands,
these networks compute via the massively parallel cooperative and competitive interactions of a
large number of simple neuron-like processing units. Networks of this form have been applied to
problemsin awiderange of cognitivedomains, such ashigh-level vision and attention, learning and
memory, language, speech recognition and production, and sequential reasoning (see McClelland
et a., 1986 and recent Cognitive Science Society conference proceedings).

In addition to their usefulness in modeling normal cognitive functioning, a number of genera
characteristics of connectionist networks suggest that they may be particularly well-suited for mod-
eling neuropsychological phenomena (Allport, 1985). “Modular” theories of cognitive processes
can be expressed naturally by dedicating separate groups of units to represent different types of
information. In this way the approach can be viewed as an elaboration of, rather than alternative
to, moretraditional “box-and-arrow” theorizing within cognitive neuropsychology (cf. Seidenberg,
1988). Also, partia lesions of neurological areas and pathways can be modeled in astraightforward
way by removing a proportion of unitsin agroup and/or connections between groups. I1n contrast,
simulations of neuropsychological findingswithin moretraditional computational formalisms(e.g.
Kosslyn et al., 1990) must typically make more specific assumptions about how damage affects
particular components of the system. Furthermore, since knowledge and processing in a con-
nectionist network is distributed across a large number of units and connections, performance
degrades gracefully under partial damage (Hinton & Sejnowski, 1986). This means that a range
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of intermediate states between perfect performance and total impairment can occur. Together with
the richness of the computational formalism, this allows behavior more detailed than the ssimple
presence or absence of abilitiesto be investigated (Patterson, 1990).

A number of authors have attempted to explain patient behavior based on intuitions about
how connectionist networks or other “cascaded” systems (McClelland, 1979) would behave under
damage, without actually carrying out the smulations (e.g. Miller & Ellis, 1987; Riddoch &
Humphreys, 1987; Shallice & McGill, 1978; Stemberger, 1985). However, the highly distributed
and dynamical nature of these networks makes such unverified predictionssomewhat suspect. More
recently, afew researchers have begun to explore the correspondence of the behavior of damaged
connectionist networks and patient behavior, primarily in the domain of acquired dyslexia. Mozer
& Behrmann (1990) reproduced aspects of neglect dysexia in a pre-existing connectionist model
of word recognition (Mozer, 1990) by disrupting its attentional mechanism. Patterson et al. (1990)
attempted to model aform of surface dydexiaby damaging anetwork model of word pronunciation
that had been previousy demonstrated to account for a wide range of effects in normal reading
(Seidenberg & McClelland, 1989). In addition, a number of other investigations are underway in
other domains (e.g. Farah & McClelland, in press; Plaut & Shallice, Note 4). While the successes
of these initial demonstrations are certainly limited, they are sufficiently encouraging to warrant
an attempt to understand in a more general way the strengths and limitations of connectionist
neuropsychology.

Much of theinitial motivation for pursuing a connectionist account of deep dyslexia comes out
of preliminary work by Hinton & Sejnowski (1986) on the effectsof damagein networks. They were
not primarily concerned with modeling deep dyslexia, but rather with investigating how distributed
representations can mediate in mapping between arbitrarily related domains (Hinton et al., 1986).
The task they chose was a highly smplified version of mapping orthography to semantics: each
of 20 three-letter words was to be associated with an arbitrary semantics consisting of a random
subset of 30 semantic features. The network used to accomplish the mapping had three layers of
units. Thirty “grapheme” units, in three groups of 10, represented the three letters of each word.
These units were fully connected to 20 “intermediate” units, which in turn were fully connected
to 30 “sememe” units, one for each semantic feature. In addition, the sememe units were fully
interconnected. The units produced stochastic binary output and all connections were symmetric.
The network was trained with the Boltzmann Machine learning procedure (Ackley et al., 1985) to
settle into the correct pattern of activity over the sememe units for each word when the grapheme
unitsfor the letters of the word were clamped on.

The undamaged network performed the task almost perfectly, but when single intermediate
units were removed, 1.4% of the responses of the network were incorrect. Interestingly, 59% of
these incorrect responses were the exact semantics of an aternative word, and these “word” errors
were more semantically and visually similar to the correct word than would be expected by chance.
Hinton & Sejnowski interpret this behavior in the following way. Interactions among the sememe
units enable them to “clean-up” an initially noisy or incomplete pattern of semantic activity into
the pattern corresponding to the exact semantics of the input word. Under normal operation this
initial pattern is always closer to the semantics of the correct word than to that of any other, and so
the clean-up interactions produce a correct response. However, the damaged network occasionally
producesan initial pattern of semantic activity that is closer to the meaning of another word, usually
one that shares letters and/or semantic features with the correct word. When semantic clean-up is
applied in these cases the network producesthe exact semantics of incorrect words. Thuslesions of
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one of aset of unitsresult in word errorsthat tend on average to be both semantically and visually
related to the correct word. While Hinton & Sejnowski’s demonstration was highly smplified, it
showed that damage to a network that maps orthography to semantics can produce a pattern of
errors with some similarity to that made by deep dydexics.

1.3 A preiminary connectionist model of deep dyslexia

Based on thispromisinginitial work, Hinton & Shallice (1991, hereafter H& S) undertook to model
the error pattern of deep dyslexia more thoroughly. Developing the model involved making four
sets of design decisions that apply to the development of any connectionist simulation:

e Thetask: What input/output pairsisthe network trained on and how are they represented as
patterns of activity over groups of input and output units?

¢ Thenetwork architecture: What type of unit isused, how are the units organized into groups,
and in what manner are the groups connected?

e Thetraining procedure: How are examples presented to the network, what procedureis used
to adjust the weights to accomplish the task, and what is the criterion for halting training?

e Thetesting procedure: How isthe performance of the network eval uated—specifically, how
arelesions carried out and how is the behavior of the damaged network interpreted in terms
of overt responses that can be compared with those of patients?

The following four subsections describe the characteristics of the model in terms of each of these
issues. The adequacy and limitations of these decisions are then discussed and serve to motivate
the ssimulations presented in this paper.

131 Thetask

H& S defined a version of the task of mapping orthography to semantics that is somewhat more
sophisticated (although still far from realistic) than that used by Hinton & Sejnowski. Orthography
was represented in a similar way, in terms of groups of positi on-specific letter units (McClelland
& Rumelhart, 1981). In order to keep the task simple, 40 three- or four-letter words were chosen
with restrictions on what letters could occur in each position, resulting in a total of 28 possible
graphemes (see Table 1.1).

Rather than assign to each word a completely arbitrary semantics, H& S designed a set of 68
semantic features intended to capture intuitive semantic distinctions (see Table 1.2). On average,
about 15 of the 68 features were present in the semantic representation of a word. The words
were chosen to fall within five concrete semantic categories: indoor objects, animals, body parts,
foods, and outdoor objects. The assignment of semantic features to words ensured that, in general,
objects in the same category tended to be more similar (i.e. shared more features) than objects
in different categories (see Figure 1.1). However, H&S did not directly demonstrate that their
semantic categories faithfully reflect the actual semantic similarity among words. Figure 1.1
conveys some sense of the similarity within and between categories, but a more direct impression
can be obtained from a full display of the smilarity (i.e. proximity in semantic space) of each
pair of words, shown in Figure 1.2. Because the words are ordered by category, the extent and
uniformity of the similarity within each category isreflected by an 8-by-8 block aong the diagonal
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| L etters allowed in each position |
IBCDGHLMNPRT|[AEIOU|[BCDGKMPRTW]/|EK -|

| Words in each category |

I ndoor Body Outdoor
Objects | Animals | Parts Foods Objects
BED BUG BACK BUN BOG
CAN CAT BONE HAM DEW
coT cow GUT HOCK DUNE
CuP DOG HIP LIME LOG
GEM HAWK LEG NUT MUD
MAT PIG LIP POP PARK
MUG RAM PORE PORK ROCK
PAN RAT RIB RUM TOR

Table 1.1: The wordsused by H& S, organized into categories.

| Semantic features

1 max-size-less-foot 21 indoors 46 made-of-metal
2 max-size-foot-to-two-yards | 22 in-kitchen 47  made-of-wood
3 max-size-greater-two-yards | 23  in-bedroom 48 made-of-liquid
4  main-shape-1D 24 in-livingroom 49 made-of-other-nonliving
5 main-shape-2D 25 on-ground 50 got-from-plants
6 cross-section-rectangular 26 on-surface 51 got-from-animals
7 cross-section-circular 27 otherwise-supported | 52  pleasant
8 haslegs 28 in-country 53 unpleasant
9 white 29 found-woods 54 man-made
10 brown 30 found-near-sea 55 container
11 green 31 found-near-streams | 56 for-cooking
12 color-other-strong 32 found-mountains 57 for-eating-drinking
13 varied-colors 33 found-on-farms 58 for-other
14 tranparent 34 part-of-limb 59 used-alone
15 dak 35 surface-of-body 60 for-breakfast
16 had 36 interior-of-body 61 for-lunch-dinner
17 soft 37 above-waist 62 for-snack
18 sweet 38 mammal 63 for-drink
19 tastes-strong 39 wild 64 particularly-assoc-child
20 moves 40 fierce 65 particularly-assoc-adult
41 doesfly 66 used-for-recreation
42 does-swim 67 human
43 does-run 68 component
44 living
45 carnivore

Table 1.2: Semantic features used by H& S. Features within a block were considered “closely
related” for the purposes of determining the network architecture.
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LEG 21 .I..I.I.. .I...I...II. .I ........ III ....... I ...................... II
LIF 20 I..I.I ..... I....I..II ..... I ....... I.I ...... I ...................... II
FORE 23 I..I..I....I....I. .I ..... I ...... II.I ...... I ...................... II
FIE 2 I..I....I ...... I....I ..... I ........ II ...... I ...................... II
BUM 25 I...I.I..I ...... III.II...I ....................... I.I.I ....... I.I....
He 26 I...I ...... I..I.I.I.II...I ...... I ................. II.I.II...II ......
HOCKE 27 .I..I.I ...... I....I.II...I ...................... II.I.I..I.I.I.I.I.
LIME 28 I...I.I...I ..... III.II...I ................. I ..... I.I....I.I.II ......
HUT 24 I...I.I..I....II..I.II.I.I.II .............. I ..... I.I....I.I..I ......
FOF 30 .I..I.I ...... I...IIIII. .I ..................... I...I.I..I.I..III.
FPORE 31 I...I...I ....... I.I.II...I ...... I ................. II...II...I .......
R 32 .I..I.I ...... I....I.I...II ..................... I.I.I.I..I.I...I.I.
BOG 33 ..II ...... I ..... I..I....I..I..II ...... I ........ I....I ...............
DEL 34 I..I ......... I..I ....... I..II.III .............. I...I ................
DUME 35 ..I.I....I ...... I ....... I..I.I ........ I ......... I..I ............. I..
LOG 36 .I..I.I..I.. ........ I..II...I ............. I..I ....... I ..........
MDD 37 ..II ..... I.. I.I..I .I..IIIIII ............... I... ..I ..... ..
FPaFK 38 .II ................... I..I..I ....... I ......... II.I.I .I ..... I.I..
ROCKE 39 ..I.I....I.. .II ........ I..I.III ...... I ......... I ........ I ....... I..
TOR 40 .I.I.. .I.. .II ........ I..I...I ...... I ......... I..I ............. I..

Figure1.1: Theassignment of semantic featuresto wordsused by H& S. A black rectangleindicates
that the semantic representation of the word listed on the left contains the feature whose number

(from Table 1.2) islisted at the top.
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FORK 31
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BOG 33
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DUME 35
LOG 36

Mun 37
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ROCK 39
TOR 40

Figure 1.2: The similarity matrix for the semantic representations of words. The size of each
sguare represents the proximity of the representations of a pair of words, where the largest squares

(along the diagonal) represent the closest possible proximity (1.0) and a blank square represents

the farthest possible proximity (0.0).
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of the matrix, while between-category similarity is reflected in off-diagona blocks. A number
of interesting characteristics are apparent from the similarity matrix. Words for “body parts’ are
quite similar to each other and quite different from words in other categories. In contrast, “indoor
objects’ are not uniformly similar to each other, and many are quite similar to “foods,” particularly
those that are used with food (i.e. CUP, CAN, MUG, PAN). “Outdoor objects’ also vary considerably
in their similarities with each other, and are often also similar to “animals’ (which are also found
outdoors). However, the overall strength of thefive on-diagonal blocks supportsthe use of category
membership as ageneral measure of semantic similarity.

A further requirement of a satisfactory approximation of the task of mapping orthography to
semanticsthat H& Sdid not verify for their representationsisthat the rel ationship between thevisual
and semantic representations of a word is indeed arbitrary. In other words, the visual similarity
of two words (as defined below) provides no information about their semantic smilarity, and vice
versa. One way to test the independence of visual and semantic similarity is that the probability
of a randomly selected word pair being both visually and semantically similar, m, should be
approximately equal to the product of the independent probabilities of visual, v, and semantic,
s, Smilarity. Among all possible non-identical word pairs in the H& S word set, m = .062,
v =.36,and s = .18, s0 vs = .065isroughly equal to . Thusvisua and semantic similarity are
approximately independent in the H& S word set.

1.3.2 Thenetwork

Unlike the binary stochastic units and symmetric connections used by Hinton & Sejnowski, H& S
used real-valued deterministic units and one-way connections. The 28 grapheme units were
connected to a group of 40 intermediate units, which in turn were connected to the 68 sememe
units. Inorder to reduce the number of connections, only arandom 25% of the possible connections
were included.

Following Hinton & Sejnowski’s argument for the importance of allowing the sememe units
to interact, H& S introduced connections at the semantic level in two ways. First, they added
direct connections between sememe units. Rather than include all possible 4624 such connections,
only sememe units that represent closely related features (defined in Table 1.2) were connected.
While these direct connections help the network ensure that sememes are locally consistent, not
all relationships among semantic features can be encoded by pairwise interactions alone. In order
to allow combinations of sememes to directly influence each other, H& S also introduced a fourth
group of 60 “clean-up” units that receive connections from, and send connections to, the sememe
units. This pathway can enforce more global consistency among semantic features. As in the
“direct” pathway from graphemes to sememes via the intermediate units, only a random 25% of
the possible connectionsin this clean-up pathway were included. The resulting network, depicted
in Figure 1.3, had about 3300 connections.

1.3.3 Thetraining procedure

The network was trained in the following way. The grapheme units were set to the appropriate
input pattern for a word, and all other units were set to 0.2. The network was then run for seven
iterations in which each unit updated its state once per iteration, generating a pattern of activity
over the sememe units. The network was initialized to have small random weights, so that at the
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scconns
~\___AA A A~
C 68 sememe units )

\/i isconns

csconns

C 60 cleanup units

C 40 intermediate units )

giconns

C 28 grapheme units )

Figure 1.3: The network used by H& S. Notice that sets of connections are named with theinitials
of the names of the source and destination unit groups (e.g. giconns for grapheme-to-intermediate
connections).

beginning of training the pattern of semantic activity produced by the word was quite different from
its correct semantics. An iterative version of the back-propagation learning procedure, known as
“back-propagation through time” (Rumelhart et al., 1986b), was used to compute the way that each
weight in the network should change so as to reduce this difference for the last three iterations.
These weight changes were cal cul ated for each word in turn, at which point the accumulated weight
changes were carried out and the procedure was repeated. After about 1000 sweeps through the
40 words, when the network was presented with each word, the activity of each sememe unit was
within 0.1 of its correct value for that word, at which point training was considered compl ete.

1.34 Thetesting procedure

After training, theintact network produced the correct semantics of each word when presented with
its orthography. The network wasthen “lesioned” in threeways. (1) ablation: removing arandom
subset of the units in a layer, (2) disconnection: removing a subset of the connections between
layers, and (3) noise: adding uniformly distributed random noise to the weights on connections
between layers. Under damage, the semantics produced by a word typically differed somewhat
from the exact correct semantics. Yet even though the corrupted semantics would fail the training
criteria, it still might suffice for the purposes of naming. H& S defined two criteriathat had to be
satisfied in order for the damaged network to be considered to have made a response:

1. A proximity criterionensured that the corrupted semantics was sufficiently closeto the correct
semantics of some word. Specifically, the cosine of the angle (i.e. normalized dot product)
between the semantic vector produced by the network and the actual semantic vector of some
word (in the 68-dimensional space of sememes) had to be greater than 0.8.

2. A gap criterionensured that no other word matched nearly aswell. Specifically, the proximity
to the generated semantics of the best matching word had to be at least 0.05 larger than that
of any other word.

If either of these criteria failed, the output was interpreted as an omission; otherwise the best
matching word was taken as the response, which either could be the correct word or an error.
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In order to compare the behavior of the network under damage with that of deep dydexics,
H& S systematically lesioned sets of unitsor connections over arange of severity. For 10 instances
of each lesion type, al 40 words were presented to the network and omission, correct, and error
responses were accumulated. As an approximation to the standard error classification used for
patients (cf. Morton & Patterson, 1980), an error was defined to be visually similar to the input
word if the two words overlapped in at least one letter, and semantically similar if the two words
belonged to the same category. Errors were then classified into four types.

e visual (V): responsesthat are visually (but not semantically) similar to the stimulus (e.g. CAT
= “cot”).

e semantic (S): responses that are semantically (but not visually) similar to the stimulus (e.g.
CAT = “dog”).

e mixed visual-and-semantic (V+S): responses that are both visually and semantically similar
to the stimulus (e.g. CAT = “rat”).

e other (O): responses that are unrelated to the stimulus (e.g. CAT = “mug’”).

Table 1.3 shows the distribution of error types for all types of lesions, summed over instances
which resulted in between 25-75% correct responses. The most important result isthat all lesions
produced semantic, mixed visua-and-semantic, and visual errors at rates higher than would be
expected by chance (with the sole exception of the lesion type most resistant to damage). “Chance”
is determined by comparing the ratio of each error rate to that of “other” errorswith the predicted
ratio under the assumption that error responses are generated randomly from the word set. Also,
for al but one lesion type—disconnect(isconns)—the number of mixed visual-and-semantic errors
was greater than would be expected if visual and semantic similarity were caused independently.
Furthermore, the network showed a greater tendency to produce visua errors with early damage
(closer to the graphemes) and semantic errors with later damage (closer to the sememes) although
even damage completely within the semantic clean-up system produced an above-chance rate of
visual errors. It is clear that these errors were not produced randomly because then there would
have been a high rate of “other” errors (based on the distribution of possible error types), whereas
all errorsproduced by clean-up damage were either visual, mixed visual -and-semantic, or semantic.

H& Salso demonstrated that, even when the semantics produced by the system were insufficient
to plausibly drive aresponse system, enough information was often avail able to make between- and
within-category discriminations. For instance, removing all of the connections from the sememe
to clean-up units reduced explicit correct performance to 40%. However, of the 60% remaining
trials producing an omission, 91.7% of these resulted in semantics that were closer to the centroid
of the correct category than to that of any other category (chance is 20%), and 87.5% were closer
to the semantics of correct word in that category than to that of any other word in the category
(chance is 12.5%). The effect was weaker with earlier damage: removing 30% of the grapheme-
to-intermediate connections produced 35.3% correct performance with 48.3% between-category
and 49.0% within-category discrimination on omission trials.

Finally, a peculiar and interesting effect emerged when the connections from the clean-up to
sememe units were lesioned. The network showed a significant selective preservation of wordsin
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Overall Conditional probabilities
Error Rates Vis&

Lesion n Rate | Vis Sem Sem Other
disconnect(giconns) | 4 48 | 342 447 132 7.9
noise(giconns) 4 39460 270 20.6 6.3
ablate(intermediate) | 3 31243 459 243 54
disconnect(isconns) | 2 34111 296 556 3.7
noise(isconns) 3 24241 483 20.7 6.9
disconnect(scconns) | 2 02| — 1000 — —
noise(scconns) 4 18| 69 724 207 —
ablate(cleanup) 2 34| 74 630 259 —
disconnect(csconns) | 3 341341 317 341 —
noise(csconns) 2 23278 389 333 —
Chance 29.9 6.2 118 522

Table 1.3: Thedistribution of error typesproduced by lesions of all typesand locationsthat resulted
in 25-75% correct performance in the H& S model. “n” refersto the number of lesion severities
producing performance falling within the 25-75% range, and “Rate’ is the average percentage of
word presentations producing explicit error responses for these lesions. “Chance” refers to the
distribution of error typesif responses were chosen from the word set at random. Notice that there
werefew if any “Other” errorswith many of the lesions even though more than 50% of the possible
error response are of thistype.
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the “foods’ category (75% correct) relative to those in other categories (next best, 34% correct).?
The effect was quite specific; it did not occur for other lesions in the network, nor for the same
lesion in asecond version of the network trained with different initial random weights.

1.3.5 Attractors

An important concept in understanding these resultsis that of an “attractor.” The sememe unitsin
the H& S network change their states over timein response to a particular orthographic input. The
initial pattern of semantic activity generated by the direct pathway may be quite different from the
exact semantics of the word. Interactions among sememe units, either directly via intra-sememe
connectionsor indirectly viathe clean-up units, serveto gradually modify and “ clean-up” theinitia
pattern into the final, correct pattern. This process can be conceptualized in terms of movement in
the 68-dimensional space of possible semantic representations, in which the state of each sememe
unit is represented along a separate dimension. At any instant in processing a word, the entire
pattern of activity over the sememe units correspond to a particular point in semantic space. The
exact meanings of familiar words correspond to other points in the space. The states of sememe
units change over time in such a way that the point representing the current pattern of semantic
activity “moves’ to the point representing the nearest familiar meaning. 1n other words, the pattern
corresponding to each known word meaning becomes an “attractor” in the space of semantic
representations: patternsfor nearby but unfamiliar meani ngs move towards the exact pattern of the
nearest known meaning. The region in semantic space corresponding to the set of initial patterns
that move to agiven attractor is called its“basin” of attraction.

H&S offer an intuitive explanation for co-occurrence of visual and semantic influences on
errors in terms of the effects of damage in a network that buil ds attractors in mapping between
two arbitrarily related domains. Connectionist networks have difficulty learning to produce quite
different outputs from very similar inputs, yet very often visually similar words (e.g. CAT and COT)
have quite different meanings. One effective way a network can accomplish this mapping is to
construct large basins of attraction around each familiar meaning, such that any initial semantic
pattern within the basin will move to that meaning (see Figure 1.4). Visually similar words are
then free to generate fairly similar initial semantic patterns as long as they each manage to fall
somewhere within the appropriate basin of attraction. In thisway the network learnsto shape and
position the basins so as to “pull apart” visually ssimilar words into their final distinct semantics.
Damage to the semantic clean-up distorts these basins, occasionally causing the normal initial
semantic pattern of aword to be*“captured” within the basin of avisually similar word. Essentialy,
the layout of attractor basins must be sensitive to both visual and semantic similarity, and so these
metrics are reflected in the types of errorsthat occur as aresult of damage.

1.4 Evaluation of the mode

The aim of H&S's work was to provide a unified account of the nature and co-occurrence of
semantic, visual and mixed reading errors in deep dyslexia. Most previous explanations of why
virtually al patients who make semantic errors a'so make visua errors (e.g. Gordon et al., 1987,
Morton & Patterson, 1980) have had to resort to proposing lesions at multiple locations along

2This effect was significant at the 0.01 level and not at the 0.1 level as incorrectly stated in Hinton & Shallice
(1991).
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Orthography Semantics

CAT e |

coT o\\
\

BED e—_|
CAT = "cot"

Figure 1.4: How damage to semantic attractors can cause visual errors. The solid ovals depict the
normal basins of attraction; the dotted one depicts a basin after semantic damage.

the semantic route. Shallice & Warrington (1980) speculated that an inability to adequately
access part of the semantic system might give rise to the occurrence of errors. However, H& S
actually demonstrated that all of these error types arise naturally from single lesions anywhere
in a connectionist network that builds attractors in mapping orthography to semantics. Only the
quantitative distribution of error types varied systematically with lesion location.

There are two main types of criticism leveled against the H& S model. Thefirst has to do with
the limited range of empirical phenomenait addresses. Of the aspects of deep dysexiawhich pose
problems for theory, only three were modeled—the very existence of semantic errorsin reading
aloud, the frequent co-occurrence of visual errorswith semantic errors, and therelatively high rates
of occurrence of mixed visual-and-semantic errors. However, an adequate theory of deep dysexia
would also need to account for afair number of other aspects of the syndrome. Certain aspects—(5),
(6) and (10) of Section 1.1—involve difficulties in mapping directly between print and sound and
are covered by the assumption of the grossimpai rment in the operation of the non-semantic route(s).
Two others—(3) function word substitutions and (4) derivational errors—can interpreted as special
cases of semantic or mixed visual-and-semantic errors, and so can be explained in the way that
these errors are (see Funnell, 1987). Another two—(11) auditory short-term memory impairments
and (12) context effects—are dismissed by Coltheart et al. (1987) as too vague. However, this
still leaves (7) the effects of imageability on reading, (8) and (9) the effects of part-of-speech, and
also a number of the additional effects—the interactions between the abstract/concrete dimension
and visua errors, confidence ratings, lexical decision, and the visual-then-semantic errors. These
phenomenawill al be considered directly in this paper. One final effect, theimpaired writing, will
be addressed in the General Discussion.

The second type of criticism of the H& Smodel relatesto itsgenerality. Most attemptsto model
acquired dyslexia by lesioning connectionist networks (Mozer & Behrmann, 1990; Patterson et dl.,
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1990) have been based on pre-existing model sof word reading in normals(M ozer, 1990; Seidenberg
& McCléland, 1989). These studies have primarily aimed to provide independent validation of
the properties of the normal models that enable them to reproduce phenomena they were not
initially designed to address. The work of H& S is rather different in nature in that they were not
concerned with supporting a particular model of normal word comprehension. Rather, H& S had
the more general goal of investigating the effects of damage in a fairly genera type of network
in the domain of reading via meaning. To the extent that the behavior of the damaged network
mimicked that of deep dydlexics, the principles that underly the network’s behavior may provide
insight into the cognitive mechanisms of reading in normals, and their breakdown in patients. In
thisway, therelevance of H& S's simulations to cognitive neuropsychology depends on identifying
and evaluating those aspects of the model which are responsible for its ability to reproduce patient
behavior.

H&S argue that the co-occurrence of different error types obtained in deep dydexia is a
natural consequence of lesioning a connectionist network that maps orthography to semantics
using attractors. However, their conclusions were essentially based on a single type of network
that inevitably had many specific features. It was only an assumption that these specific features
did not significantly contribute to the overall behavior of the network under damage. Clearly itis
impossible to evaluate every possible aspect of the model. H& S attempt to motivate and justify
many of the decisions that went into developing their model. In considering the significance of
these decisions, it is important to bear in mind that they each reflect a tradeoff between (at |east)
three types of constraint: (1) empirical data from cognitive psychology and neuropsychology,
(2) principles of what connectionist networks find easy, difficult or impossible to do, and (3)
limitations of the computational resources availablefor running smulations. Each of thefollowing
major design issues serves to motivate the investigations described in a subsequent section.

141 Thetask

The grapheme and sememe representations used by H& S clearly fail to reflect the full range of
orthographic and semantic structure in word reading. The use of position-specific letter units, the
selection of semantic features, and their assignment to words, was based more on computational
than empirical grounds. In fact, it is not particularly plausible that the semantic representations of
aword in the human cognitive system is based on individual feature units at the level of found-on-
farms and used-for-recreation. However, these representations exhibit the characteristics that are
essential for demonstrating the influences of both visual and semantic similarity on deep dyslexic
reading: (1) visualy similar words (with overlapping letters) have similar representations over the
grapheme units, (2) semantically similar words (in the same category) have similar representations
over the sememe units, and (3) there is no systematic relationship between the orthographic and
semantic representations of aword.

One concern involves the adequacy of the definitions of visual and semantic similarity. These
were chosen to be analogous to those used for patients, but they only approximate the actual
similarity structure of the visual and semantic representations used for words. The impact of the
adequacy of this approximation on the error pattern produced under damage was not eval uated.

A more severe limitation is that the model was trained on only 40 words, allowing only avery
coarse approximation to the range of visual and semantic smilarity among words in a patient’s
vocabulary. In particular, important variables known to affect patients reading behavior, such as
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word length, frequency, syntactic class, and imageability/concreteness, were not manipulated. In
addition, thereisthe potential problem that some of the observed effects may arise from operations
of asmall subset of the stimulus set with statistically unusual properties. The general impact of this
limitation will be addressed in the General Discussion. More specifically, smulations presented
in Section 5 attempt to extend the H& S approach to account for effects of concreteness in deep
dydlexic reading performance.

1.4.2 Thenetwork

H& S provide only a general justification for the network architecture they chose. Hidden unitsare
needed because the problem of mapping orthography to semanticsisnot linearly separable. Recur-
rent connections are required to alow the network to devel op semantic attractors, whose existence
constitutes the major theoretical claim of the work. The choices of numbers of intermediate and
clean-up units, restrictions on intra-sememe connections, and connectivity density were an attempt
to give the network sufficient flexibility to solve the task and build strong semantic attractors,
while keeping the size of the network manageable. Some aspects of the design, particularly the
selective use of intra-sememe connections, were rather inelegant and ad hoc. Section 3 elaborates
on the implications of these distinctions and describes simulations involving a range of network
architectures that attempt to directly evaluate their impact on the pattern of errors produced under
damage.

1.4.3 Thetraining procedure

H& Sjudtify the use of an admittedly implausible learning procedure in two ways. Thefirst isto
emphasi ze that they were not directly concerned with simul ating aspects of reading acquisition, but
only its breakdown in mature, skilled readers. Thus the learning procedure can be viewed solely
as a programming technique for determining a set of weights that is effective for performing the
task. The second justification they useisto point out that back-propagationisonly one of a number
of ways of performing gradient descent learning in connectionist networks. Other more plausible
gradient descent procedures, such as contrastive Hebbian learning in deterministic Boltzmann
Machines (Hinton, 1989b; Peterson & Anderson, 1987), are more computationally intensive than
back-propagation but typically develop similar representations. In Section 4 we present simulations
that attempt to replicate and extend the H& S results using a deterministic Boltzmann Machine.

144 Thetesting procedure

Perhaps the most serious limitation of H& S's work involves the use of proximity and gap criteria
in determining the response produced by the network under damage. These criteriawere intended
to approximate the requirements of a system that would actually generate responses based on
semantic activity. H& S provided evidence that the main qualitative effects obtained do not depend
on specific values for these criteria, but their adequacy as an approximation to an output system
was left unverified.

Idedlly, the response criteriawould be replaced by extending the network to produce an actual
phonological response. This response could then be compared directly with the oral responses
of patients. Unfortunately, preliminary attempts to implement such an output system produced a
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high rate of phonological “blends’ (literal paraphasias) under damage to the input network, which
are amost never produced by deep dydexics. Section 2 illustrates this problem and presents
simulations that overcomeit, allowing explicit phonological responses to replace the criteriaH& S
used to evaluate the effects of lesions.
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2 Response generation: M apping semantics to phonology

Most data on deep dydexic reading comes from tasks in which the patient produces a verbal
response to a visually presented word. Since the output of the H&S model to a letter string
consists of a pattern of semantic activity, some external procedure is needed to convert this pattern
into an explicit response so that it can be compared with the oral reading responses of deep
dydexics. The procedure H& S used compares the semantic activity produced by the network
with the correct semantics of all known words, selecting the closest-matching word as long as the
match is sufficiently good (the proximity criterion) and sufficiently better than any other match
(the gap criterion). The rationale for these criteriais that semantic activity that is too unfamiliar
or ambiguous would be unable to drive an output system effectively. In thisway H&S's use of
response criteria differs from approaches that simply take the best-matching known output as the
response regardless of the quality of thematch (e.g. Patterson et al., 1990; Sejnowski & Rosenberg,
1987).

However, satisfying the criteriaonly coarsely approximatesthe requirementsof an actual output
system. In particular, while it may be reasonable that semantics which failed the criteria could
not drive a response system, no evidence was given that semantics which satisfied the criteria
could succeed in generating a response. Also, the criteria are insengitive to the relative semantic
and phonological discriminability of wordsand so may be inadvertently biased towards producing
certain effects. In addition, by not implementing an output system H& S can consider only the
“input” and “central” forms of deep dydexia (Shallice & Warrington, 1980) and must assume that
the specific nature of the output system plays no role in these patients' reading errors. Finally, a
best-match procedureis rather powerful and knowledge-intensive. At ageneral level, if too much
of the difficulty of a problem is pushed off into the assumed mechanisms for generating the input
or interpreting the output, the role of the network itself becomes less interesting (Lachter & Bever,
1988; Pinker & Prince, 1988). This is especidly ironic as a best-match (categorization) process
is exactly the sort of operation at which connectionist networks are supposed to excel (Hinton &
Anderson, 1981; Hopfield, 1982).

For al of the above reasons, it would be a significant advance over the use of response criteria
to extend the H& S model to derive an explicit phonological response on the basis of semantic
activity. It turns out that developing such a network involves overcoming difficulties which are
fairly general to connectionist networks and have arisen in a number of contexts (e.g. Nystrom
& McCldland, 1991; Rumelhart & McClelland, 1986; Seidenberg & McClelland, 1989). In the
domain of deep dydexia, the problem is that, unlike patients, the damaged network produces
responses which are inappropriate “blends’ of known responses. In this section, we illustrate this
problem and demonstrate a method for overcoming it, allowing us to develop networks that map
from orthography to phonology via semantics which produce very few blends under damage. The
effectsof lesionsto the”input” portion of these network that map from orthography to semanticsare
compared with those using the response criteriato provide a post hoc evaluation of the generality
of the H& Sresults. Finally, we subject these networksto lesions of the “output” portions that map
from semantics to phonology, and compare the resulting behavior with that produced by earlier
damage.
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| Phonemes allowed in each position |
[bddy ghj kIl mnprtf]aar aweewi ieoocaowu|[bdgknmpt - |

| Phonological representation of each word |

Indoor Objects Animals Body Parts Foods Outdoor Objects
BED /bed/ |BuG /bug/ BACK /bak/ BUN /bun/ BOG /bog/
caN  [kan/ | car lkat/ BONE /boan/ | HAM /ham DEW /dy ew-/
cor /kot/ |cow [kow-/ |Gur [/gut/ Hock [/ hok/ DUNE /dy ewn/
cup  [/kup/ | DOG /dog/ HIP Ihi p/ LME /liem |Loc /Il og/
GEM [j em | HAWK [hawk/ | LEG /1 egl NUT  /nut/ MUD /mud/
MAT /mat/ | PG Ipi g/ LIP /1 pl/ POP /popl/ PARK /[ par k/
MUG /mug/ | RAM /ram PORE /paw-/ | PORK [pawk/ | Rock [r ok/
PAN /pan/ | RAT /rat/ RIB /ri b/ RUM  /runl TOR [/t aw-/

Table 2.1: A phonological representation for wordsin terms of 33 position-specific phoneme units.
The letter(s) used to represent phonemes are not from a standard phonemic al phabet but rather are
intended to have more intuitive pronunciations. Also note that the definitions are based on British
pronunciations (e.g. HAWK and PORK rhyme).

2.1 Phonological blends

The problems that occur in realizing an effective output system are best illustrated by describing
what happens when the most straightforward procedureisused. Specifically, we develop an output
network analogous to the input network, but that takes as input the semantic representation of a
word and produces a phonol ogical representation of theword. This network is then combined with
an input network that mapsfrom orthography to semantics (essentially identical to theH& Smodel),
resulting in amuch larger network that maps from orthography to phonology via semantics.

211 Thetask

The input to the network consists of the 40 semantic representations that served as output in the
H& Smodel (showninFigurel.1, p. 8). A phonological output representation was defined in terms
of 33 position-specific phoneme units (see Table 2.1). For each word, exactly one unit in each of
three positions is active, possibly including a unit in the third position that explicitly represents
the absence of a third phoneme. This representation allows the units that represent alternative
phonemes in the same position to compete in a “winner-take-all” fashion.

2.1.2 Thenetwork

In order to minimize the number of independent assumptions in the complete network, the archi-
tecture of the output network was designed to be as similar as possible to that of the H& S input
network. The sememe (input) unitswere connected to agroup of 40 intermediate units, which were
in turn connected to the 33 phoneme units. A group of 60 clean-up unitswere interconnected with
the phoneme units. Only arandom 25% of the possible connectionsin each of these pathways was
included. In addition, the competing phoneme units for each position were fully interconnected.
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Figure 2.1: The architecture of a network that maps from orthography to phonology via semantics.
The resulting network had atotal of 2410 connections.

2.1.3 Thetraining procedure

The output network was trained in exactly the same manner as the H& S network (described in
Section 1.3.3) with one difference. The network was run for eight iterations instead of seven to
allow information about the input to cycle through the phonological clean-up loop and influence
the phoneme units an extratime. After about 1500 sweeps through the set of words, the network
successfully activated each phoneme unit to within 0.1 of its correct state for each word.

This output network was then combined with an input network, identical to the one H& S used,
that had been similarly trained to generate semantics from graphemic input. The sememe units of
the input network replaced the input units of the output network. The resulting network, shown
in Figure 2.1, had atotal of 6110 connections. This combined network was trained further by
fixing the weights of the input network and running the entire network for 14 iterations on each
input, allowing the output network to adapt. This additional training was required to ensure that
the output network operated correctly when receiving input from the input network (which need
not be correct until the sixth iteration) instead of being clamped throughout its operation. Fixing
the weights of the input network ensured that it continued to generate the correct semantics of each
word. After an additional 34 sweeps through the training set, the combined network succeeded in
producing the correct phonemes of each word given its graphemes as inpui.

2.1.4 The effectsof lesions

After training, the complete network successfully derives the semantics and phonology of each
word when presented with its orthography. In order to model the reading behavior of deep dyslexic
patients, we simulate their neurological damage by removing a proportion of the connections
between groups of unitsin the network. This damage impairs the ability of the network to derive
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the correct pronunciationsof words. Consequently, we need some way of interpreting the corrupted
output of the network as an explicit response. In addition, patientsfrequently produce no response
to a word, or respond “I don’t know.” In order for the network to behave analogoudly, we aso
need away of determining when the damaged network does not respond because the phonological
output isill-formed. It isimportant to point out that this type of criterion is quite different from
the H& S criteria, which ensure that an output is semantically familiar. The criterion we employ
does not rely on any knowledge of the particular words the network has been trained on—it only
considers the form of the output representation.

Given our phonological representation, a natural criterion is to require that one and only one
phoneme unit be active in each of the three positions in order to produce a response. Since units
have real-valued outputs which are rarely 0.0 or 1.0, we need a more precise definition of “active”
and “inactive.” In addition, we would like the definition to generalize to other types of binary
output representations. Accordingly, we use the following procedure to determine if and how the
network responds. The states of the output units areinterpreted as independent probabilities so that
they define a probability distribution over possible binary output vectorsat each phoneme position.
If the most probable output vector at each position has exactly one active phoneme and probability
greater than 0.5, the phonemes they each represent are produced as the response. More formaly,
if y; isthe output of phoneme unit ; and

b — 0 ify; <05
‘71 1 otherwise

isitsoutput converted to binary, then the network produces aresponse if for every position p,

H (1— |y2' — bz|) > 0.5

i€p

and exactly one b; = 1. The response produced is the concatenation of the phonemes represented
by each : for which b, = 1. If the criterion is not satisfied for any position, the output activity
produced by the network is considered ill-formed and it fail sto respond. This procedureis closely
related to the maximum-likelihood interpretation of the cross-entropy error function used to train
the network (Hinton, 1989a). Notice that there are a large number of legal responses other than
those the network is trained to produce. This expressiveness is one of the strengths of using a
distributed output representation but it is not without its problems, as we are about to see.

Each of the four main sets of connections in the input network was subjected to “lesions’ by
chosing at random and removing a proportion of the connections. A wide range of severities
were investigated: 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, and 0.7. Twenty instances of each
location and severity of lesion were carried out, and correct, omission, and error responses were
accumulated according to the above procedure. Error responses were categorized in terms of their
relation to the input word. In addition to visual and semantic similarity (as defined by H& S and
described in Section 1.3.4), words can also be phonologically similar—that is, have overlapping
phonemes. Since visual and phonological similarity typically co-occur, we considered an error to
be phonological only if it was more phonologically than visualy similar (e.g. HAwWK / h awk/ and
PORK / p awk/ using British pronunciations). In addition, some potential errors are appropriately
categorized as phonol ogical-and-semantic under this definition (e.g. DEw / dy ew-/ and DUNE
/ dy ewn/ ). It should bepointed out that errorscategorized asvisual or mixed visual-and-semantic
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Figure2.2: Error rates produced by lesionsto each main set of connectionsin theinput network. In
thisand following similar figures, phonological errorsare shown as an extrabar over visual errors,
and phonological-and-semantic errors are shown as an extra bar over visual-and-semantic errors.
“Chance” isthe distribution of error types if responses were chosen randomly from the word set.
Its absolute height is set arbitrarily—only the relative rates are informative. Results are averaged
over lesion densities which produced an overall correct response rate between approximately 20%
and 80%. The number of lesion severitiesincluded in the calculation of error ratesisindicated in
parentheses below the label for each lesion location.

may actually result from phonological rather than visual influences—the current word set does not
contain enough words that dissociate visual and phonological similarity to investigate the relative
contribution of these two influences. We will take up the issue of distinguishing the influences of
visual and phonological similarity on errorsin the General Discussion.

The nature of the output representation and criterion creates a new type of “blend” error
consisting of aliteral paraphasia—a phonologically reasonable output that does not correspond to
a word known to the network. Non-blend errors were divided into visua, visual-and-semantic,
semantic, phonological-and-semantic, phonological, and other errors. Figure 2.2 presents the
average rates of each of these error types for each lesion location. The first thing to notice is
that the rates of visual, mixed visual-and-semantic, and semantic errorsreplicate the H& S results.
However, the most striking aspect of the results is the high rate of blends. These errors stand in
sharp contrast to the behavior of deep dydexics, who very rarely produce nonword responses to
words (see Appendix 2 of Coltheart et al., 1987).

It is informative to compare the response of the network with the pronunciations of the two
wordswhose semantic representations are closest to that of theinput. Semantic activity that is near
two words often produces a phonol ogical output that is amixture of the words phonemes(e.g. RIB
(+HIP) =/ r i p/ ), whichiswhy we call these errors “blends.” Occasionally, new phonemes are
introduced under the pressure of mixed semantics (e.g. ROCK (+TOR) =/ r a k/ ). Interestingly,
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semantics that would easily satisfy H& S's criteria for a correct response may still be sufficiently
inaccurate for the output system to produce a blend (e.g. RAT (prox 0.98, gap 0.26) =/ r a g/).
On the other hand, semantics that are quite far from any known word may still produce aresponse,
albeit incorrect (e.g. BOG(prox 0.63) = / b u k/ ). Clearly the current output system behaves quite
differently from what the H& S criteria assume about a response system.

In order to better understand blends, we compared correct, error, and blend responses in terms
of the “goodness’ of their phonological output, defined as the minimum, over phoneme positions,
of the probability of the most likely output vector at that position (ignoring the 0.5 criterion for
an explicit response used previoudy). Correct, error, and blend responses differ significantly
in the goodness of their phonological output (means, correct: 0.66, errors. 0.54, blends. 0.47,
t(9606) = 39.4, p < .001 for correct vs. errors, 1(4025) = 16.6, p < .001 for errors vs. blends).
Increasing the minimum probability criterion to 0.6 discriminates better between correct and blend
responses while making little difference to the number of correct responses. However, even with
the higher response criterion a substantial number of blends still occur. Indeed, no value for the
response criterion would eliminate blends and leave a substantial number of correct responses.

2.15 An explanation for blends

In attempting to understand why blends occur, it isimportant to keep in mind that any pattern of
activity that the network settlesinto is an attractor that has developed in the course of training. We
know that the network develops appropriate attractors for the 40 words since it produces correct
responses when presented with their semantics. However, in the course of training the network
develops other, spurious attractors. These attractors tend to be patterns that are combinations of
trained patterns because, when the phonology of aword istrained as aresponse, other phonol ogical
patterns are also reinforced to the extent that they overlap with the trained pattern. The existence
of spurious attractors is a well-known property of associative networks (e.g. Hopfield, 1982) and
is one way of characterizing their limited storage capacity. The existence of these additional
attractorsis not a problem during normal operation because inputs that would settle into them are
never presented. In fact, they are not a problem for any test of generalization involving novel
input that is sufficiently similar to familiar input (i.e. near in feature space, or drawn from the same
distribution) so astofall into the same attractor basins. However, damageto theinput network often
generates semantic activity which is quite unlike any of the inputs on which the output network
has been trained. When this semantic activity consists of a mixture of the semantic features of
two words (e.g. RIB and HIP), rather than fall into the attractor for one or the other of these words
(either producing a correct response or a conventional error) the network occasionally settlesinto
a spurious attractor for a combination of the phonemes of the twowords(e.g./r i p/), resulting
inablend.

Viewed another way, blends are the result of the natural tendency of connectionist networks to
givesimilar outputsto similar inputs. Thisproperty isone of the major attractionsof these networks
because it enables them to generalize appropriately in many tasks when presented with novel input
which issimilar to trained input. However, what constitutes an appropriate generalization depends
onthetask. Consider Seidenberg & McClelland’s(1989) model of word pronunciation, which maps
from the orthography to the phonology of monosyllabic words. The model pronounces non-words
by combining the common pronunciationsof subsets of itsletters, producing aphonological output
that is different from that of any known word. Thus, in thistask a blend at the level of phonemes
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is the correct response to a novel input, and lexicalization (i.e. producing the exact pronunciation
of a similar word) would be inappropriate. In fact, one of the problems with the Seidenberg
& McCleland model is that, in response to a non-word, the model occasionally produces an
inappropriate blend at the level of phonemic features. For example, when presented with the letter
string vOsT the network produces a blend of the vowel pronunciations of LOST and POST rather
than choosing one or the other (J. McClelland, personal communication).® Thus the problem of
blends occurs when a network is not sufficiently constrained at the appropriate level of structurein
the output: for the Seidenberg & McClelland task thisis the phonemic level; for our task it is the
lexical level (also see Rumelhart & McClelland, 1986; Sejnowski & Rosenberg, 1987).

We must emphasize that, while some neurological patients with more general phonological
difficultiesproduceliteral paraphasiasinoral reading, the deep dydexic patientswhom the damaged
model is intended to emulate do not, and hence their occurrence makes the current output system
unacceptable.

2.2 Eliminating blends

Oneway to eliminate blendswould be to present the network with all possible patterns of semantic
activity and explicitly train it to produce no response except to those patterns that correspond to
known words. Such a procedure is unacceptable for both empirical and computational reasons: it
involves presenting the network with far moreinformation thanisavailableto readers, and it would
beintractableto train the network on alargefraction of the exponential number of possible semantic
patterns. A better approach isto present only known words, but ater the training procedurein such
away that the network develops much larger and stronger basins of attraction for these words.*
In this way, initial phonological patterns that are a mixture of the phonemes of two words will
be much more likely to fal into the attractor of one or the other of the words, rather than into
a spurious attractor for a blend. Developing strong attractors for known words is equivaent to
having a strong “lexical bias’ in the responses of the network.

2.2.1 Thenetwork architecture

In the original architecture with 25% connectivity density, the probability that any clean-up unit
would receive connections from three particular phonemes, or receive connections from two
and send to a third, is only 0.25% = 0.016. Hence it is unlikely that individual clean-up units
can effectively bind together the phonemes of each word—these units must work together to
appropriately constraint the phoneme units. To alow clean-up units to more directly constrain
combinations of phonemes, a dlightly different architecture will be used from the previous one.

3In general, the model often produces non-word pronunciations that differ from what normal subjects would
consider the correct pronunciation (Besner et al., 1990, but see Seidenberg & McCleland, 1990), suggesting that it has
not sufficiently learned the appropriate regul arities both between and within the phonemes of word pronunciations.

4The relationship between the strength of an attractor and the size of its basin of attraction is somewhat subtle.
Given unlimited settling timein an undamaged network, attractorswith larger basinsare stronger in the sense that they
pull more distant patternsto them. However, attractors with “deeper” basins (i.e. those representing activity patterns
that better satisfy the constraintsimposed by the input and wei ghts) are more robust with limited settlingtime (asin our
networks) or under damage, and are in this sense stronger than attractors with larger, more shalow basins. Section 4
describes simulationsusing an aternative learning procedure in which networks devel op strong attractors naturally, so
that no specific training techniques are required to eliminate phonological blends under damage.
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Figure 2.3: Thearchitecturesof the separately-trained partsof the output network: (&) the phonolog-
ical clean-up pathway (withintra-phonemeconnections), and (b) the direct semantics-to-phonol ogy
pathway.

Rather than use 60 clean-up unitswhich are each interconnected with arandom 25% of the phoneme
units, only 20 clean-up units will be used, but these will be fully interconnected with al of the
phoneme units. The resulting network has only about 330 more connections. Notice that, with
only 20 clean-up units, the network cannot devote a single unit to each word. Nonetheless, each
of these units can have amore powerful influence on phonological activity than could less-densely
connected units. In addition, two versions of the phonological clean-up pathway will be devel oped,
with and without interconnections among phoneme units at the same position. A comparison of
these versions will allow usto evaluate the importance of direct connections in developing strong
attractors. The pathway with intra-phoneme connections (1 P) hasatotal of 1744 connections, while
the other (nol P) has 1373 connections. The direct pathway from semantics to phonology still has
40 intermediate units and 25% connectivity, for atotal of 1034 connections. These two pathways
aredepicted in Figure 2.3.

2.2.2 Thetraining procedure

Our training strategy will beto develop each output network incrementally. First, the phoneme and
clean-up units will be trained on noisy versions of the pronunciations of wordsin order to develop
strong attractors for these patterns, independent of any input from semantics. This phonological
clean-up pathway will then be fixed, and a direct pathway from semantics to phonology will
be trained, first separately, then with the phonological clean-up added, and finally with its input
generated by the input network.

This training procedure differsfrom the standard approach in two main ways: the use of noisy
input and incremental training. 1n generating noisy input for an example, the activity of each input
unit will be moved from 0.0 or 1.0 towards 0.5 by the absolute value of a random number drawn
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from a gaussian distribution with mean 0.0 and fixed standard deviation. The target states for
the output units are unchanged. Training on noisy input amounts to enforcing a particular kind
of generalization: inputs which are near known patterns must give identical responses. Thus the
basin of attraction for each trained pattern must be at least large enough to include the patterns
that can be generated from it with the amount of noise used during training. An additional effect
of training on noisy input is that there is a pressure for weights to remain small so that the effect
of the noise on the rest of the network is minimized. This influence, much like explicit “weight
decay” (Hinton, 1989a), causes the knowledge of the task to be more evenly distributed across all
of the connections, making the network more uniformly robust to lesions (Farah & McClelland, in
press).

Incremental training has two main advantages. Firgt, it reduces the computational demands of
training, since the time to train a connectionist network with back-propagation scales much worse
than linearly in the size of the network (Plaut & Hinton, 1987). Second, and more important for
our purposes, training parts of the network separately encourages each part to accomplish as much
of the task as possible, without relying on the strengths of the other parts.®> Specifically, when
training the complete network, if the direct pathway can generate reasonabl e phonology from even
noisy semantics, there is less pressure on the phonological clean-up pathway to develop strong
attractors for the correct patterns. Training them separately forces them each to compensate for
the noise independently so that their combination is more robust. It should be mentioned that,
although the approach of developing phonological attractorsindependent of semanticsis primarily
computationally motivated, it is not unreasonable on empirical grounds that attractors for word
pronunciations might develop as part of the process of learning to speak before these attractors
would become available in reading.

Both the IP and nol P versions of the clean-up pathway were trained to produce the correct
phonemes of each word during the last three of six iterations when presented with these phonemes
corrupted by gaussian noise with a standard deviation of 0.25. Figure 2.4 provides examples of
noisy inputs for the word coT. Because the phoneme units are both the input and output units for
these networks, the phonemes cannot be presented by clamping the states of these units. Rather,
these unitswere given an external input throughout the six iterations which, in the absence of other
inputs, would produce the specified corrupted activity level (i.e. =1(y) where y is the activity
and o isthe input-output function of the unit). This technique is known as “soft clamping.” The
direct pathway was trained to produce the phonemes of each word from the semantics of each
word, corrupted by gaussian noise with standard deviation 0.1. The input units were clamped in
the normal way. Each pathway was trained to activate the phoneme units to within 0.2 of their
correct values for a given input. After very extensive training they accomplished this in genera,
but the amount of noise added to their inputs made it impossible to guarantee this performance
on any given trial. For this reason, training was halted when each pathway consistently met the
stopping criterion and ceased to improve.

Two complete output networks were then formed by combining each of the two clean-up
pathways with a separate copy of the direct pathway. The direct and clean-up pathways have

SA somewhat different use of incremental training is to enable separate parts of the network to independently
specialize on different aspects of a task (Waibel, 1989). In fact, some recently developed connectionist learning
procedures (Hampshire & Waibel, 1989; Jacobs et a., 1991; Nowlan, 1990) enable amodul ar network to automatically
discover and carry out useful task decompositions, but the way that the outputs of separate modules can combinein
such systemsistypicaly restricted to selecting asingle“ expert” or asimple linear combination.
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Figure 2.4: Examples of phoneme unit activities for the word coT corrupted by gaussian noise
with standard deviation 0.25.

non-overlapping sets of connections, except for the biases of the phoneme units. For these, the
biases from the clean-up pathway were used. The output networkswith and without intra-phoneme
connections have 2745 and 2374 connections, respectively. The two output networks were then
given additional training on noisy input, during which only the weightsin the direct pathway were
allowed to change. In thisway the direct pathway adjusted its mapping to more effectively use the
fixed phonological clean-up in generating correct word pronunciations.

Finally, each output network was attached to separate copies of the input network to which the
original output system was attached, and given afinal tuning. In addition to the clean-up weights,
the weights of the input network were also not allowed to change during this training to ensure
that it continued to derive the correct semantics for each word. Thisfinal tuning ensured that each
output network operated appropriately when its input was not clamped, but rather generated over
time by an actual input network. Each of these final stages of training each required less than 100
sweeps through the set of words.

2.2.3 Theeffectsof lesions

Fixing the weights of the input network during final tuning means that the IP and nol P output
networks can be directly compared with the original output system, since all three output networks
receive the identical semantic input. To further aid the comparison, the nol P and I P networks were
subjected to the identical lesions as were applied to the original network (using the same random
number generator seeds). In addition, the minimum phoneme response probability for the network
to produce a response was increased from 0.5 to 0.6, as discussed in Section 2.1.4.

Figure 2.5 shows the overall performance rates of the two networks. Notice that the two
patterns of correct responses across lesion locations are rather similar, but that the output network
with intra-phoneme connections (IP) is more robust—that is, produces higher correct rates for
equivalent lesion locations and severities (paired ¢(35) = 12.9, p < .001).

Figure 2.6 shows the distributions of error types for the nol P and | P networks. Although these
dataare roughly balanced for overall correct performance, lesions to the | P network produce much
higher error rates (as opposed to omissions) compared with the nol P network. For both networks,
the rate of blend errors is quite low at every lesion location, particularly for the network with
intra-phoneme connections (F'(1,54) = 9.71, p < .005). In addition, the IP network has higher
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Figure 2.5: Overal correct performance of the nolP and IP networks after removing various
proportions of connections in each of the four main sets in the input network. To make it easier
to interpret this and subsequent graphs we adopt the convention of using “closed” markers (i.e.
dot and asterisk) for sets of connections in the direct pathway, “open” markers (i.e. square and
diamond) for sets of connections in the clean-up pathway, and “line’ markers (i.e. plus and cross)
for any other sets of connections.
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Figure 2.6: Error rates produced by lesions to each main set of connectionsin the input network of
the nol P and 1P networks. Notice that the y-axes are scaled differently in the two graphs, and the
absolute heights of the “Chance” distributions are set arbitrarily.
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overall error rates (£'(1,54) = 35.2, p < .001) but aso a higher proportion of “other” errors
(F(1,54) = 19.7, p < .001). These results all indicate that intra-phoneme connections contribute
significantly to the development of strong attractorsfor words, but that one consequence of having
such strong attractorsisthat words unrelated to the stimul us are more often produced as responses.
I ntra-phoneme connections also appear to influence the distribution of error types. In particular,
the 1P network produces a higher proportion of visual/phonological errors (F'(1,54) = 49.2,
p < .001). Thismakes sense if the intra-phoneme connections are producing strong phonological
attractors and many of the errorsin this network that are categorized as visual actually result from
phonological similarity. The fact that the rate of semantic errorsis relatively low suggests that the
damaged input network tends to produce mixtures of the semantics of words rather than the clean
semantics of asingle word, presumably due to the lack of sufficiently strong semantic attractors.

Oneissueiswhether the pattern of errorscould have arisen by chance—that is, if error responses
were related to stimuli only randomly. If the distribution of error typesfor agiven lesion location
occurred by chance, the ratios of their rates with the rate of “other” errors would approximate the
corresponding ratios for the “Chance” error distribution (see Figure 2.6). However, for both the
nol P and I P network, theratios for visual, mixed visual-and-semantic, and semantic errorsto other
errorsare anumber of timeslarger than those predicted by chance. For the nol P network, the ratios
with other error are larger than the chance value by at least a factor of 3.3 for visual errors, 11.7
for mixed visual-and-semantic errors, and 2.9 for semantic errors. For the nol P network, the ratios
arelarger by at least afactor of 3.2 for visual errors, 6.6 for mixed visual-and-semantic errors, and
2.0 for semantic errors.

In addition, it is possible that mixed visual-and-semantic errors arise ssimply from the chance
rate of semantic similarity among visual errors, and the chance rate of visual similarity among
semantic errors, rather than reflecting an additional influence on errors. The expected rate M of
mixed errors can be calculated from the observed rates V' and S of visual errorsand semantic errors
assuming only a chance rate of smilarity along the other dimension (Shallice & McGill, 1978):

S v
M<V S
- 1—5+ 1—v

where v and s are the proportions of stimulus-response pairs that are visualy and semantically
similar, respectively. In fact, the actua rates of mixed visual-and-semantic errors are higher than
the expected rate for every lesion location using the nol P network but not the IP network. Thus,
while both networks replicate the occurrence of visual, mixed visual-and-semantic, and semantic
errorsfor lesions throughout the input network, the finding of higher than expected rates of mixed
errors appears to be less general. We will consider the conditions under which it occurs in more
detail in Section 3.

2.3 Comparison with response criteria

H& S approximated the behavior of a network for generating phonological output from semantics
by applying proximity and gap criteria to the semantics produced by the lesioned network. They
attempted to demonstrate that their results were not dependent on the exact values of these criteria,
but they provided no evidence ontheir adequacy in approximating an actual response system. Given
our success at implementing networks that map from orthography to phonology via semantics, we
can now directly compare their behavior with those produced using the response criteria.
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Figure 2.7: Overall correct performance using the response criteria, after removing various pro-
portions of connectionsin each of the four main sets in the input network.

The identical set of lesions that were applied to the input network of the nol P and I P networks
were now applied to input network in isolation. Correct, omission, and error responses were
accumulated according to theresponse criteria. Figure 2.7 showsthe percentage of wordsresponded
to correctly across the range of lesion densities of each of the sets of connections. In general, the
pattern of correct performance using the response criteria is quite similar to that produced using
the output networks, particularly the one with intra-phoneme connections.

Figure 2.8 presents the rates of the various error types for each lesion location. The response
criteria produce a lower overall error rate than either the nol P or IP networks (#'(1,46) = 19.0,
p < .001vs. nolP, F(1,50) = 46.4, p < .001 vs. IP). Since these data are balanced for proportion
of correct responses, this suggests that semantic patterns which fail the response criteria are
frequently sufficient to produce (often incorrect) phonological output. The criteria also produce
a lower proportion of “other” errors than either network (#'(1,46) = 24.4, p < .001 vs. nolPR,
F(1,50) = 207.1, p < .001vs. IP). Whilethe proportion of visual errorsislow for | esion locations
other than G = I, their proportion relative to “other” errors is greater for all lesion locations
than predicted by chance. The same applies to mixed visual-and-semantic and semantic errors,
replicating the original H& Sresults. Furthermore, therate of mixed visual-and-semantic errorsfor
each lesion location is much higher than that predicted from the rates of visual and semantic errors
assuming independence. Perhaps most interestingly, the response criteria cause a much higher
proportion of the errors to be semantically related to the stimulus (£'(1,46) = 44.2, p < .001
vs. nolP, F'(1,50) = 298.5, p < .001 vs. |P). As described in the previous section, the relatively
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Figure 2.8: The relative proportion of error types produced by lesions to each main set of connec-
tionsin the input network.

weak semantic influences in the networks, particularly the one with intra-phoneme connections,
suggests the attractors developed by the input network are insufficiently strong relative to those
in the output networks. The use of criteria that apply directly to semantics compensate for (and
therefore conceal) the limitations of the input network. Nonetheless, H& S's main results about the
qualitative mixture of error types for lesions throughout the network stand.

2.4 Impairmentsin mapping semantics to phonology

Beyond revealing limitations of the original input network, implementing a phonological output
system ensures that behavior under damage is due to properties of the complete network and not
to those of an interpretation procedure external to the network. Since the output system operates
on the same principles as the input system, the number of independent assumptions of the entire
system is minimized. In addition, a number of additional issues can be addressed in a model
that maps orthography to phonology via semantics that cannot be addressed in a network that
only derives semantics. In particular, it becomes possible to investigate impairments in deriving
phonology from intact semantics by lesioning connections in the phonological output system.
Many theories of deep dydexic reading (e.g. Caramazza & Hillis, 1990; Coltheart et al., 1987,
Marshall & Newcombe, 1966) explain semantic errorsentirel y on thebasis of thistype of damage—
implementing acompl ete semantic route allows usto compare how the resulting behavior compares
with that produced by earlier damage.

Accordingly, we subjected each main set of connections in the output network of the nol P and
IP networks to 20 instances of lesions of a variety of severity, accumulating correct, omission,
and error responses. The overall correct performance is very similar to that produced by the
corresponding lesions made to the input network except that the I P network performs aswell with
Cp=-P lesions as for P=-Cp ones.

Figure 2.9 presents the distributions of rates of errors categorized in terms of their visual/pho-
nological and semantic similarity. Considering the network without intra-phoneme connections
(nol P) first, lesions to the “direct” pathway (S=-Ip and Ip=-P) produce a mixture of visual/phono-
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logical errors and semantic errors with relatively few blends, but also a rather high proportion of
“other” errors. Asthelesionsfollow the operation of intact semantic clean-up, the high proportion
of visual/phonological errors amost certainly reflects phonological rather than visual similarity.®
However, most striking isthe extremely low error rate for lesions within the phonol ogical clean-up
pathway (P=-Cp and Cp=-P). Although many words can still be read correctly with impaired
clean-up, it is very rare that phonology will be cleaned up into the pronunciation of another word.
This result provides direct support for H& S's claim that attractors are critical for producing error
responses.

Lesions of the network with intra-phoneme connections (I P) produce asimilar pattern of results.
Theadditional strength of the phonol ogical attractorsinthisnetwork isevidenced by itsmuch higher
overal error rates, lower proportion of blends, and higher proportions of visual/phonological and
other errors.

It is interesting to compare these effects of lesions on the “output” side of the nolP and IP
networks with those produced by lesions on the “input” side (see Figure 2.6, p. 30). The error
patternsfor lesionsto the direct pathways are quite similar, although output lesions tend to produce
a somewhat stronger influence of semantic similarity and a higher proportion of “other” errors
than input lesions. Not surprisingly, output clean-up lesions produce far fewer errorsand far more
blends than input clean-up lesions. However, for the IP network the distributions of error types
other than blends for input and output lesions are fairly similar. Thus, lesions anywhere along the
direct pathway from orthography to phonology via semantics produce qualitatively similar patterns
of errors. In this way, the implication from H& S's results, that a patient’s error pattern alone
providesinsufficient information for identifying lesion location, appearsto generalizeto lesions all
along the semantic route.

25 Summary

We have shown how the procedure that H& S used to derive explicit responses from their network
can be replaced by extending the network to directly produce a phonological response on the basis
of semantics. Lesion experiments with such a network replicated the main finding of a mixture of
visual and semantic influencesin errorsfor avariety of lesionlocations. Lesions between semantics
and phonology aso produced qualitatively similar results, but with some interesting differences
relating to the impact of phonological cleanup. The next section considersthe generality of H&S's
results from another perspective—the importance of network architecture.

81t is till possiblethat errors produced by damage after semantics would show influences of visual similarity. The
output network receives input from semantics before its activity has settled correctly, and theinitial semantic patterns
are influenced by visua similarity (see Figure 1.4, p. 15, and the discussion in the following section). However, this
effect on errorsdueto damage in the output network islikely to be small relativeto the effect of phonological similarity.
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3 Therdevance of network architecture

Perhapsthe most perplexing aspect of connectionist modelingisthe design of network architecture,
by which we mean choices of numbers of units and their connectivity. One reason the choicesin
network design often appear rather arbitrary isthat they ar e influenced both by general connection-
ist principles and by the specific nature of the task at hand. Unfortunately, the genera principles
are rarely made explicit, and the effect of particular architectural decisions on different aspects of
network behavior in a specific task is often ill-understood. H& S attempt to make explicit both the
genera and specific considerations that went into devel oping their model. The general considera-
tionsinvolve atradeoff between ensuring that the network has sufficient capacity and “power” to
solve the task, while keeping the network as small as possible to stay within available computa-
tional resources. The specific considerations center around attempting to facilitate the ability of the
network to map between two domains, orthography and semantics, which are arbitrarily related.
These two types of concerns influence the number, size, and interconnectivity of unit layers.

The smplest architecture would be to connect input units directly to output units, but such
networks have severe computational limitations that prevent them from learning arbitrary asso-
ciations (Minsky & Papert, 1969). In genera, to accomplish such tasks it is necessary to add a
least one layer of non-linear “hidden” units between the input and output layers (Ackley et d.,
1985). Because these layersare not part of the input or output, the representations they use must be
determined by a general learning procedure. Typically only one hidden layer is used because most
learning procedures slow down exponentially with the number of intervening hidden layers (see
e.g. Plaut & Hinton, 1987). Such three layer networks are ubiquitous in connectionist modeling
because they can learn any boolean function with enough hidden units (an exponential number
in the worst case, but only a polynomia number for most “reasonable” functions, Denker et al.,
1987).

In considering how units are connected, a major architectural distinction is between “feed-
forward” and “recurrent” networks. In afeed-forward network, unit layers can be partially ordered
suchthat unitsreceive connectionsonly from earlier layers. For agiveninput pattern, thisrestriction
allows the final state of each unit to be computed in a single pass through the network, from input
to output. However, for thisvery reason the extent that unitsin afeed-forward network can interact
is extremely limited. In particular, feed-forward networks cannot develop attractors because each
unit in the network only updatesits state once—the network cannot reapply the unit non-linearities
to clean-up a pattern of activity over time. “Recurrent” networks have no restrictions on how units
are connected, enabling interactions between units within a layer, and from later to earlier layers.
When presented with input, units must repeatedly recompute their states, because changing the
state of a unit may change the input to earlier units. In thisway, recurrent networks can gradually
settle into a stable set of unit states, called a “fixedpoint” or an “attractor,” in which unit inputs
(and hence outputs) remain constant.” Recurrent networks are particularly appropriate for temporal
domains, such as language processing (Elman, 1990) and motor control (Jordan, 1986). They are
also moreeffectiveat learning arbitrary associations because the reapplication of unit nonlinearities
at every iteration can magnify initially small state differencesinto quite large ones. Feed-forward
networks require very large weights (and hence very long training time) to map similar inputs to

“In addition to “point” attractors, recurrent networks can be trained to settle into “limit cycle’ (Pearlmutter, 1989)
and “chaotic” attractors (Skarda & Freeman, 1987), but this type of behavior isnot directly relevant for our purposes.



3 THE RELEVANCE OF NETWORK ARCHITECTURE 37

quite different outputs. As described in the Introduction, unit interactions in a recurrent network
can fill-out and clean-up initially noisy or incomplete patterns—producing behavior in which the
initial pattern of activity “moves’ towards the nearest attractor state.

The existence of attractors for word meanings forms the basis for H& S's explanation of the
co-occurrence of visual and semantic errorsin deep dyslexia. In order to allow such attractors to
develop, H& S introduce direct connections among closely related sememe units. However, these
connections only allow pairwise interactions—there is no way for combinations of sememes to
have direct influences. For example, only the conjunction of “green” and “found-woods’ implies
“living”—neither feature alone does. These higher-order semantic “micro-inferences’ (Hinton,
1981) strengthen the attractorsfor words (i.e. increase the sizes and depth of their basins of attrac-
tion) by filling-out the initially incomplete semantics generated bottom-up and with only pairwise
interactions. I1n order to implement them there must be hidden units that receive connections from
some sememe units and send connections to others. While H& S could have used the intermediate
units for this purpose by introducing feedback connections to them from semantics, they chose to
introduce a second set of hidden (clean-up) units as an approximation to the influences of other
parts of the cognitive system on semantics. In addition, separating the groups of hidden units
allows them to specialize differently: one group can directly mediate between orthography and
semantics; the other can make inferences among semantic features.

A final consideration in architecturedesignisthe pattern of connectivity between layersof units.
The capacity of a network is largely determined by its number of connections since the weights
on these connections encode the long-term knowledge used to solve the task. For a given number
of weights, there is a trade-off between using many, sparsely connected units versus using fewer,
densely connected units. As described above, using many units results in a higher-dimensiona
representation in a layer, allowing easier discrimination between similar patternsin earlier layers.
However, because each unit isonly sparsely connected to layers providing input, the complexity of
the digtinctionsit can learn is limited. In particular, as connectivity density is reduced it becomes
harder for individual units to be sensitive to global structure in earlier layers and enforce global
coherencein later layers.

Most connectionist networks use complete connectivity between layers, but thiscan resultin a
large number of connections for networkswith even amoderate number of units. Full connectivity
between layersin the H& S network would have resulted in almost 17,000 connections. Networks
with far more capacity than isrequiredto learn atask tend to approximate a*“table-lookup” strategy
without capturing any interesting structure in the task. Accordingly, H& S chose to include only
arandom quarter of the possible connections between layers, and intra-sememe connections only
among related semantic features, to reduce the network to a computational reasonable size (about
3300 connections). In addition, reduced connectivity made the bottom-up input from orthography
to semanticsrelatively impoverished, particularly because the usefulness of individual intermediate
units can be significantly constrained by the absence of individual G=-I connections when input
letters are represented by single grapheme units. H& S argued that impoverished bottom-up input
to sememe units encouraged reliance on clean-up interactions, resulting in stronger semantic
attractors.

Even among recurrent networks with hidden units that build strong attractors with a minimum
number of connections, there are a vast number of possible network architectures. H& S chose
one and demonstrated that its behavior under damage had interesting similarities with the reading
behavior of deep dydexics. For computational reasonsit is clearly not feasible to implement every
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alternative architecture in order to investigate the generality of the H& S results. However, it is
important to gain a better understanding of the relevance of the particular aspects of their design. In
this section, we devel op five aternative architectures which differ fromthe H& S model in terms of
numbers of hidden units, connectivity density, existence of intra-sememe connections, location of
clean-up pathway, and separation of intermediate and clean-up units. Wethen systematically lesion
each of these networks and compare their behavior using the response criteriaas well as one of the
phonological output networks developed in the previous section, in order to better understand the
impact of architectural differences on behavior under damage.

3.1 Alternative architectures

Figure 3.1 depicts each of the five aternative architectures for mapping orthography to semantics.
The networks, and the main issues they are intended to address, are the following:

40-60 Intra-sememe connections. This network most closely approximates the original
H& S network, with 40 intermediate units, 60 clean-up units, and 25% connectivity
density. Howeuver, it lacks any direct connections among sememe units, so it will
allow us to investigate the importance of such connections. The network has 3252
connections.

10-15d Connectivity density. Rather than using 25% connectivity density, the 10-15d net-
work has complete connectivity between layers. Lesions to this network will allow
us to evaluate the impact of connectivity density (hence the “d” in the name). In
order to keep the number of connections approximately the same as the other net-
works, only 10 intermediate units and 15 clean-up units were used. The resulting
network has 3134 connections.

40-80i Location of clean-up. This network has clean-up prior to semantics, at the level
of the intermediate units (hence the “i”), rather than within semantics. We can
thus eval uate the importance of the location of cleanup on behavior under damage,
and whether the attractors must be semantic in order to produce the H& S results.
Specifically, the intermediate units are reciprocally interconnected with 80 clean-up
units, as well as interconnected among themselves. All connection pathways have
25% density, for atotal of 3226 connections.

80fb Separation of intermediate and clean-up units. Seidenberg & McClelland (1989)
propose a framework for mapping among orthography, phonology, and seman-
tics. Although they only implement a feed-forward version of the orthography-to-
phonology mapping, the 80fb network is intended to approximate their proposed
orthography-to-semantics pathway. Specifically, 80 intermediate units both send
connectionsto the sememe units, and receive feedback connections (hencethe“fb”)
from the sememe units. There are no separate clean-up units, and so this network
allows us to evaluate the importance of having separate groups of units for this
function. The network has 25% connectivity density, resulting in 3550 connections.

40-40fb Hybrid architecture. This network is a hybrid of the Seidenberg & McClelland
architecture and the H& S architecture. The network includes both feedback con-
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A 01010110} 11100000 s 00100001
B 10111001}k 10001011|T 11000100
c 00101000|L 11000001 u 10100100
D 10111000~ 10000111 v 00000110
E 11001000 N 10000010|w 00000111
F 110000000 00111100} x 00001110
¢ 01100001| P 10110000|Y 10000110
H 11001101| ¢ 00110010|z 01000011
I 11001100|rR 10110011

Table 3.1: The assignment of features to letters. The meanings of the features are roughly (1)
contains a vertical stroke; (2) contains a horizontal stroke; (3) contains a curved stroke; (4)
contains a closed part; (5) horizontally symmetric; (6) vertically symmetric; (7) contains diagonal
stroke; (8) discriminator between otherwise identical letters.

nections from sememe to 40 intermediate units and a clean-up pathway with 40
units. The intermediate units are also intra-connected. Our intention in developing
this network was to investigate whether having these various means of develop-
ing attractors would make them more robust. With 25% connectivity density, the
network has 3626 connections.

3.2 Thetask

Thetask of each network is to generate the semantics and phonology of each of the 40 words used
by H& S when presented with its orthography. The representations of semantics and phonology
is the same as was described in Section 2.1.1. However, orthography is represented somewhat
differently, inorder to be consistent with related research using other words (described in Section 5).
Instead of using a separate unit for each possible letter at a position, we describe each letter in
terms of a distributed code of eight features, shown in Table 3.1. The set of features was designed
to ensure that visually similar letters (e.g. E and F) have similar representations, while keeping the
number of featuresto a minimum. Since the H& S word set has some four-letter words, a total of
32 “orthographic” units will serve as the input layer of each network.

3.3 Thetraining procedure

Each input network was trained in the same way as the H& S network, with two differences. The
first isthat, as described in Section 2.1.3, the network was allowed to run for eight instead of seven
iterations. The second difference is that the orthographic input presented to each network was
corrupted by independent gaussian noise with mean 0.0 and standard deviation 0.1. Section 2.2.2
explains how training with noisy input encourages the network to develop more robust attractors.
Training continued until each network could activate the correct semantic features for each word
to within 0.1 of its correct value. For each network, the following number of sweeps through the
set of words was required:
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Network Sweeps

40-60 2640
10-15d 3625
40-80i 14008
80fb 7302

40-40fb 4083

Training required a few thousand sweeps for al but the 40-80i network. The reason that this latter
network took so much longer is that it lacks any interactions among sememe units, so these units
cannot clean themselves up into near-binary responses. They must rely on the clean-up at the
intermediate level to eliminate the influences of noise and drive them appropriately. Driving units
into binary responses using only feed-forward connections typically involves traversing down the
bottom of along, shallow ravinein weight space, which requires many sweeps through thetraining
set (see Plaut & Hinton, 1987).

Once each input network had learned to correctly map from orthography to semantics, the
phonological output networks developed in Section 2 were combined with separate instances of
each. The weightsin the output networks were then allowed to tune themselves while the weights
in each input network were held fixed. After thisfinal training, which took at most a few hundred
additional training sweeps, each combined network would correctly derive the phonology (and
semantics) of each word from its orthography.

3.4 Theeffects of lesions

Twenty instances of lesions of a range of severity were applied to the main sets of connections
in each input network in isolation, as well as to each network combined with the nolP and IP
phonological output networks. Correct, omission, and error responses were accumulated using
the response criteria for the isolated networks, and using a minimum response probability of 0.6
for the combined networks. Each error response was categori zed in terms of its visual, semantic,
and phonological similarity to the stimulus. The percentages of overall correct responses and
distributions of error types were then determined for each network. For reasons of space we
present here only asmall selection of the results—for more details, see Plaut (1991). In particular,
we only present data using the output network without intra-phoneme connections because the
only differences between its pattern of results and that using the IP network are those previoudy
described in Section 2. In addition, we present only specific examples of the more detailed analyses
of individual networks. For instance, the basic analyses of the type carried out by H& S are given
for two networks only, namely the 40-60 network (Figure 3.2) and the 40-80i network (Figure 3.3).

3.5 Summary of architecture comparisons
351 Generality of theH& Sfindings

There are a number of general conclusions that can be drawn from the properties of this set of
networks. The overal pattern of results with respect to correct performance and explicit error
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Figure 3.2: Overal correct performance and error distributions for the 40-60 network using the
response criteriaand the output network without intra-phoneme connections.
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Direct pathway lesions Clean-up pathway lesions

0=1 I=3S S=Cor I=C C=sorcC=I
Network | Correct Errors | Correct Errors || Correct  Errors | Correct  Errors
40-60 21.9 11.8 42.9 4.1 85.3 0.4 74.9 0.4
10-15d 38.1 315 50.1 8.6 80.3 3.0 81.9 14
40-80i 27.9 7.1 14.1 0.0 56.5 25 50.3 2.3
80fb 294 13.3 9.6 14 91.0 0.3
40-40fb 315 14.0 46.9 25 96.0 0.0 90.3 0.3

Table 3.2: Correct and error rates using the response criteria after lesions of severity p = 0.3to
each set of connectionsin each network. For the 80fb network, S=I lesions arelisted under “S=-C
or I=-C,” and the I=-S connections should be considered part of the clean-up pathway.

rates after lesioning isshown in Table 3.2. Two resultsare clearly apparent. First, asinthe original
H&S smulations, lesions to the clean-up pathway are less deleterious than those to the direct
pathway. However, another aspect of the H& S findings does not generalize. For some networks,
I=-S lesions are more damaging than 0=-I lesions, but for others the opposite effect holds.

The most important findings are those that concern the generality of the theoretically critical
results obtained by H& S. These fall into two parts. H& S's main conclusion was that all types of
error—Vvisual, semantic, and mixed—occur with al locations of lesions. Asillustrated in Table 3.3,
with afew minor exceptions concerning lesion sites that give rise to very low absolute error rates
(al of which areincluded in the Table), thisfinding generalizesto all the other networks examined,
as well as to lesions to output connections (S=-Ip and Ip=-P, see Section 2.4). In particular,
the success of the 80fb network in replicating the H& S results demonstrates that those results
do not depend on having a separate set of clean-up units to perform semantic micro-inferences.
Intermediate units can learn both to convey information about orthography and to interact with
semantics to form attractors for word meanings. However, using intermediate unitsin thisway has
implicationsfor thedistribution of error types—in particular, therates of mixed visual-and-semantic
errors.

A second finding of H& S was that mixed visual-and-semantic errors occur more frequently
than one would expect given the independent rates of visua errors and of semantic errors. This
finding appears to be less general than the ssimple co-occurrence of error types. The replication
of the H& S network (described in Section 2), using the original input representation and trained
without noise, also exhibits higher than expected mixed rates (except when using the 1P output
network, or for lesions to an output pathway). However, among networks using the distributed
letter representations and trained with noise, the effect is only found when the intermediate units
aredirectly involved in devel oping attractors—the 40-80i, 80fb, and 40-40fb networks, but not the
40-60 and 10-15d networks (see Figures 3.2 and 3.3).

Why might these differing patterns of effects occur? One possibility is that the 40-60 and
10-15d networks form strong semantic attractors using the clean-up pathway, so that maximum
visual similarity effects occur at aconsiderably earlier stage of processing than maximum semantic
similarity effects. Thus the transformation from visual to semantic similarity is realized through
separable stages. The networks trained without noise form weaker semantic attractors using the
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Overall Conditional probabilities

Error Rates Vis&
Network | Lesion | n Rate | Vis Sem Sem Other
0=>1 7 731|467 149 169 215
40-60 | I=S 7 371298 168 365 16.8
C=S 6 03| — 357 500 143
0=>1 8 250 (534 144 103 219
10-15d | s=C 6 36351 322 270 5.7
C=S 6 05| — 600 36.0 40
0=>1 6 53453 228 213 106
40-80i | I=Ci | 7 16| 90 618 270 2.2
I=S 4 02| — 40.0 600 —
0=>1 6 81|437 213 152 198
80fb | I=S 4 18119 458 339 8.5
S=1 3 07| — 688 188 125
0=>1 6 96| 450 174 187 189
40-40fb | I=S 5 17121 318 50.0 6.1
C=S 5 07| — 286 714 —
Chance Distribution 29.9 6.2 11.8 522

45

Table 3.3: The distributions of error types produced by representative lesions that resulted in 25-
75% correct performance in each network using the response criteria. “n” refersto the number of
lesion severities producing performancefalling within the 25-75% range, and “ Rate” isthe average

percentage of word presentations producing explicit error responses for these lesions.
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clean-up units, so that more of the work of mapping visual to semantic similarity is carried out
by the direct pathway. This compresses the stages over which visual and semantic similarity
operate, and therefore makes interactions between them in the stimulus set—the potential for
mixed errors—more critical. This is aso true of the networks in which intermediate units are
involved in implementing attractors. In these networks, the attractors lie at a stage where visual
and semantic influences cannot be separated. It should be pointed out that thisaccount is somewhat
speculative—the main point is that the mixed error findings of H& S, while narrowly robust, do
not generalize to all lesion sites of all connectionist networks. It is a consequence of particular
characteristics of some network architectures.

3.5.2 Thestrength of attractors

At a more genera theoretical level, the argument that H& S put forward of the importance of
attractors in the generation of errorsis borne out. The robustness of a network to lesions of a set
of connections, measured by the rate of correct performance, increases with the strength of the
attractors at levels after the locus of damage. At the same time, the rates of explicit errors from
lesions to these connections also rise. 1n essence, the attractors serve to clean-up both correct and
incorrect responses, reducing the number of omissions caused by damage. In contrast, lesions at
or beyond the level of the last attractorsin a network produce a very low rate of overt responses,
both correct and incorrect.

This effect can be seen by comparing the 40-60 network with the 10-15d network. Both
networks use the same input and output representations, were trained identically, and develop
attractors at the semantic level. However, the overall correct performance and explicit error rates
of the 10-15d network are higher than for the 40-60 network for both 0=1 and I=S lesions,
using both the response criteria (see Table 3.2) and the nol P output network. The 10-15d network
develops stronger attractors because its full connectivity between layers makes it more effective
than the 40-60 network at implementing semantic micro-inferencesthat depend on the interaction
of two or more semantic features on a third. The probability that the semantic features involved
will be appropriately connected to some clean-up unit is 1.0 in the 10-15d network but quite small
in the 40-60 network due to its 25% connectivity density. The replication of the H& S network,
which it was argued above has weaker semantic attractors than the 40-60 network, is less robust
overal to lesions of the direct pathway (athough the balance between 0=-I and I=-S isreversed,
see Figure 2.5) and has lower explicit error rates.

For the 40-80i and 80fb networks, correct and error rates are comparabl e to those of the 40-60
network for 0=-I lesions, which are before the level at which their attractors operate. A different
pattern is obtained from lesions to I=-S connections, which are “post-attractor” for the 40-80i
network, “within-attractor” for the 80fb network, and “ pre-attractor” for the 40-60 network. Both
the correct and error rates are much lower (using the response criteria) for the first two networks
than for the 40-60 network (e.g. I=-3(0.3), correct: 14.1% 40-80i and 9.6% 80fb vs. 42.9% 40-60;
errors. 0.2% 40-80i and 1.8% 80fb vs. 3.7% 40-60).2 The very low error rate for the post-attractor
I=-S lesions in the 40-80i network reinforces the arguments presented earlier that the occurrence
of explicit errors depends on damaged input being cleaned-up into an incorrect attractor.

8Not surprisingly, the hybrid 40-40fb network shows hybrid characteristics.
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3.5.3 Error types

For al networks, error rates are much higher for 0=-1 lesions than for I=-S ones, presumably
because the output of the undamaged I=-S connectionswill be more likely to be closer to aword
representation than will their damaged output. 1n addition, for the networks that have attractors
only at the semantic level (H& S replication, 40-60, 10-15d), both the absolute and relative rates
of visua errors drop sharply between 0=-I and I=-S lesions, and the absolute and relative rates
of semantic errors climb—the absolute rise is a modest one and limited to the criteria conditions.
This genera trend is shown directly in the biases towards semantic instead of visual similarity in
errors (as compared with word pairs chosen at random) for “late” compared with “early” lesionsin
the network (see Table 3.3). These findingsare similar to those obtained by H& S and indi cate that
such networks can give rise to the quantitative differences in the distribution of error types found
across deep dydexic patients.

3.5.4 Thenatureof intermediaterepresentations

Additional analyses of the nature of the intermediate representations, not undertaken by H& S, were
carried out with these networks. The representations at the level of the intermediate layer can be
thought of as finding a compromise or “splitting the difference” between the visual similarity of
the input and the semantic similarity of the output. Itisinformative to have ameasure of the extent
that the representations in different parts of a network, or at different times during settling, are
structured visually vs. semantically. One way to do thisis to run the network and determine the
pattern of activity that represents each word at a given layer and iteration. We can then compute
the similarity matrix for these representations—that is, the set of proximity values for all pairs
of patterns. If the representations are structured semantically, their pairwise proximities should
approximate those among the actual semantic representations (shownin Figure 1.2, p. 9). Thusthe
degreeof correlation of thetwo sets of proximity values (whichwewill call “semantic” correlation)
provides a numeric measure of the extent that the patterns of activity for each word at agiven layer
and iteration are structured semantically. An analogous “visua” correlation reflects the degree to
which the representations are visually structured.

To illustrate some of the important differences in the organization of intermediate represen-
tations in networks, Figure 3.4 presents the visua and semantic correlations of intermediate and
semantic layers representations across all eight iterations in the 40-60 and 40-80i networks. First
noticethat theintermediatelayer representationsin the 40-60 network remain constant over theeight
iterations because this layer is prior to the level at which attractors operate. These representations
are much more visually than semantically organized (0.69 visual vs. 0.13 semantic correlation).
In fact, the intermediate layer representations in the 40-80i network are even less semantically
organized initialy (0.04 correlation). However, interactions with clean-up units eventually gen-
erate intermediate layer representations that are more semantically than visually organized (0.49
semantic vs. 0.34 visual). In thisway, intermediate unitsin the 40-80i network eventually perform
more of the task of converting from visual to semantic similarity than those in the 40-60 network.

Interestingly, theinitial semantic representationsin the 40-60 network are much more semanti-
cally organized (0.50) than those in the 40-80i network (0.12). Inthe 40-60 network, the transition
to completely semantic organization is quite abrupt at iteration 4, when the clean-up unitsfirst pro-
vide strong input. In contrast, the conversion from visual to semantic organization at the semantic
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Figure3.4: Thevisual and semantic correlations of representations at theintermediate and semantic
layers of the 40-60 network (left) and 40-80i network (right) across all eight iterations. Curves
for the semantic layer begin at iteration 2 because thisis when the layer first receives input from
the direct pathway. Notice that a semantic correlation of 1.0 for the semantic layer over the last 3
iterations reflects the fact that the networks are performing the task accurately.
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layer is much more gradua in the 40-80i network. These representations rely more heavily on
semantic organization at the intermediate layer because they have no separate clean-up units to
drive them into their appropriate final states.

We now turn to an number of separate issues that concern more detailed aspects of the pattern
of correct and impaired performance shown to varying degrees by all of these networks. These
considerations serve both to verify that the general effects produced by the networks aren’t due to
idiosyncratic characteristics of the word set or interpretation procedure, and also to demonstrate
that the networks behave like deep dydexics in terms of the pattern of responses after individual
lesions in addition to exhibiting a similar overall pattern of performance when averaged across
lesions.

3.6 Item- and category-specific effects

The small size of the H& S word set raises the possibility that many of the effects arise from
idiosyncratic characteristics of the word set itself, and not to any real systematic relationship
between orthography and semantics. In particular, it is possible that only a handful of words
account for most of the errors. In this section we address the extent that the effects we have
demonstrated are distributed across the entire word set.

Considering correct performance first, athough there is a reasonable amount of variability
among words, it is not the case that some words are always impaired or intact regardless of the
type of damage. Thus for the 40-60 network using the response criteria, overall correct rates per
word vary between 34.6% (L0OG) and 81.5% (CAT). The pattern of overall correct performanceis
somewhat different depending on how output is generated, although the correlation between the
correct rates using the response criteria and those using the nol P output network is moderate but
significant (0.47, p < .005).

There are also some systematic differences in correct performance across categories. In fact,
particular lesionsin some networks can produce quite dramatic category effectsthat are even more
pronounced than those observed by H& S (see Figure 3.5). For example, C=-5(0.7) lesionsin the
10-15d network produce a striking selective preservation of “animals’ and selective impairment
of “body parts’ relative to the other categories, as well asrelativeto other lesions yielding ssmilar
overall correct performance, such as I=-5(0.4). Interestingly, the 40-40fb network also shows a
selective preservation of “animals’ with ¢=-5(0.7) lesions, but now “foods’ and “outdoor objects’
rather than “body parts’ are selectively impaired. The nature of the selective deficits observed after
damage appears to have as much to do with the particular characteristics of individua networks
as with the relationships among semantic representations. In fact, the selective preservation of
“foods’ found by H& S did not arise in a second network that only differed from the first in its
initial random weights—a type of variation typically not considered important (but see Kolen &
Pollack, 1991). Clearly more research is required to understand these effects.

Turning to aconsideration of item effectsin error responses, we will take the 40-60 network as
an example, asitisthe closest to the original H& Smodel. Visual errors are distributed throughout
theword set. Only four of thewords, BED, PIG, RAT, and HiP, produce no visual errorsfor any of the
lesions. For therest of the words thereis awide range of rates, with the highest being for cot and
PORE, both having about four timesthe average rate. In fact, thereisasignificant correlation (0.49,
p < .005) between the observed visual error rates and the expected rates given the distribution of
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visual similarity throughout the word set. Thus the distribution of visual errors across words is
relatively unbiased with respect to visua similarity.

Semantic errors are somewhat less uniformly distributed. Nine of the words produce no
semantic errors, while DOG produces amost twice as many as the word with the next highest rate,
GEM. “Outdoor objects’ have a uniformly low rate of semantic errors, while the rates for “body
parts’ are relatively high and distributed throughout the category. While the seven words with the
highest rates account for 56% of the semantic errors, the remaining errors are spread across all but
9 of the 33 remaining words. The correlation of the distribution semantic errors with that expected
from the semantic similarity of the word set is marginally significant (0.30, p < .06).

In contrast, the network shows a strong bias to produce mixed visual-and-semantic errors for
particular pairs of words. Almost half (18) of the words do not produce any mixed errors. Of the
remaining words, the top three (PAN, HIP, and LIP) account for 45% of the errors; the top six, over
65%. Thereisvirtually no correlation (0.09) between the di stribution of mixed errors across words
and the distribution of visual-and-semantic similarity.

Overdl, the variation of the rates of varioustypes of errors across words demonstrates that the
effects in error patterns produced under damage do not arise from idiosyncratic characteristics of
afew words. A possible exception is the mixed visual-and-semantic errors—the one theoretically
important topic where the origina H& S findings did not generalize consistently. However, the
considerable degree of variability of error types across categories raises a concern about the use of
these categories in defining semantic similarity. In the next section we address this issue directly.

3.7 Déefinitions of visual and semantic similarity

Following H& S, and as described in Section 1.3.4, we have considered a pair of words to be
visualy similar if they overlap in at least one letter, and semantically smilar if they come from
the same category. These definitions are intended to approxi mate the criteria used in categorizing
the reading responses of patients. However, they are at best only coarse approximations. Thus
our definition of visual similarity is somewhat more lax than that used for patients, wheretypically
a stimulus and response must share at least 50% of their letters to be considered a visual error
(Morton & Patterson, 1980).

In order to ensure that our results are not biased by the particular definitions of similarity
we used, we reclassified the errors produced by the 40-60 network using criteria for visual and
semantic similarity based on the actual proximity values of each stimulus-response pair. For ease
of comparison, the values of these criteria were defined so that the incidence of error types among
all word pairs occurring by chance approximated that for the original definitions. Specifically, a
pair of wordswere considered visually similar if the proximity of their orthographic representations
was greater than 0.55, and semantically similar if the proximity of their semantic representations
was greater than 0.47. While these criteria result in only a 0.5% decrease in the incidence of
visual similarity and a 1.3% increase in the incidence of semantic similarity, they significantly
change the distributions of these similaritiesover word pairs. Thisisbecause proximity isbased on
shared features, so that |etters can resemble other | etters without being identical, and words can be
semantically related without being in the same category. Asaresult, thereisonly a0.64 correlation
between the assignment of visual similarity using letter overlap and using the proximity criterion.
The correlation for semantic similarity isonly 0.72. For both, only about three-fourths of the word
pairsthat are similar using the original definitions remain so using the proximity criteria.
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Infact, for lesionsto the 40-60 network the distribution of error types using the proximity-based
definitions of visual and semantic similarity isremarkably similar to the distribution obtained with
the original definitions (shown in the right side of Figure 3.2, p. 42). When the response criteria
are used, the only significant difference is that the proximity-based definitions result in a lower
rate of “other” errors for lesions of the direct pathway. Thus many of the error responses that
are considered unrelated to the stimulus when using the original definitions do actually reflect the
influences of visual or semantic similarity when measured more accurately. However, it should be
noted that “other” errors still occur, asthey do in patients. This effect is not apparent when using
the nol P output network, although 0=-I lesions do produce adightly higher rate of semantic errors
with the proximity-based definitions. Overall, the similarity of the pattern of results indicates that
the use of the original definitions for visual and semantic similarity, in terms of letter overlap and
category membership, does not significantly bias the results.

3.8 Visual-then-semantic errors

In addition to producing error responses that are directly related to the stimulus either visually
or semantically, deep dysexics occasionally produce errors in which the relationship between
stimulus and responseis more complex. For example, Marshall & Newcombe's (1966) patient GR
read SYMPATHY as “orchestra” They considered this a visua error, SYMPATHY = “symphony”,
followed by a semantic error, SYMPHONY = “orchestra’, and so termed it a* visual -then-semantic”
error. Subsequently, this type of error has been observed in a number of other deep dydexic
patients (see Coltheart, 1980a)—other examples include STREAM = (steam) = “train” by HT
(Saffran et a., 1976), FAVOUR =- (flavour) = “taste” by DE and corious =- (copies) = “carbon”
by PW (Patterson, 1979). Although visual-then-semantic errors are quite rare, the possibility of
their occurrence at al is rather perplexing, and certainly theoretically relevant. We know of no
attempt to explain them other than Marshall & Newcombe's (1973) remark that they are"compound
mistakes which are afunction of misperception plus semantic substitution” (p. 186). They seem to
be generally assumed to arise from combining two separate errors.

Given that visual-then-semantic errors are an acknowledged characteristic of deep dydexic
reading, the question arises as to whether they occur after single lesions to our networks. Because
the stimulus and response of a visual-then-semantic error are neither visually nor semantically
related, up until now we would classify such errors as “other.” Hence, we analyzed the “other”
errors produced by the 40-60 network to determine whether some of them are more appropriately
classified as visual-then-semantic. A visual-then-semantic error occurs when the stimulus and
response are unrelated, but there is a third word, which we will call the “bridge,” that is visually
related to the stimulus, semantically related to the response, and was directly involved in producing
the error. Thislast point is assumed for patient errors because the likelihood of a response being
appropriately related to the stimulus by chance is assumed to be negligible. However, in the
simulations the small size of the word set and high chance rate of visual and semantic similarity
make it necessary to demonstrate that the relation of the presumed bridge word to the stimulus and
response does not arise merely by random selection from the word set.

When using the criteriato generate responses, for each “other” error we identified the potential
bridge word as the one whose semantics had the second-best match to those generated by the
network under damage (the best matching word is the response). If this word was visually related
to the stimulus and semantically related to the response, we considered the error to be visual-
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then-semantic. Of the 114 “other” errors produced by the 40-60 network, 49 (43.0%) satisfied
these criteria. The chance rate of visual-then-semantic errors can be calculated by estimating how
often the next-best matching word would meet the criteriaeven if it had no influence on the error.
Thisrate is just the chance rate that the bridge is visually related to the stimulus times the chance
rate that it is semantically related to the response, given that the response is neither visually nor
semantically related to the stimulus. The first term is just the overall rate of visual similarity for
word pairs other than the stimulus and response (29.9%). The rate that the bridge and response are
semantically related by chance is much higher than the overall rate of semantic similarity because
the bridge word was selected on the basis of how well its semantics match those generated by the
network (which match the response best). We can use as an estimate the rate at which the response
and bridge words are semantically related over all “other” errors produced by the network, which
is 83.3%. Thus the chance rate of visual-then-semantic errors is approximately 24.9%, which is
only dlightly more than half the observed rate.

When using an output network, itispossiblefor the response generated at the phonol ogical layer
to differ from the best matching word at the semantic layer (even with the output network intact).
Under these conditions we can apply a more conservative, but also more informative, definition
of visual-then-semantic errors. Specifically, for each error in which the stimulus and response are
unrelated, we can use the best-matching word at the semantic layer as the potential bridge word.
If this word is visually related to the stimulus and semantically related to the response (but not
identical or it would be avisua error), the “other” error is considered to be visua -then-semantic.
It is clear that the bridge word is playing a role in the error because the phonological response
is based solely on the generated pattern of semantic activity, which is most similar to that of the
bridge word. Of the 97 “other” errors produced by lesions to the 40-60 network with the nol P
output network generating responses, 12 (12.4%) satisfy the criteriafor visual-then-semantic errors
(e.g. BOG = (dog) = “rat”). In contrast, only four of the “other” errors (4.1%) involve semantic
similarity followed by visual/phonological similarity (e.g. cow = (pig) = “pan”). Although the
chance rate of thistype of error is the same asfor visual-then-semantic errors, it is observed much
less frequently, both in patients and in the network.

For some of the visual-then-semantic errors (e.g. BOG = (pig: prox 0.91, gap 0.10) = “ram”)
the generated semantics match those of the bridge word well enough to satisfy the response criteria
(foravisual error). Even so, the semanticsare sufficiently inaccuratethat the (intact) output network
produces a semantic error. All but one of the visual-then-semantic errors were caused by damage
to the direct pathway, with most arising from 0=-I lesions. This makes sense given that, under our
definition, visual-then-semantic errors consist of avisual confusion in the input network followed
by a semantic confusion in the output network. 1n asense, we interpret visual-then-semantic errors
asvisual errorsgone awry under semantic influences. Because the damaged input network failsto
clean up the visual error completely, the output network is given somewhat corrupted input. Even
though it isintact, it may misinterpret thisinput as a semantically related word.

3.9 Effectsof lesion severity on error type

To this point, all of the data we have presented on the relationship between types of errors have
averaged over a range of lesion severities, typically over those producing correct performance
between 20-80%. However, it is possible that the distribution of error types changes with lesion
severity. In addition, the extent of this effect may be influenced by the nature of the output system
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Figure 3.6: Rates of each error type across lesion severities for 0=-I lesionsin the 40-60 network,
using the response criteria and the nol P output network.

employed. Rather than address these issues for all of the network architectures, we present data
from only the 40-60 network. Similar results obtain for the other networks.

Figure 3.6 presentstherates of each type of error asafuncti on of lesion severity for 0=-I lesions
in the 40-60 network, using both the response criteria and the nol P output network. The plots are
somewhat difficult to interpret due to the variability of the data—however, a number of overall
effects are present. The first most obvious effect is that error rates increase with lesion severity.
Our main motivation for averaging only over lesions producing 20-80% correct performance in
previoudly reported results is that otherwise the results would be dominated by effects from the
most severe lesions, which often do not show the typica distribution of error types. It is aso
the case that the correct performance of most of the patients we are considering falls within this
range. The most interesting effect is that the rates of visual and other errors rise more quickly
with increasing lesion severity than the rates of semantic and mixed visual-and-semantic errors.
If the same datais reinterpreted in terms of the proportion of each error type, then the proportion
of error responses that are unrelated to the stimulus increases steadily as performance gets worse.
The proportions of the remaining error types all decrease at about the same rate, both when using
the response criteria and the nol P output network. Thus for the moderate |esions we consider the
relative proportionsof the various error types do not change drastically with lesion severity, and so
our decision to average over lesions producing moderate correct performance appears warranted.

3.10 Error patternsfor individual lesions

Our procedure for lesioning a set of connections involves randomly selecting some proportion of
the connections and removing them from the network. In order to ensure that the ensuing effects
are not peculiar to the particular connections removed, we carry out 20 instances of each type of
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lesion and average the results across them. On the other hand, it must be kept in mind that the
model is compared with individual patients, each of whom have a particular lesion. In a sense,
for a given smulation experiment with four locations of nine severities of lesion, we are creating
720 simulated patients, with a relatively high proportion of them displaying the characteristics
of deep dydexia. However, there are some issues in deep dyslexia, involving the relationship of
performance on individual words for the same lesion, that to this point we have been unable to
address.

One issue concerns the correct performance on words that are given as responses in errors.
Some theories of reading errors in deep dysdexia (e.g. Morton & Patterson, 1980) assume that a
word producesan error whenitslexical entry ismissing from somelexicon, with aclosely-matching
word whose lexical entry is present being given as the response. If we also assume that words are
read correctly when their entries are present in the lexicon, such atheory predicts that words given
as responses in errors should aways be read correctly.

In fact, patients usually, but not always, adhere to this pattern. For example, DE read SWEAR
as“curse” but then gave the response “1 don’t know” to CURSE as stimulus (K. Patterson, personal
communication). GR gave no response to SHORT or GOOD, but produced the errors LITTLE =
“short” and BRIGHT =- “good”, as well as the errors BLUE = “green” and GREEN = “peas’
(Barry & Richardson, 1988). In fact, at another time GR read correctly only 54% of words he
had previoudly given as responses in semantic errors—just slightly better than his original correct
performance of 45% (Marshall & Newcombe, 1966).

If we examine the pattern of correct and incorrect performance for individual lesions of the
40-60 network when using the response criteria, we find that only 64.1% of the words given asthe
response in an error are read correctly. 31.2% of error responses produce an omission while 4.6%
lead to another error. The high rate of omissionsmay ssimply bedueto our stringent criteriafor overt
responses. However, the fact that 4.6% of error responses produce other errors when presented as
stimuli clearly violates the prediction of a theory that explains errorsin terms of missing lexical
entries. In the damaged network, the attractor for aword is not either present or absent, but rather
can effectively operate to produce a response given some inputs but not others.

It is possible for an even more perplexing relationship to hold among the words producing
errors in a patient. It has been observed that a pair of words may produce each other as error
responses. For example, GR produced THUNDER = “storm” and STORM =- “thunder” (Marshall &
Newcombe, 1966), while DE produced ANSWER = “ask” and ASKED = “answer” (K. Patterson,
persona communication). It is hard to imagine how a mechanism that maps letter strings to
pronunciations via meaning might possibly produce such behavior under damage.

Such response reversals occur in our smulations, but they are very rare. None are found in the
corpus of errors produced by the 40-60 network. However, both the 10-15d and 40-80i networks
produce a few of them when using the response criteria. For example, a 0=-1(0.1) lesion to the
10-15d network resulted in the visual errors MAT = “mud” and MUD = “mat”, while a0=-1(0.7)
lesion produced the visual errorsMUG = “nut” and NUT = “mug”. Similarly inthe 40-80i network,
a0=-I(0.3) produced the “other” errors MUG = “hock” and HOCK = “mug”, while a 0=-1(0.7)
lesion produced the mixed visua -and-semantic errors HIP = “lip” and LIP = “hip”.

How might a network produce such response reversals? Recalling Figure 1.4 (p. 15), we can
interpret damage to the direct pathway as corrupting theinitial pattern of semantic activity derived
from orthography. One explanation for the existence of response reversalsis that the attractorsfor
words are sensitive to different aspects of this pattern. For example, suppose that the attractor for
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HIP depends on some particular set of initial semantic features to distinguish it from LIP, but the
attractor for LIP depends on a different set to distinguish it from Hip (this cannot be represented
in atwo-dimensional rendition of semantic feature space like that in Figure 1.4). If both of these
sets of features are lost due to a particular lesion, the errors HIP = “lip” and LIP = “hip” are
both possible. In essence, an explanation for response reversals must allow a more complicated
interaction between orthographic and semantic information than is typically provided in theories
based on discrete lexical entriesfor words.

3.11 Summary

An examination of the effects of lesions on five aternative architectures for mapping orthography
to semantics has served both to demonstrate the generality of the basic H& S results as well as
to clarify the influences of aspects of network architecture on the detailed pattern of errors. A
consideration of more specific effects at the level of individual lesions, error types, and words
reinforced the correspondence of network and patient behavior.

Perhaps the most general principle to emerge from these experiments is the importance of
the nature of the attractors developed by the network. Although network architecture can have a
strong influence on this process, ultimately it is the learning procedure which derives the actual
connection weights that implement the attractors. Thus it is important that we evaluate whether
the nature of the attractors, and hence the behavior they exhibit under damage, are the result of
specific characteristics of the back-propagation learning procedure, or whether the results would
generalize to other types of attractor networks. The next section addresses this issue by attempting
to replicate and extend the results obtained thus far using a deterministic Boltzmann Machine.
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4 Therelevance of learning procedure

Learning plays a central role in connectionist research. The knowledge needed to perform a task
must be encoded in terms of weights on connections between units in a network. For tasks that
involvefairly simple constraints between inputsand outputs, it issometimespossibleto analytically
deriveaset of weightsthat isguaranteed to cause the network to settleinto good solutions (Hopfield,
1982; Hopfield & Tank, 1985). However, for tasks involving more complex relationships between
inputs and outputs, such as mapping orthography to phonology via semantics, correct behavior
reguiressuch highly-complex interactionsamong weightsthat it becomesinfeasibleto hand-specify
them. In thiscase, it isnecessary to rely on alearning procedure that takes these interactionsinto
account in deriving an appropriate set of weights.

Although the error on a task is the result of the interaction of all the weights, the crux of
most learning proceduresis a simplification that cal culates how each weight in the network should
be changed to reduce the error assuming the rest of the weights remain fixed. A natura way to
change the weight is in proportion to its influence on the error—that is, in proportion to the partial
derivative of the error with respect to the weight. Although the weight changes are calculated as
if other weights will not change, if they are small enough their collective effect is guaranteed to
(very dightly) reduce the overal error.

In understanding this procedure, it helps to think of a high-dimensional space with adimension
for each weight. This may be easiest to imagine for a network with only two weights. Each point
in this space—a plane in two dimensions—defines a set of weights that produces some amount of
error if used by the network. If we represent thiserror along an additional dimension corresponding
to height, then the error values of all possible weight sets forms an error surface in weight space.
A good set of weights has low error and corresponds to the bottom of a “valley” in this surface.
At any stage in learning, the network can be thought of as being at the point on the error surface
“above” the point for the current set of weights, with a height given by the error for those weights.
Possible weight changes consist of movementsin different directions along the surface. Changing
each weight in proportion to its error derivative amounts to moving in the direction of steepest
descent. Often learning can be accelerated by using the error derivatives in more complex waysin
determining how far and in what direction to move in weight space, although the issues regarding
the application of these techniques can be separated from those concerning the calculation of the
error derivativesthemselves.

The most widespread procedure for computing error derivati ves in connectionist networks is
back-propagation (Bryson & Ho, 1969; le Cun, 1985; Parker, 1985; Rumelhart et a ., 1986a; 1986b;
Werbos, Note 5). The power and generality of back-propagation has dramatically extended the
applicability of connectionist networks to problems in a wide variety of domains. However, this
power also raises concerns about its appropriateness for the purposes of modeling in cognitive
psychology and neuropsychology. In particular, the procedure uses information in ways that
seem neurophysiol ogically implaus ble—astraightforward implementation of the procedurewould
requireerror signalstotravel backward through synapses and axons(Crick, 1989; Grossberg, 1987).
Assuch, it seems unlikely that back-propagation is what underlies human learning, and thusits use
in modeling the results of human learning is somewhat suspect.

Proponents of the use of back-propagation in cognitive modeling have replied to this argument
intwo ways. Thefirst isto demonstrate how the procedure might be implemented in a neurophysi-
ologically plausible way (e.g. Parker, 1985). The more common approach, and the one adopted by
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H& S, isto argue that back-propagation is only one of a number of proceduresfor performing gra-
dient descent learning in connectionist networks. Assuch it isviewed merely as a*programming
technique” for developing networks that perform atask, and is not intended to reflect any aspect
of human learning per se. The implicit claim is that back-propagation develops representations
that exhibit the same properties as would those devel oped by a more plausible procedure, but does
it much more efficiently. However, this claim is rarely substantiated by a demonstration of the
similarity between systems devel oped with alternative procedures.®

I n this section we attempt to replicate the main results obtained thus far with back-propagation,
within the more plausible learning framework of contrastive Hebbian learning in a determinis-
tic Boltzmann Machine (DBM). Following a brief description of the framework, we define an
architecture for mapping orthography to phonology via semantics similar to those used with back-
propagation. After training the network, we compare its behavior under a variety of lesions and
with that of the back-propagation networks. In addition to being more plausible as a procedure
that might underly human learning, the DBM has interesting computational characteristics not
shared by the back-propagation networks. We conclude the section by demonstrating how these
characteristics are useful for understanding two aspects of deep dydexic reading behavior: greater
confidencein visual vs. semantic errors, and preserved lexical decision.

4.1 Deterministic Boltzmann Machines

Deterministic Boltzmann Machines (Peterson & Anderson, 1987; Hinton, 1989b) were originally
derived as approximations to stochastic Boltzmann Machines (Hinton & Sejnowski, 1983). How-
ever, in order to simplify the presentation we will describe only the deterministic version. The
unitsinaDBM are closely related to those in a back-propagation network. The output, or state 55.”
of each unit « at time¢ isanon-linear function of its summed input.

_ 1 _
S0 = 26 4 (1 ) tanh (TZS? l)ww‘) (1)

J

Unit states change somewhat “duggishly,” so that the new state is a weighted average (with
proportion A = 0.6 for our simulations) of the old state and the contribution from the new input.
The hyperbolic tangent function “tanh” is the symmetric version of the sigmoid function, ranging
from-1tolinstead of 0to 1, and 7" isaparameter called “temperature’ that adjuststhe sharpness of
thesigmoid (see Figure4.1). Also, each connection isbi-directional and each weight issymmetric,
so that Wy = Wy;.

411 Energy minimization

As in a back-propagation network, input is presented to the network by clamping the states of
some designated input units. If the other units in the network update their states synchronously
and repeatedly according to equation 1, it can be shown (Hopfield, 1984) that the network will

9Terry Sgjnowski (personal communication) has successfully re-implemented NETtalk (Sgjnowski & Rosenberg,
1987), a feed-forward back-propagation network that maps orthography to phonology, as a stochastic Boltzmann
Machine. However, he made no direct comparisons of the representationsthat the two procedures devel oped.
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Figure 4.1: The input-output function of unitsin aDBM for four different temperatures.

eventually settle into a set of states corresponding to a minimum of the “free energy” function,

F==> sisjw;+TY (silogs:+ (1—s!)log(1l— s})) (2)

i<y 7

where s! = (s; + 1)/2. The first term corresponds to the “energy” of the network, and measures
the extent to which the states of units satisfy the constraints imposed by the weights. If two units
have a positive weight between them and both have positive states (satisfying the constraint), the
contribution of the weight to the energy will be positive, thus reducing the total free energy. If the
units have states of opposite sign (violating the constraint of the weight), their contribution will
be negative and will increase the free energy. The second term corresponds to the negative of the
“entropy” of the network (weighted by temperature), and measures the degree to which unit states
are a their extremes. At 7' = 1, the term for a unit has a minimum value of 109(0.5) = —0.693
when the unit is least extreme (has a state of 0) and approaches zero as the unit’s state approaches
+1. Minimizing the free energy /' amounts to finding non-extreme unit states that satisfy the
weight constraints.

It may help to think of a “state space” that is analogous to weight space, but has a dimension
for the state of each unit in the network, and an extra dimension for free energy. For a given set
of weights, each possible pattern of activity over the units can be represented as a point in state
space, whose height along the extra dimension corresponds to its free energy. The entire set of
these points forms an energy surface in state space, with hills and valleys. The initial unit states
define a starting point on this surface. Aseach unit updates its state according to Equation 1, the
pattern of activity of the network as a whole can be thought of as descending along the energy
surfaceto find aminimum. Thisminimum isexactly what we have been calling an “attractor,” and
the energy valley containing it, its “basin” of attraction.
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4.1.2 Simulated annealing

The network as defined thus far will aways settle into some minimum of the free energy function
I, Itispossibleto helpit find agood minimum, with alow value of [, by varying the temperature
T during settling. In particular, it isuseful to start 7' at avery high value 7;,,;;, corresponding to a
very flat sgmoid function, and then gradually reduceit, sharpening the sigmoid, to afinal value of
1. In our simulations, we use an exponential decay ratefor 7',

TO =14 Tyid (3)

where T;,.;; = 50and d = 0.9. This procedure isthe deterministic analogue of stochastic simulated
annealing (Kirkpatrick et al., 1983), which is a commonly-used global optimization technique. It
isalso caled “gain variation” (Hopfield & Tank, 1985; Nowlan, 1988) because the summed input
of each unit is multiplied by a gain factor of 1/7'(") that gradually increases during settling. The
rationalefor thisprocedureisthat it providesakind of progressiverefinement. At high temperature,
the input to a unit must be very large for it to produce any significant response (see Figure 4.1 for
T = 20). Thusonly the units that are most strongly constrained to have positive or negative states
initially become active. As the temperature islowered, units require less input to become active,
and so become sensitive to weaker constraints. Only near the end of annealing do very subtle
constraints have influence.

The settling processinaDBM isanalogousto theforward passin back-propagation, inthe sense
that both compute a set of output states for agiven input. However, the existence of awell-defined
energy function that characterizesthis processis amajor advantage of aDBM. Whileit is possible
to compute the value of F for the states and weights in a back-propagation network, there is no
direct relationship between this value and the actual operation of the network. In contrast, the
value of F' for a DBM, either during settling or at a minimum, provides a direct measure of how
well the network is satisfying the constraints of the task. Furthermore, it is possible to compute
F separately for different sets of connections and units. This will allow us to locate where in the
network constraints are being violated when it produces an error under damage.

Another advantage of aDBM over thetype of back-propagation network we have used thus far
is that the settling process is much more gradual—typically involving a hundred or so iterations,
compared with 14 for the back-propagation networks. While this significantly increases the
computational demandsof simulations, it enablesamuch finer-grained analysisof thetime-course of
processing aninput. For example, we can comparethe” goodness’ of the semantic and phonological
representations (defined in terms of free energy) throughout the course of pronouncing a word.
However, the need for long settling times may make the procedure somewhat less biologically
plausible, since individual neurons can generate only about 100 spikes in the time required by
humansto interpret visual input (Feldman & Ballard, 1982).

4.1.3 Contrastive Hebbian learning

Initialy, the weights in the network are set to small random values (between +0.5 in our smula-
tions). When an input is presented, the network will settleinto a minimum of F', perhaps even the
best possible minimum if smulated annealing is used. However, because the weights are random,
the states of the output units at thisminimum are very unlikely to correspond to their correct states
for thisinput. Thus we need a procedure for adjusting the wei ghts in the network to make it more
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likely that the minimum that the network settles into given some input has the appropriate output
unit states.

The learning procedure for a DBM is remarkably simple and intuitive, although its derivation
is beyond the scope of this paper. It is directly analogous to the corresponding procedure for
stochastic Boltzmann Machines (Ackley et a., 1985). It takes the form of two “phases’ for each
input: a negative and a positive phase. The negative phase is just the settling process described
above: the states of the input units are clamped and the network is annealed to settle into a set of
states corresponding to a free energy minimum. The positive phaseisrun exactly like the negative
phase except that, in addition to clamping the input units, the output units are clamped into their
correct states. Intuitively, the positive phase amountsto guiding the network to produce the correct
response, and the negative phase amountsto letting the network try to produce the correct response
onitsown.

If the network has learned the task, the states of the output units should be the same in the
positive and negative phases. We will use s; to designate the state of unit : at the minimum for
the negative phase, and s; for its state at the minimum for the positive phase. If each weight is
changed according to

Dw;; = € (3;"3;" — 3;3;) (4)

then, for small enough ¢, the network performs steepest descent (in weight space) in aninformation-
theoretic measure G of the difference between the output unit states in the positive and negative
phases (Hinton, 1989b).1° The form of this learning rule is simply the product of unit states in
the positive phase minus their product in the negative phase.!! This makes sense if we think of
the states in the positive phase as roughly corresponding to “correct” behavior, and remember the
discussion above on how states and weights contribute to the total free energy. If the states of the
two units in the positive phase are either both positive or both negative, it is good (i.e. lowers the
energy) for the weight to be positive, and it is incremented. We subtract off the product for the
“incorrect” performance in the negative phase. If the product is not as high in this phase as in
the positive phase, the net weight change will be positive. This increase in the weight will make
it more likely in the future for one unit to be active when the other is active, thus increasing the
product of their states. In this way, learning can be thought of as “shaping” the energy surface,
lowering the surface (decreasing the energy) for good combi nations of states and raising it for bad
ones. These changes make it more likely that the network will settle into a good minimum on the
next presentation of the input.

Contrastive Hebbian learning ismorebiol ogically plausi bl e than back-propagation for anumber
of reasons. Althoughtheprocedurestill requiresinformationabout the correct states of output units,
this information is used in the same way as information about the input—that is, by propagating
weighted unit activities, rather than passing error derivatives backward across connections. This
difference makes it easier for one part of a large DBM to train another, if the first part can
appropriately set the states of the output units of the second part. In addition, there is direct

WActualy, thisis only true if, in the negative phase, the probability of an output vector given an input vector is
defined in terms of thefree energiesof theminimathat the network actually settlesto inthe positiveand negative phases,
rather than by interpreting the real-valued output vector as representing a probability distribution over possible binary
output vectors under a maximum entropy assumption (i.e. that the unit states represent independent probabilities).

1|earning rules that change the weight of a connection based on the product of the activities of the two connected
units are referred to as “Hebbian” in recognition of Donald Hebb, who first proposed such a rule (Hebb, 1949). The
ruleistermed “contrastive” because it involvestaking the difference to two such products.
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neurophysiological evidence for a Hebbian learning mechanism in at least some parts of the brain
(Cotman & Monaghan, 1988; Dudai, 1989). Although the need for symmetric weights is of some
concern, connection pathways between brain areas are virtually aways reciprocal (Van Essen,
1985), and initially asymmetric weights gradually become symmetric if they are given a dight
tendency to spontaneoudy decay towards zero (Galland & Hinton, 1989; Hinton, 1989b).

Although contrastive Hebbian learning in DBMs is a relatively new learning paradigm, it
has been applied to problems of moderate size with reasonabl e success (Galland & Hinton, 1990;
Peterson & Hartman, 1988). Ingeneral, the number of required training presentationsiscomparable
to that for back-propagation, although a DBM can require considerably more computation in
processing each example due to its more gradual settling process.

Both back-propagation and contrastive Hebbian learning can be characterized as performing
gradient descent in weight space in an explicit measure of how well the network is performing the
task. This has lead most researchers to assume that the nature of the representations devel oped
by the two procedures in most tasks would be qualitatively equivalent. However, the ways in
which they compute weight derivatives based on unit states are quite different. In particular, the
processing dynamics of a DBM as it settles to an attractor are much more gradual and interactive
than the type of back-propagation networks we have investigated thus far. These differencesraise
the issue as to whether the lesion results we have obtained with back-propagation arise only in
networkstrained with that powerful, rather implausibleprocedure. Inorder toinvestigatethisissue,
we now define a version of the task of reading via meaning, and describe a DBM architecture for
accomplishing it. After training the network with contrastive Hebbian learning, we systematically
lesion it and compare itsimpaired performance with that of damaged back-propagation networks.

414 Thetask

Inorder to help the DBM learn the structure between theinput and output patterns(i.e. to reproduce
the co-occurrences of unit states), we will use a more “symmetric” version of the task of reading
via meaning than was used with the back-propagation networks. Specifically, the network will
be trained to map between orthography and phonology via semantics in either direction. This
reguirement can be broken down into three subtasks: (1) generate semantics and phonology from
orthography (2) generate orthography and phonology from semantics, and (3) generate semantics
and orthography from phonology. Although only the first subtask is strictly required for reading
via meaning, training on the other subtasks ensures that the network learns to model orthographic
structure and its relationship to semantics in the same way as for phonological structure.*? Thisis
important if we want to use free energy to compare the “goodness’ of each kind of representation.
Also, learning the task in both directions should result in stronger and more robust attractors, in a
similar way as for the back-propagation networks with feedback connections (80fb and 40-40fb).
I n order to make generating orthography as closely anal ogous as possi ble to generating phonol ogy,
we use the original H& S representations for |etters, involving a position-specific “ grapheme” unit
for each possible letter in aword.

20ur use of atraining procedurethat involves|earning to produce semanti csfrom phonol ogy in additionto producing
phonology from semantics is in no way intended to imply a theoretical claim that input and output phonology are
identical—it is solely a way of helping the network to learn the appropriate relationships between semantic and
phonological representations.
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Figure4.2: The DBM architecture for mapping among orthography, semantics, and phonology.

415 Thenetwork architecture

Figure 4.2 depicts the architecture of a DBM for mapping among the orthography, semantics, and
phonology. The network has 40 intermediate units bi-directionally connected with the 28 grapheme
units and 68 sememe units, and another 40 intermediate units bi-directionally connected with the
sememe units and 33 phoneme units. Each of these sets of connections has full connectivity
density. In addition, there isfull connectivity within each of the grapheme, sememe, and phoneme
layers, except that units are not connected with themselves. In tota, the network has 11,273
bi-directional connections. Thisisabout twice the number of connectionsin one of the back-prop-
agation networks. This extra capacity is justified because contrastive Hebbian learning is not as
efficient as back-propagation in using a small number of weightsto solve atask.

4.1.6 Thetrainingprocedure

The procedure used to train the DBM is exactly that described above, with a dight elaboration.
In order to train the network to perform each of the three subtasks mentioned previously, each
presentation of aword involved three negative phases. First, the grapheme units were clamped to
the letters of the word, and the network was annealed to settle into states for the semantics and
phonology. Second, the semantics of the word were clamped correctly, and the network generated
orthographic and phonological representations. Finally, the phonemes of the word were clamped,
and activity patterns over the sememe and grapheme units were computed. The pairwise products
of unit statesin each of these conditions are subtracted from the pending weight changes, according
to Equation 4. The positive phase involved clamping the grapheme, sememe, and phoneme units
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Figure 4.3: The states of the DBM at selected iterations in processing the word RAT. Each row of
the display for an iteration represents a separate layer of units, with grapheme units at the bottom,
sememe units in the long middle row, and phoneme units at the top. The second and fourth rows
are the input and output intermediate units, respectively. The state of each unit is represented by
the size of a black (for negative) or white (for positive) blob. A grey square indicates that the
unit has a state near zero. Thus the bottom (orthographic) row for each iteration has three white
sguares, corresponding to the three graphemes of RAT that are clamped on throughout settling.

appropriately, and computing states for the intermediate units.®* In order to balance the three
negative phases, the products of unit states in the positive phase are multiplied by three before
being added into the pending weight changes. These pending changes are accumulated for each
word in turn, at which point the weights are actually changed (using a weight step ¢ = 0.01) and
the procedure is repeated. After dightly more than 2100 such sweeps through the word set, the
state of each grapheme, sememe, and phoneme unit waswithin 0.2 of its correct states during each
of the three negative phases.

In order to provide a sense of the behavior of the trained network in processing a word,
Figure 4.3 displaysthe states of the unitsin the network at various times during the negative phase
in which the orthography of the word RAT is presented. Because temperatureis very high for the
first iterations, most (non-input) unit states are near zero. Gradually, unitsin thefirst intermediate

13No settling is required in the positive phase because all of the connections of both sets of intermediate units are
from unitsthat are clamped. In thiscase, thefinal statesthat these unitswould ultimately achieveif settling were used
can be computed directly using no “suggishness’ in their update functions (i.e. A = 0in Equation 1).
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layer start to become active due to direct orthographic input. By around iteration 30, this initial
activity begins to generate semantic activity, which in turn generates activity in the output half of
the network by iteration 35. Because only three of the 33 phoneme units should have a positive
state for any given word, these units have a strong negative biases, producing negative states at
iteration 40. Semantics continues to improve, athough it is still far from the correct semantics for
RAT, as shown by comparison with the states for that last iteration. Close inspection reveals that
the erroneous semantic features are due to contamination with the featuresfor CAT. However, even
before the semantic pattern settles completely it beginsto activate the appropriate phonemes—first
the vowel around iteration 50, and then the consonants. Between iterations 60 and 75, the phoneme
units clearly settle into the correct pronunciation. Interestingly, some semantic features are till
undecided or incorrect at this state (e.g. the two leftmost features, relating to size). The correct
phonology feeds back to semantics to provide additional clean-up, and by iteration 100 all of the
semantic features are in their correct states. In this way, the DBM behaves quite differently from
networks that map from orthography to phonology via semanticsin astrictly feed-forward manner
(i.e. al the back-propagation networks without feedback connections). Having learned to map
between semantics and phonology in both directions, it takes advantage of their interaction to settle
into the correct representations for each. The settling behavior of the DBM when presented with
other words is qualitatively similar, although there is some degree of variability in the time course
of settling at the semantic and phonological layers.

In comparing thetraining and operation of the DBM with that of the back-propagation networks,
itisimportant to keep in mind that processing one word in the DBM requires about 40 times more
computation.!* On the other hand, the DBM has the significant advantage that it was trained all at
once—back-propagation networks had to be trained incrementally, using arather ad hoc procedure
in the case of the output networks (see Section 2.2.2). In addition, the DBM is performing a more
complex task by learning to map between orthography and phonology in either direction. However,
our major interest is to compare the effects of damage on behavior of these two types of network
in reading viameaning rather than the time required to learn the task per se.

4.1.7 Theeffectsof lesions

After training, each of the sets of connectionsin the DBM were subjected to 20 instances of lesions
over the standard range of severity. Since we are primarily concerned with the task of generating
semantics and phonology from orthography, we only considered behavior in the negative phasein
which the grapheme units are clamped. For each lesion, correct, omission, and error response were
accumulated according to the same criteriaas used for the back-propagation networks. Figure 4.4
presents the overall correct rates of performance of the DBM, for both “input” and “output”
lesions. Asa comparison, consider the correct performance data for the corresponding lesions to
the replication of the H& S network (Figure 2.5 p. 29).

This network is similar to the DBM in that it (1) uses the same orthographic representations,
(2) was not trained with noisy input, (3) has intra-sememe connections. Considering “input”

14We can approximatethe computational demands of presenting aword during learning by the number of connections
x the number of phases x the number of iterations per phase. The DBM has about twice the number of connections
and requires four phases, compared with two for a back-propagation network (the forward and backward passes). In
addition, the DBM requires about 10 times more iterationsto settle (about 150 vs. 14 for one of the back-propagation
networks).
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Figure 4.4: Overall correct performance of the DBM after lesions to the “input” connections (left)
and “output” connections (right).

lesions first, the DBM is more robust to I<-S lesions, while G&I lesions are equally debilitating
in the two networks. A comparison of “clean-up” lesions is complicated by the differencesin
architecture—the H& S network has a clean-up pathway, while the DBM has only intra-sememe
connections. In general, the DBM appears to be dightly more resistant to S<S lesions than the
H& S network isto either S=-C or C=-S lesions, except perhaps when using the I P output network.
As for output lesions, the DBM is somewhat more robust to lesions of the direct pathway than
is the H& S network. However, clean-up lesions in the two networks result in similar behavior,
producing a sharp decline in correct performance with increasing lesion severity.

An interesting characteristic of the DBM is that it tends to settle into unit states that are very
close to -1, even under damage. Thisresultsin very clean phonological output when it responds.
Infact, theworst phonemehasaprobability above 0.8 for almost all correct and omission responses,
whilevery few areabovethislevel for the back-propagation network. 1naddition, thelargemajority
(90.8%) of omissions fail the requirement that exactly one phoneme be active—no phoneme is
active in 87.2% of these. Only 9.2% of omissions fail because of the criterion of a minimum dot
response probability of 0.6 for responses. Thus in the DBM this criterion could be eliminated
entirely without substantially altering the results.

Figure4.5 presentsthe distribution of error typesfor each lesion location of the DBM, averaged
over severities that resulted in correct performance between 20-80%. Comparing with results
for input lesions to the H& S network (Figures 2.6, p. 30), the DBM is producing much higher
error rates—about 4-8 times the rates using the nol P output network, and about twice the rates
using the IP network. In fact, the distribution of error typesis quite similar for the latter network
and the DBM. Both show a very high proportion of visual errors for lesions to input pathways.
Furthermore, like the replication of the H& S network with an output system, the DBM showsvery
low rates of blend responses. This is interesting because, unlike in the development of the nol P
and I P output networks, no specia effort was made to prevent blends in the design or training of
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Figure 4.5: Error rates produced by lesions to each main set of connectionsin the DBM.

the DBM. Their absence appears to be a natural and encouraging consequence of the nature of the
attractors devel oped by the DBM.

The pattern of error rates for output lesions to the DBM is quite different from that for the
replication of the H& S network with an output system (Figure 2.9, p. 34). The error rates for
lesions to the direct pathway of the DBM (S« Ip and Ip<-P) are lower, and less biased towards
visual errors. In addition, the DBM produces far fewer “other” errors than either back-propaga
tion output network. Perhaps more striking, phonological clean-up lesions in the DBM (P < P)
still produce significant error rates, fairly evenly distributed across type, while the analogous
lesions in the back-propagation networks (P=-Cp and Cp=-P) produce virtually no error responses.
With phonological clean-up damage, the DBM can use the bi-directional interactions with the
intermediate units as aresidua source of clean-up. This redundancy of clean-up is similar to that
of the hybrid 40-40fb network.

All lesion locationsin the DBM show amixture of error types, and their ratios with the “ other”
error rates are higher than for randomly chosen error responses. In addition, the rates of mixed
visual-and-semantic errors are higher for al lesion locations that expected from the independent
rates of visua errors and semantic errors (although only dightly so for S<S lesions). Thus the
DBM replicates the main H& S results.

The similarity of the results produced by input lesions to the DBM with those produced by
the H& S network using the IP output network lends credence to the notion that the strength of
the attractors for words is a much more important factor in determining the pattern of results
than is the procedure by which those attractors are developed. However, learning in the DBM
develops strong attractors naturally, without the need for incremental training with noisy input.
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Figure 4.6: Distributions of the number of iterations to settle for correct responses, omissions,
visual errors, and semantic errors produced by the DBM under damage.

Furthermore, the interactive nature of processing in the DBM makes alarge difference for lesions
at the phonological level. Unlike the back-propagation output networks, the DBM can fall back
on bi-directiona interactions with semantic (via the intermediate units) to provide clean-up that
can partially compensate for lesions to intra-phoneme connections. In addition, there are some
aspects of the reading behavior of deegp dydexics that are much more effectively addressed using a
network that has a well-defined measure of the goodness of representations. Two examples of this
are the differences that some patients show in the relative confidence they have in some types of
error responses, and the relative preservation of ability to distinguish words from non-words.

4.2 Confidencein visual vs. semantic errors

Patterson (1978) found that deep dydexics DE and PW were more confident that their visual error
responses were correct as compared with their semantic error responses. It is difficult to interpret
these results because it is hard to know how to operationalize the notion of “confidence” in a
response. One possible interpretation is that a lack of confidence arises when the system takes a
long timeto settle, or settlesinto relatively poor representations.

Figure 4.6 presents distributions of the number of iterations required to settle for correct
responses, omissions, visua errors, and semantic errors produced by lesions to the DBM that
resulted in correct performance between 20-80%. Not surprisingly, word presentations producing
correct responses tend to settle most quickly. What is surprising is that the network takes longer
on average to settle into an error response than an omission. However, remember that over 90%
of omissions arise because no phoneme is active in some slot. Apparently the network is quick
to turn off al the phoneme units in a dot if none of them receive sufficient support from the
intermediate unitsas aresult of damage. Accumulating enough support to fully activate a phoneme
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unit in each dot (and inhibit all others) often requires many more iterations. The two error types
also show the most variability in settling time. While there is a high degree of overlap between
the two distributions, on average visua errors settle more quickly (mean 127.2 iterations) than
semantic errors (mean 139.4 iterations, F'(1,4458) = 56.8, p < .001). Thus, increased settling
time for semantic errors might account for patients' reduced confidence that these error responses
are correct.

Another possible contribution to the confidence that patients have in their responses is the
degreeto which the system settlesinto “good” representati ons, defined to be those with low energy.
We compared visual and semantic errorsin terms of their energy in different parts of the network.
Considering the energy in the sets of connections between semantics and phonology (S« Ip and
Ip<P), visua errorshave lower energy than semantic errorsinthe DBM (means —214.2 visual vs.
—211.6 semantic, F'(1,3456) = 25.0, p < .001). Thiswas true both for input and output lesions.
In contrast, for the sets of connections between orthography and semantics, there was no difference
between the energy for visual vs. semantic errors (£'(1,2647) = 1.4). In fact, the opposite effect
was truefor output lesions. semantic errorshave lower energy between orthography and semantics
than do visua errors (means —226.9 visua vs. —232.1 semantic, F'(1,807) = 24.2, p < .001).
Thus differencesin energy can only account for theincreased confidence that some deep dyslexics
have in visual as compared with semantic errors under the assumption that their judgment is based
on the energy between semantics and phonol ogy.

4.3 Lexical decision

Even when they are unable to read words, most deep dydexics can often distinguish them from
orthographically regular non-words. Coltheart (1980a) li stsnine of the 11 cases of deep dyslexiafor
whomtherewasdataasbeing “ surprisingly good” at lexical decision. For example, Patterson (1979)
found that both DE and PW were near perfect at distinguishing function words from non-words
that differed in asingle letter (e.g. wiTH, WETH), whereas explicit correct reading performance on
the words was only 38% for DE and 8% for PW In a more difficult test involving 150 abstract
words, again paired with non-words differing by a single letter (e.g. ORIGINATE, ORIGILATE), DE
produced a d’ score of 1.74; d' = 2.48 for PW. By comparison, ' = 3.30 for normal age-matched
controls. DE read only 19 of the 150 words correctly (12.7%), while PW read only 31 (20.7%).
Thus PW shows almost normal lexica decision performance with words he has difficulty reading;
DE'’s performanceis significantly impaired but still much better than chance (¢’ = 0).

Hinton & Shallice (1989) attempted to model preserved lexical decision under condition of
poor explicit reading performance in the following way. They constructed two sets of “non-word”
stimuli with equivalent orthographic structure to the words (see Table 4.1). The non-wordsin the
“close” set were created by changing a single letter of one of the words; those in the “distant” set
differed from every word by at least two letters. The two sets are matched in the frequency with
which particular letters occur at particular positions, but not with respect to the word set. These
stimuli are “non-words’ in the sense that they are unfamiliar to the network—it has not learned
to associate them with any semantics. The fact that many of them are in fact English words (e.g.
PICK) isirrelevant to the network’s behavior.

H& S modeled the task of lexical decision by changing the criteria used to generate responses.
Specifically, a stimulus was accepted as aword if the proximity of the generated semantics to the
nearest familiar semantics exceeded 0.7, ignoring the gap between this and other matches. The
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| Non-word Stimuli

Close Distant
BUD GEG LIM PIP BERK GAG LUR PET
BUT  GIM MED POCK | BIT GAP MOB PICK
CAR HACK MUT RAB |CICE HUB MOM REN
DEN HARK NAT ROR |DAP HUR NOD RUNK
DONE LIB NUG TOP | DIT LAD NOM TAG

Table4.1: The “non-words’ used in the lexical decision experiment.

rationale for using a reduced proximity criterion and no gap criterion is that the semantic match
required to indicate that the stimulusisaword needn’t be as precise asthe match required to specify
aparticular word for explicit naming. However, when this procedure was applied to the responses
generated by the network after damage, there was little diff erence between words and non-words.
For example, for alesion of G=-1(0.4), which produces 18% explicit correct performance, 67.3%
of words were accepted, while 55.5% of close non-words and 64.0% of distant non-words were
incorrectly accepted as words (¢’ = 0.31 and 0.09, respectively). For I=-5(0.2) lesions (21.5%
correct performance), 57% of words, 39% of close non-words, and 45% of distant non-wordswere
accepted aswords (d' = 0.46 and 0.30, respectively). Thus, H& Sfailed to demonstrate preserved
lexical decision performancein their network when explicit correct performanceis poor.

In the context of modeling the non-semantic route from orthography to phonology, Seidenberg
& McCleland (1989) argue that, under some circumstances, normal subjects can perform lexical
decision solely on the basis of orthographic or phonological “familiarity.” In their model, ortho-
graphic familiarity is defined as the degree to which a letter string (word or non-word) can be
re-created from the internal representation it generates. Phonological familiarity as abasis for lex-
ical decision is more problematic asit depends on the ability of the network to generate the correct
pronunciations of both words and non-words, which at least for non-wordsis less than satisfactory
(Besner et al., 1990). Nonetheless, Seidenberg & McClelland demonstrate that their undamaged
model is capable of distinguishing most words from orthographically regular non-words on the
basis of orthographic familiarity.

These results suggest that some measure of orthographic familiarity in the DBM network might
provide a basis for lexical decison. The DBM network was given connections among grapheme
units and trained to generate orthography from semantics so that it would learn the orthographic
structure among words in the same way as for semantic and phonological structure. However,
if the network is to be required to actually re-create orthography, we cannot present input by
clamping the grapheme unitsinto their correct states asin previous simulations.*® Rather, we must
provide the grapheme units with external input and require them to update their states in the same
way as other units in the network. This is the same “soft clamping” technique that was used to
train the phonological clean-up pathways of the IP and nol P output networks (see Section 2.2.2).
Specifically, we presented aletter string to the network by providing each grapheme unit with fixed

15Seidenberg & McCldland avoid this issue by training their network to re-generate orthography over a separate
group of orthographic units from the ones used to present input.
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external input sufficient to generate a state of 0.9 if its desired state was 1, or —0.9 if its desired
state was —1. Theinitial states of grapheme units were set to 0.0 and updated over iterations just
like the rest of the units in the network. The external input to grapheme units does not uniquely
determinetheir final states because they also receive input from each other and from semanticsvia
the intermediate units throughout the course of settling.

We used as a measure of familiarity of aletter string the proximity between the desired states
of the grapheme units and their fina states after settling when presented with the letter string as
external input. We will refer to this measure as “orthographic/semantic familiarity” because it
reflects the consistency of aletter string with both of these types of knowledge. The undamaged
network produces an orthographic/semantic familiarity greater than 0.995 (maximum 1.0) for 35
of the words—it fails on CAN, MAT, DOG, HAM and HOCK. These “misses’ reflect the fact that the
network was not trained with soft clamping. In contrast, only three of the non-words, al in the
“close” set, are considered thisfamiliar: DONE, MED and PIP. This performanceyieldsa d’ = 2.59
if this measure and criterion were adopted in a lexical decision task.

If the network is damaged, the support that words receive from semantics is somewhat de-
graded and so we would expect the differences between words and non-words to be reduced.
However, the network remains able to distinguish words from non-words fairly reliably. Averag-
ing across al lesion locations and severities producing correct performance between 20-80%, an
orthographic/semantic familiarity criterion of 0.995 yieldsad’ = 1.94 overal (d’ = 1.51 words
vs. close non-words, 3.11 words vs. distant non-words). Reasonable lexical decision performance
is retained even when explicit correct reading performance is below 40% (d' = 1.67 overdl, 1.22
vs. close, 3.15 vs. distant) or when only word presentations resulting in omissions are included
(d" = 1.94 overdl, 1.51 vs. close, 3.12 vs. distant). Thus, like most deep dydexics, the dam-
aged network is able to distinguish words from non-words even under conditions when it cannot
explicitly generate the pronunciation of the words.

44 Summary

Thelesion experimentsin this section attempt to serve three major purposes. Thefirstisto demon-
strate the generality of the H& S results across networks developed with very different learning
procedures. The second is to support the use of back-propagation in cognitive modeling against
criticisms based on its biological implausibility by providing evidence that the representations
it develops have qualitatively similar properties to those developed with more plausible learning
frameworks. Thethirdistoillustrate how certain additional aspects of these alternativeframeworks
are particularly useful in understanding a number of characteristics of deep dysexics.

The primary focus of the simulations presented in the paper thus far has been on demonstrating
and understanding the degreeto which the replication of deep dyslexic reading behavior inlesioned
attractor networksdependson various aspects of their design. However, inmany waystheempirical
limitations of the original H& S model are more severe than its computational ones. Only the most
basic aspects of the syndrome were modeled: the co-occurrence of semantic, visual, and mixed
visual-and-semantic errors. Our simulations have extended the range of empirical phenomenathat
have been addressed to include additional error types, confidence ratings, and lexical decision.
However, there are fundamental characteristics of the patients' reading behavior, such as effects of
word imageability/concreteness and part-of -speech, that remain unaccounted for. These aspects of
deep dyslexiasimply could not be addressed using the H& Sword set, which only contains concrete
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nouns. The next section presents simulationsthat attempt to overcome these limitations and extend
the empirical adequacy of attractor networks for modeling deep dydexia.
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5 Extending thetask domain: Effects of abstractness

The final aspect of the H& S model that we investigate is the definition of the task of reading via
meaning. Defining atask for anetwork involveschoosing a set of input-output pairsto be presented
to the network, as well as specifying how these are represented as patterns of activity over groups
of units. Formulating a reasonable task definition for the purposes of modeling human behavior
involves a trade-off between being as faithful as possible to what is known about the nature of
representations from empirical work, while remaining within the often severe constraints imposed
by the available computational resources.

First and foremost, the task that the network performs must adequately approximate the task
faced by subjects, or the network’s behavior, however interesting in its own right, will have little
relevance to understanding human behavior. However, exactly what constitutes “ adequate” isvery
much a matter of debate. In essence, the decisions that are made in creating a smplified version of
thetask for the network constitute empirical claims about what aspects of the information available
to subjects is crucia for understanding their behavior. While our empirical understanding of the
nature of how different types of information are represented provides useful constraints, it remains
insufficiently detailed to specify the precise representations of each input-output pair as patterns
of activity over groups of units. This is where computational considerations of what types of
representation networks find easy or difficult to use come into play.

The main computational limitationsin specifying atask stem from thefact that the timeto train
anetwork increases with the size of the network and the number of examplesit istrained on. Thus
thereis strong pressure to use as few units as possible to represent the input and output, and to keep
the size of the training set within reasonable limits. For tasks that require capturing the stetistical
structure among examples (e.g. mapping orthography to phonology), it may be necessary to use a
large number of training cases in order to guarantee good performance on novel inputs. For tasks
involving unrel ated associ ations (e.g. mapping orthography to semantics) it may be sufficient to use
asmall number of examples. However, adrawback of using asmall training set isthat it becomes
difficult toinclude al of the types of variations among examplesthat are empiricaly relevant. The
fact that the H& S model was trained on only 40 wordsis a serious limitation not so much because
the nature of the mapping from orthography to semantics woul d be fundamentally different if more
words were involved, but that only the most general semantic distinction, category membership,
could be investigated. The influences of many other variables known to affect patients' reading
behavior were not investigated.

In particular, a distinction among words known to have a significant effect on the reading
behavior of deep dysdlexics is their imageability or concreteness. This issue could not be ad-
dressed using the original H& S word set because it contains only concrete nouns. The purpose
of this section is to demonstrate that the approach taken by H& S can be extended to account
for additional detailed characteristics of deep dyslexic reading behavior, relating to the effects of
the abstractness/concreteness of stimuli and responses, and interactions with visual influences in
errors.1

16 condensed description of the major results of this section can be found in Plaut & Shallice (1991).
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5.1 Effectsof abstractnessin deep dyslexia

The effect of the abstractness of the stimulus on deep dydexic reading has been investigated in a
number of ways. The most basic isits effect on the probability that a word will be read correctly.
Coltheart et al. (1987) claim that all patients who make semantic errors find concrete words easier
to read than abstract ones. In many patients a very large difference is observed: 73% vs. 14% for
KF (Shallice & Warrington, 1980), 67% vs. 13% for PW and 70% vs. 10% for DE (Patterson &
Marcel, 1977).

A more subtle effect is the way that the concreteness of a word can affect the probability of
the occurrence of visual errors. Shallice & Warrington (1975) noted in their patient KF that the
responses tended to be more concrete than the stimuli when visual errors were made. This has
since aso been observed in patients BL (Nolan & Caramazza, 1982) and GR (Barry & Richardson,
1988); patient PS (Shallice & Coughlan, 1980) showed a strong trend (p < .06) in the same
direction. The same effect is also apparent in the corpus of errors made by PW and DE(see
Appendix 2 of Coltheart et a., 1980). The relative concreteness of the stimuli on which different
types of responses occur has been investigated in three patients. In two, PD (Coltheart, 1980b)
and FM (Gordon et al., 1987), visua errors occurred on less concrete words than did semantic
errors, while in GR (Barry & Richardson, 1988) there was no significant difference. Finally, in
two patients visual errors occurred significantly more often for stimuli less than a certain level
of concreteness by comparison with more concrete stimuli (KF (Shallice & Warrington, 1980)
C < 6vs C > 6; PS (Shdlice & Coughlan, 1980) C' < 4.6 vs. C' > 4.6). Thus a semantic
variable—concreteness—clearly influences the nature of visual errors.

Thereisasingle known exceptionto the advantage for concretewords shown by deep dyslexics:
patient CAV with “concrete word dyslexia” (Warrington, 1981). CAV failed to read concrete
words like MILK and TREE but succeeded at highly abstract words such as APPLAUSE, EVIDENCE,
and INFERIOR. Overall, abstract words were more likely to be correctly read than concrete (55%
vs. 36%). In complementary fashion, 63% of his visual error responses were more abstract than
the stimulus. However, the incidence of visual errors was approximately equal for words above
and below the median in concreteness. While CAV made no more semantic errors than might
be expected by chance (see Ellis & Marshall, 1978), he appeared to be relying at least in part on
the semantic route because his performance improved when given a word's semantic category.
CAV is clearly a very unusual patient, but any account of the relation between visual errors and
concreteness can hardly ignore him.

5.2 A semantic representation for concrete and abstract words

Thetypeof semanticfeaturerepresentation used by H& Sisquitesimilar tothat frequently employed
in psychological theorizing on semantic memory (e.g. Smith et al., 1974; Smith & Medin, 1981).
More complex representations, such as frames (Minsky, 1975), can be implemented using this
approach if units can represent a conjunction of arole and a property of what fills it (Derthick,
1988; Hinton, 1981). More critically for the present purpose, there is a natural extension to
the problem of the effect of imageability. Jones (1985) has argued that words vary greatly in
the ease with which predicates about them can be generated, and that this measure reflects a
psychologically important property of semantic representation. For example, more predicates can
be generated for basic-level wordsthan for subordinate or superordinate words (Rosch et al., 1976).
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TART TACT | GRIN GAIN | FLAN PLAN | REED NEED
TENT RENT | LOCK LACK | HIND HINT | LOON LOAN
FACE FACT | ROPE ROLE | WAVE WAGE | CASE EASE
DEER DEED | HARE HIRE | FLEA PLEA | FLAG FLAW
COAT COST | LASS LOSS | STAR STAY POST  PAST

Table 5.1: The 40 words used in the ssimulation, consisting of 20 concrete-abstract pairs of words
differing by asingle letter.

Jones showed that thereisavery high correlation (0.88) between a measure of ease-of-predication
and imageability, and that the relative difficulty of parts-of-speech in deep dyslexia maps perfectly
onto their ordered mean ease-of-predication scores. He argued that the effects of both imageability
and part-of-speech in deep dydexia can be accounted for by assuming that the semantic route is
senditive to ease-of-predication. Within the present framework, the natural way to realize this
distinction is by representing the semantics of concrete and abstract words in terms of differing
numbers of features.

A dightly different position is that taken by Schwartz et al. (1979), “A concrete word—a
reference term like ‘rose’—has a core meaning little altered by context (arose isarosg).... The
meanings of abstract words, on the other hand, tend to be more dependent on the contexts in
which they are embedded.” (see Shallice, 1988, p. 106). A similar contrast appears to hold
between nouns and verbs—another category deep dydexics find difficult. Indeed, Gentner (1981)
shows that verbs are broader in meaning, are more mutable under paraphrase, and vary more in
retrangdlation through some other language. Presupposing that verbs and abstract nouns contrast
with concrete nouns in a similar fashion, this would correspond to their having less features that
are consistently accessed. If a connectionist learning procedure were applied in a network for
generating phonological responses from such representations, it would come to rely on features
that are consistently present. Therefore, on this approach an appropriatefirst approximation to how
the contrast between abstract and concrete words would be realized in a conectionist network isto
use semantic representations which differ considerably in their number of features.

To examine the effect of concreteness on visua errors, a set of 20 abstract and 20 concrete
words were chosen such that each pair of words differed by a single letter (see Table 5.1). We
represented the semantics of each of these words in terms of 98 semantic features, as shown in
Table 5.2. Sixty-seven of these are based on the H& S semantic features for concrete words (e.g.
main-shape-3d, found-woods, living) with minor changes being made to accommodate thedifferent
range of meaningsin thisword set. The 31 additiona features (e.g. has-duration, relates-location,
quality-difficulty) are required to make di stinctionsamong abstract words, but occasionally apply to
concretewordsaswell. Figure5.1 displaysthe assignment of semantic featuresto words. Concrete
and abstract words differ systematically in their semantic representations: concrete words have an
average of 18.2 features while abstract words have an average of only 4.7 features. The smilarity
matrix among semantic representations, shown inFigure 5.2, clearly illustrateshow thereisarange
of similarities among concrete words and among abstract words, but very little similarity between
thesetwo groupsof words. Wedo not claim that thisrepresentation adequately capturestherichness
and subtlety of the true meanings of any of these words. Rather, we claim that it capturesimportant



5 EXTENDING THE TASK DOMAIN: EFFECTS OF ABSTRACTNESS

Semantic features
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W
X

max-size-less-foot
max-size-foot-to-two-yards
max-size-greater-two-yards
main-shape-1D
main-shape-2D
main-shape-3D
cross-section-rectangular
cross-section-circular
cross-section-other
has-legs

has-arms
has-neck-or-collar

white

brown

color-other-strong
varied-colors

dark

hard

soft

sweet

moves

indoors

in-kitchen

on-ground

on-surface
otherwise-supported
outdoors-in-city
in-country

found-woods
found-near-sea
found-near-streams
found-mountains
found-on-farms
found-in-public-buildings

35
36
37
38
39
40
41
42
43

45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67

found-in-transport
found-in-factories
surface-of-body
above-waist

natural

mammal

bird

wild

does-fly

does-swim

does-run

living

carnivore

plant

made-of -metal
made-of-liquid

made-of -other-nonliving
got-from-plants
got-from-animals
pleasant

unpl easant

dangerous

man-made

container
for-eating-drinking
for-wearing

for-other
for-lunch-dinner
particul arly-assoc-child
particul arly-assoc-adult
used-for-games-or-recreation
human

femae

68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98

positive

negative
no-magnitude
small

large
measurement
superordinate
true

fiction
information
action

State

has-duration
unchanging
involves-change
temporary
time-before
future-potential
relates-event
relates-location
relates-money

rel ates-possession
relates-work

rel ates-power

rel ates-reciprocation
rel ates-request

rel ates-interpersonal
quality-difficulty
quality-organized
quality-bravery
quality-sensitivity

76

Table 5.2: The 98 semantic features and their assignment to the concrete and abstract words.
Features 1-67 are based on the semantic features used by H& S. Features 68-98 are additional
features required to make distinctions among abstract words. The ordering of the features, and
in particular, the separation of concrete and abstract features, is irrelevant to the operation of the

network.
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TART
TENT
FACE
LDEER
COAT
GRIM
LOCK
ROPE
HARE
LASS
FLAH
HIND
WAYE
FLEA
STAR
REED
LOaM
CASE
FLAG
FOST
TACT
RENT
FACT
DEED
CasT
GAIN
LACK
ROLE
HIRE
LOS5
FLAM
HINT
WAGE
FLEA
STAY
NEED
LOAM
EASE
FLAW
FAST

Figure5.1: The assignment of semantic featuresto words.
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Figure 5.2: The similarity matrix for the semantic representations of words.
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Figure 5.3: The network for mapping orthography to phonology via semantics. The additional
recurrent connections at the intermediate and clean-up layersin the output network were intended
to facilitate the development of strong phonological attractors.

qualitativedistinctionsabout the rel ationshi ps between word meanings—namely, that ssimilar words
(e.g. LACK and LOsS) have similar representations, and that there isa systematic difference between
the semantics of concrete and abstract words that reflects their relative ease-of -predication.

A network that maps from orthography to phonology via semantics will be developed incre-
mentally, as for the networks described in Section 3. An “input” network, analogous to the H& S
model, will be trained to map from orthography to semantics. A similarly structured “output”
network will be trained separately to map from semantics to phonology. These two networks will
then be combined into the complete network, shown in Figure 5.3.

5.3 Mapping orthography to semantics

The task of the input network is to generate the semantics of each word from its orthography.
Orthography is represented using the same eight feature distributed code used previoudy (see
Figure 3.1, p. 40). The architecture of the input network, shown in the bottom half of Figure 5.3, is
broadly similar to the H& S network except that it has (1) full rather than partial (25%) connectivity
density, (2) fewer intermediate units (10 vs. 40) and clean-up units (10 vs. 60), (3) no interconnec-
tions among semantic units, and (4) afeedback pathway from the semantic unitsto theintermediate
units. Inthissense it is something of a hybrid of the 10-15d and 40-40fb networks. The general
motivation for these changes was to encourage the network to devel op stronger semantic attractors
while keeping the number of connections reasonable.

Theinput network was trained with back-propagation to activate the appropriate semantic units
for aword when presented with the word's orthography corrupted by independent gaussian noise
with mean 0.0 and standard deviation 0.1. After 4700 sweeps through the training set, the state of
each semantic unit was accurate to within 0.1 over the last three of eight iterations for each word.
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5.4 Mapping semantics to phonology

The introduction to Section 2 presents a number of reasons why is is important to develop an
output network to replace the H& S response criteria. The central concern in that section was on
demonstrating the validity of the criteria as approximations to the behavior of an actual output
network. An even more pressing issue for the present purposes is that the criteria are insensitive
to the relative semantic and phonological discriminability of words. Any differences found in
performance on concrete and abstract words might smply be due to an inherent bias of the
response criteria. For this reason, it is essential that we develop a phonologica output network
that is equally effective for concrete and abstract words under normal operation. We are then
guaranteed that systematic differences observed under damage are due to properties of the network
rather than properties of an externa procedure for interpr eting the output.

The word set requires a somewhat more complicated phonological representation than the one
used for the H& S word set. Phonology is represented in terms of seven sets of position-specific,
mutually-exclusive phoneme units. These groups consist of three dots for phonemes from the
initial (onset) consonant cluster, one dot for the vowel, and three s ots for phonemes from the final
(coda) consonant cluster. Table 5.3 shows the allowable phonemes for each dot, and the resulting
phonological representation for each word. Each of the six consonant dots includes a unit for
the “null” phoneme in order to explicitly represent the absence of any phoneme at that slot in the
pronunciation of aword. Asaresult, the representation of every word has exactly one active unit
in each dot. A total of 66 phoneme units are required to represent the pronunciations of all 40
words.

The task of the output network isto generate the phonol ogical representation of each word from
its semantic representation. The architecture of this network, shown in the top half of Figure 5.3,
was designed to facilitate the development of strong phonological attractors. Each major pathway
shown has full connectivity density, and phoneme units in the same consonant (or vowel) cluster
arefully interconnected. This connectivity allowsunitswithin adlot to develop a“winner-take-all”
strategy while still cooperating with units in other slots within the same cluster. Coordination and
competition between clusters can only be accomplished viathe clean-up units.

In order to minimize the number of blends produced under damage, the output network was
trained in away that maximizes the strength of the attractorsit devel ops—no attempt was made to
simulate the development or mode of operation of the human speech production system. Specif-
icaly, the “direct” pathway (from semantics to phonology) was trained to produce the correct
phonemes of each word during the last two of five iterations when presented with its semantics
corrupted by gaussian noise with standard deviation 0.1. After about 3000 sweeps through the
training set, the activity of each phoneme unit was accurate to within 0.2 of its correct value for
each word. At thispoint, intra-phoneme connections and the clean-up pathway were added and the
amount of input noisewasincreased to 0.2. Inthisway the clean-up pathway |earned to compensate
for the limitations of the direct pathway when pressed by severely corrupted input.t’ The network
was trained to produce the correct phonemes over the last three of eight iterations to within 0.1
of their correct values. The amount of noise prevented the network from achieving this criterion
consistently, and after 18,000 training sweeps performance had ceased to improve. However, the

1"This procedure is slightly different than the one used to train the phonological output networks for the original
H& S stimuli (see Section 2.2.2), in which the direct and clean-up pathways were trained separately and then combined.
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TART /[-t-ar-t-/ TACT /-t-a-kt/

TENT /-t-ent -/ RENT /--rent -/
FACE /[-f -ai s--/ FacT /-f-a-kt/
DEER /- d-eer---/ |DEED /[/-d-ee-d-/
COAT /- k-o0a-t-/ costT /-k-o0ost -/
GRIN /-grin--/ GAIN /[/-g-ain--/
Lock /--1o0o-k-/ LACK /[/--1la-k-/
ROPE /- -roa-p-/ ROLE /- -roal - -/
HARE /- h-air---/ |HRE [-h-ire---/
LASS /- -1l as- -/ Loss /--1os- -/
FLAN /-fl an--/ PLAN /- pl an- -/

HND /- h-iend-/ HINT /-h-int-/
WAVE /- - wai - v-/ WAGE /- - wai -] -/

FLEA /[/-fl ee- - -/ PLEA /- pl ee- - -/
STAR /st -ar - - -/ STAY /st -ai -- -/
REED /- -ree-d-/ NEED /- n-ee-d-/
LOON /- -1 ewn- -/ LOAN /- -1 oan- -/
CASE /- k-ai s--/ EASE /- --eez- -/
FLAG /-fl a-g-/ AW /- f | aw- - -/

POST /- p-oast -/ PsT /- p-ast -/

Table 5.3: The phonemes allowed in each position, and their assignment to words. Inthetop table,
each of the seven rows constitutes a set of mutually-exclusive phonemes, and each of the three
blocks represents a consonant (or vowel) cluster. The letter(s) used to represent phonemes are not
from a standard phonemic a phabet but rather are intended to have more intuitive pronunciations.
A “- " stands for the “null” phoneme. The definitions are based on British pronunciations.
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Figure 5.4: Overall rates of correct response for lesions of increasing severity to each of the five
main sets of connections in the input network.

network easily satisfied the criterion for every word given uncorrupted input.

The output network was then combined with the input network to produce a network that maps
from orthography to phonology via semantics. In order to ensure that the output network would
operate appropriately with its input generated by the input network, the complete network was
given additional training at generating the correct phonol ogy of each word over thelast three of 14
iterations when given the uncorrupted orthography of the word. The weights of the input network
were not alowed to change during training to ensure that it continued to generate the correct
semantics of each word. Thisfinal training required less than 100 sweeps through the words.

5.5 Theeffects of lesions

After training, the complete network successfully derives the semantics and phonology of each
word when presented with its orthography. Each of the five main sets of connections in the
input network was subjected to lesions of a wide range of severity, in which a proportion of the
connections were chosen at random and removed. Fifty instances of each location and severity
of lesion were carried out, and correct, omission, and error responses were accumulated using
a criterion of 0.6 for the minimum phoneme response probability, as described in Section 2.1.4.
Figure 5.4 shows the overall correct performance of the network as a function of lesion severity.
In general, damage to the direct pathway (0=-I and I=-S) is more debilitating than damage to the
clean-up pathway (S=-C and C=-S).

In the following analyses we include data only from lesions producing overall correct perfor-
mance between 15-85%. We used a dightly wider range of correct performance for including
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Figure 5.5: Relative difference in correct performance between concrete and abstract words as
afunction of overall incorrect performance, for lesion locations and severities producing overall
correct performance between 15-85%. The dataare plotted in terms of incorrect rather than correct
performance to be consistent with data plotted as a function of lesion severity.

lesions than in previous experiments (20-80%) because some of the phenomena we are interested
in arise specifically in cases of severe impairment. Considering correct responses to concrete and
abstract words separately, there is a significant advantage for concrete words (52.7% correct) over
abstract words (45.0% correct, F'(1,2598) = 62.4, p < .001). For agiven lesion location and
severity, we define the relative difference in correct performance between concrete and abstract
wordsto be (C' — A)/(C + A), where C and A are the number of correct responses to concrete
and abstract words, respectively. This measure can range from +1—positive values reflect su-
perior performance on concrete words relative to abstract words. Figure 5.5 displays the relative
difference in correct performance between these two sets of words as a function of the overall
level of incorrect performance produced by each lesion location and severity. Two main resultsare
apparent from the figure. The first is that the advantage for concrete over abstract words overall
arises amost entirely from lesions to the direct pathway, where the majority (82.7%) of errors
are produced. The second, unexpected result is that severe lesions of the clean-up pathway, pro-
ducing the lowest levels of overal correct performance, result in the reverse advantage—abstract
words are responded to more accurately than concrete words (#'(1,49) > 22, p < .001 for each of
S=-€(0.5,0.7) and c=-5(0.5,0.7)). Thistype of lesion and pattern of performanceare consistent with
what is known about the concrete word dysexic, CAV (Warrington, 1981). His reading disorder
was quite severe initially, and he also showed an advantage for abstract words in picture-word
matching with auditory presentation, suggesting modality-independent damage at the level of the
semantic system.

Analyzing error responses, we tested whether responses tend to be more concrete than stimuli
by counting how often a stimulus and response were of the opposite type. Overall, abstract words
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Figure 5.6 Overall rates of each error type for concrete (con) and abstract (abs) words for each
lesion location (except S=-I lesions which produce virtually no explicit errors).

are over twice as likely to produce a concrete response than vice versa (33.4% vs. 15.6% of total
errors, F(1,2598) = 53.9, p < .001). Post hoc analyses for each lesion location and severity
showed asimilar pattern asfor correct performance: atendency for responses to be more concrete
for al lesions within the direct pathway, but the opposite tendency for severe lesions within the
semantic clean-up pathway.

Error responseswere categorized intermsof their visual and semantic similarity to the stimulus.
Words were considered visually similar if they overlapped in two or more letters—which corre-
sponds to the standard neuropsychological criterion—and semantically similar if their semantic
representations overlapped by at least 84% for concrete words and 95% for abstract words. The
definition of semantic similarity is more complicated because of the systematic differences be-
tween concrete and abstract semantics and because the semantic representations are not organized
into categories as in the H& S simulations. Note that two typical unrelated words have roughly
67% overlap if both are concrete and 91% if both are abstract. Thus the values of the semantic
relatedness criteria for concrete and abstract words are each approximately half way between the
corresponding expected value for unrelated word pairs of the same type and 100%.

Figure 5.6 shows the rates of each error type produced by each lesion location, for concrete
and abstract words separately. Also included in the figureis the distributions of each error type for
“chance’ error responses to chosen randomly from the word set in response to concrete or abstract
stimuli. Notice that the criteria for visual and semantic relatedness are quite stringent—al most
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85% of all possible stimulus-response pairs are unrelated. One consequence of thisis that only
four of the 190 pairs of abstract words are both visually and semantically related, and none of
the concrete pairs are. Thus concrete words cannot produce mixed visual-and-semantic errors.
Nonetheless, when errors to concrete and abstract words are taken together, the ratios of the rates
of each error type with that of “other” errorsisat least four times the chance valuefor every lesion
location. In fact, this aso holds for each word set separately, except for visual errors to abstract
words produced by clean-up lesions, where the ratios are only about twice the chance value, and
for S=-C lesions which produced no semantic errors to abstract words. Also, the rates of mixed
visual-and-semantic errors among the abstract words for al | lesion locations are at |east three times
the rates expected from the independent rates of visual and semantic errors. Thus, the network
replicates (on adifferent word set) the H& Sfinding of mixturesof error typesfor lesionsthroughout
the network, including purely visual errorsfor lesions entirely within the semantic clean-up system.
In addition, as with the networks trained on the original H& S word set, a number of the “other”
errors are actually of the visual-then-semantic type found in deep dydexia (e.g. PLAN = (flan) =
“tart”).

A comparison of error types for concrete and abstract words revealed that the proportion of
errorswhich arevisual ishigher for abstract words (41.4%vs. 36.4%, F'(1,1036) = 3.95, p < .05),
while the proportion of errors which are semantic is higher for concrete words (32.3% vs. 6.4%,
F(1,1036) = 155.1, p < .001). This effect ismost clearly shown in Figure 5.6 for lesions of the
direct pathway. As a measure of the “abstractness’ of the errors produced by a lesion, we used
the number of errorsto abstract words minus the number of errors to concrete words. Applying
this measure to visual and semantic errors separately reveals that visua errors are more abstract
than semantic errors (means 0.201 vs. —0.161 per lesion, F'(1,2598) = 85.0, p < .001). Finally,
for each pair of visually smilar words of contrasting types (e.g. TART and TACT), we compared
how often each word produced the other as an error. Overall, abstract words are more likely to
produce the paired visually similar concrete word as an error than vice versa (13.1% vs. 6.2% of
total errors, Wilcoxon signed-rankstest n = 520, 7 = 3.24, p < .001). Considering lesions to
the direct and clean-up pathways separately, the effect is quite pronounced for the direct pathway
(15.6% abs vs. 3.9% con, n = 220, Z = 6.16, p < .001) while lesions of the clean-up pathway
produce the opposite effect (0.0% abs vs. 23.8% con, n = 300, Z = 1.83, p < .05).

Overdl, the network successfully reproducesthe behavior of deep dydexics after lesionsto the
direct pathway, showing better correct performance for concrete over abstract words, a tendency
for error responses to be more concrete than stimuli, and a higher proportion of visua errorsin
response to abstract compared with concrete words. In contrast, severe lesions to the clean-up
pathway produce the reverse advantage for abstract words, quite similar to a patient with concrete
word dydexia.

5.6 Network analysis

The effects of abstractness on the performance of the network under damage can be understood in
the following way. As abstract words have fewer semantic features, they are less effective than
concrete words at engaging the semantic clean-up mechanism and must rely more heavily on the
direct pathway. Concretewordsareread better under lesionsto thispathway because of the stronger
semantic clean-up they receive. In addition, abstract wordsare morelikely to produce visua errors
astheinfluence of visual similarity isstrongest in thedirect pathway. Slight or moderate damageto
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Figure5.7: Thefinal states of the clean-up unitsfor concrete words (left) and abstract words(right).

the clean-up pathway impairs what little support abstract words receive from this system, but also
impairs concrete words, producing no relative difference. Under severe damage to this pathway,
the processing of most concrete words is impaired but many abstract words can be read solely by
the direct pathway, producing an advantage of abstract over concrete wordsin correct performance.

In order to provide more direct evidence for this interpretation, we examined a number of
aspects of the operation of the undamaged network. One measure that should be particularly
informative is the similarity of concrete and abstract word representations at different times and
locations in the network with their fina semantic representations. One hypothesis is that, if
abstract words rely more heavily on the direct pathway and less on the clean-up pathway, their
representations should be more semantically organized than those of concrete words prior to the
influence of semantic clean-up. However, this was found not to be the case: concrete words are
consistently more semantically organized than abstract words. Nonetheless, there is evidence that
the clean-up pathway is particularly important in processing concrete words. Figure 5.7 presents
the final clean-up representations of each word, with concrete words on the left and abstract words
on the right. The representations for concrete words are far more “binary” than those for abstract
words. When processing a concrete word, most clean-up units receive strong input (positive or
negative) from semantics and are driven into astate near O or 1. In contrast, clean-up unitsreceive
relatively weak input from semantics when processing an abstract word, and so tend toremainin a
state near 0.5. In thissense, the clean-up units play less of arolein generating the correct semantics
of abstract words than they do for concrete words.
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5.7 Summary

The range of empirical phenomena addressed by H& S was quite limited, in part because of
limitations of the original model, but also in part because the restricted definition of the task of
reading via meaning they used precluded consideration of many aspects of deep dydexic reading
behavior. Thesmulationsin thissection servetoreplicatetheoriginal findingsof the co-occurrence
of error types using a different word set, but more importantly to extend the empirical adequacy
of the approach to include the effects of abstractness in deep dysexia and its interactions with
visual influencesin errors. Our explanation for these effects hinges on the claim that the semantic
representations of abstract words are composed of far fewer features than those of concrete words.
This difference causes the direct and clean-up pathways of the network to become differentially
important in processing each type of word through the course of learning, and is thus reflected
in the behavior of the network under damage. The explanation has some similarities to those
previoudy offered for the interaction between effects of abstractness and visual similarity (e.g.
Morton & Patterson, 1980; Shallice & Warrington, 1980) but these were essentially ad hoc verbal
extrapolations from cascade notions unrelated to other aspects of the syndrome, without even
a principled account of the abstract/concrete difference. The present account is supported by a
simulation, islinked to explanations of other aspects of the syndrome, and offers the possibility of
also addressing concrete word dyslexia.
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6 General discussion

Connectionist networks would appear a priori to be an appropriate formalism within which to
develop computational models of neuropsychological disorders. Although the specific relationship
between these networks and neurobiology is far from clear (Sginowski et al., 1989; Smolensky,
1988), the belief that representation and computation in these networks directly resembles neura
computation at somelevel remainsone of their strongest attractions. Infact, the degreeto whichthe
behavior of connectionist networks after damage resembles that of neurological patients supports
the claim that the apparent similarity is, in fact, substantial.

Connectionist modeling is most interesting when the formalism significantly contributes to a
natural explanation for empirical phenomenathat are counterintuitive when viewed within other
formalisms. In the paper, we focus on deep dysexia, a neurobehaviora disorder in which patients
exhibit awidevariety of symptomsin oral reading and rel ated tasks, the most notabl e being the pro-
duction of semantic errors. Whilethe syndrome can certainly be described in terms of impairments
within traditional “box-and-arrow” information-processing models of reading, such accounts offer
little in the way of underlying principles that explain why such a diverse set of symptoms should
co-occur invirtually all known patients who make semantic errors. Hinton & Shallice (1991) offer
a connectionist account in which the central aspects of deep dyslexia—the existence of semantic
errors and their co-occurrence with visual and mixed visual -and-semantic errors—arise naturally
as a result of damage to a network that builds attractors in mapping orthography to semantics.
While the approach has the advantage over traditional models of being far more computationally
explicit, it has the limitation that there is little understanding of the underlying principles of the
model which give rise to its behavior under damage. The current research involves a set of con-
nectionist simulation experiments aimed both at devel oping our understanding of these principles,
and at extending the empirical adequacy of the approach on the basis of this understanding. The
results demonstrate the usefulness of a connectionist approach to understanding deep dyslexiain
particular, and the viability of connectionist neuropsychology in general.

In thisfinal section, we begin by discussing computational issues, focusing on the relationship
between our work and other modeling efforts, and the nature of the principles that underly the
ability of networks to reproduce the characteristics of deep dydexia. We then turn to empirical
considerations, evaluating the degree to which these computational principles account for the full
range of patient behavior. The relationship between the current approach and other theoretical
accounts of deep dydexia is considered next. We conclude by considering more general issues
regarding the impact of connectionist modeling in neuropsychology.

6.1 Computational generality

Most connectionist effortsin modeling acquired dydexia(e.g. Mozer & Behrmann, 1990; Patterson
et al., 1990) havefollowed the standard approach in cognitive neuropsychol ogy of using aparticul ar
model of normal reading to account for disorders of reading as a result of damage. In contrast,
H& S never intended their model to be anything but the coarsest approximation to the mechanism
by which normal subjects derive the meanings of words. Rather, their network was intended to
embody particular computational principles, involving distributed representations and attractors,
that were claimed to underly the effects seen in patients. In this way, the H& S model was put
forth as representative of a wide class of models, all of which share the same basic principles but
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differ in other respects, and al of which, it wasimplicitly claimed, would show the characteristics
of deep dydexia under damage. However, H& S did not demonstrate that models which lacked
the properties they claimed were central would not show the characteristics of deep dysexia, nor
did they investigate the actual nature and scope of the class of models that would. The present
research isaimed, in part, at clarifying exactly what aspects of the origina model are responsible
for its similarity under damage to deep dydexic patients, and what aspects are less central. To
this end, simulations were carried out that explored the implications of each of the magjor design
decisions that went into the H& S model: the definition of the task including the representation of
the orthographic input and semantic output, the specification of network architecture, the use of a
particul ar training procedure, and the means by which the performance of the network is eval uated.

6.1.1 Response generation

From a purely computational point of view the current simulations represent an advance over
related work in some respects. The most important of these is the development of networks that
generate explicit phonological responses without the use of a best-match procedure. Connectionist
networks typically produce as output patterns of activity—that is, vectors of real numbers—in
response to input. When using a network to model the reading behavior of normal or impaired
subjects, what is compared with subject behavior is not the behavior of the network per se, but the
behavior of the network together with a procedure for interpreting vectors of real numbers as overt
responses. When the two together behave similarly to subjects, it is typically the network alone
that is put forward as the explanation. However, there is always the issue of the extent to which
the results depend on characteristics of the interpretation procedure. For this reason, if we wish
to ascribe the modeling success to properties of the network, it isimportant that the interpretation
procedure be neutral with respect to the observed effects and be as ssimple as possible.

M ost connectionist modeling work, including H& S, uses abest-match interpretation procedure,
in which the output of the network is compared with all of the outputs it has been trained to
produce, with the nearest one being selected as the overt response. These comparisons require a
significant amount of knowledge about the task and can be rather involved—in fact, the ability
of connectionist networks themselves to perform a best-match (categorization) operation is often
put forward as a significant strength of the approach. The use of asimple error score (Seidenberg
& McCleland, 1989) has the same failing as it requires knowledge of the correct response. The
problem is particularly acute when a distributed output representation is used. A best-match
procedure hides much of the difficulty of deciding on one of the 2" possible binary responses
over n output units given limited training data. 1n this way, the production of legal but unfamiliar
and inappropriate responses, such as “blends,” goes unnoticed—but avoiding the problem by
sidestepping the difficulty of generating a coherent response in a distributed representation is far
from satisfactory.

Our procedure for interpreting phonologica output does not require any knowledge about the
particular words on which the network has been trained. However, it does embody phonological
knowledge about what constitutes alegal pronunciation. Sincethe set of legal pronunciationsisfar
greater than the set of familiar ones, our interpretation procedure involves many fewer constraints,
and hence much less knowledge, than one based on the training set. In fact, the DBM results
showing the lack of importance of a probability criterion for individual phonemes suggests that
very simple phonological knowledge—one phoneme active in each position—suffices.
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6.1.2 Theimportanceof attractors

The main empirical result of the smulation experimentsis clear: the co-occurrence of semantic,
visual, and mixed visual-and-semantic errors after unitary lesions is not due to any idiosyncratic
characteristics of the original H& S network. Rather, it isremarkably general, perhaps disturbingly
SO (see Section 6.5 below). In addition to holding for different lesion locations, as H& S found, it
also holds for networks with different architectures, using different output systems, trained with
different learning procedures, and performing different versions of the task. These results were
shown not to be due to idiosyncratic effects of particular words, or of our procedure of averaging
results over different instances of lesion. The generadlity of the effects argues against the possible
criticism (e.g. Massaro, 1988) that the original resultswere due to the sophisticated mani pul ation of
parameters that could have produced any observed phenomenon. Clearly the results do not depend
on the detailed aspects of the model that were under the direct control of the experimenters.

However, if the co-occurrence of error types held under all conditions, we still could not infer
what principles are responsible for them. In fact, among the simulations that were run, there were
some conditions under which the mixture of error types did not occur. The most basic of theseis
where there are no attractors downstream from alesion to provide clean-up. Thiswas observed for
I=-S lesionsin the 40-80i network, and for lesions to the phonological clean-up pathway in both
of the output networks (with and without intra-phoneme connections). Under these conditions,
the networks produced virtually no explicit error responses, even though correct performance may
still be reasonable. Furthermore, the strong correlation between correct rate and explicit error
rate across al of the simulation conditions demonstrates that the processes that underly correct
performancein the normal network—attractors—are also responsible for the error responsesin the
damaged network. This provides strong evidence for H& S's claim that attractors are essentia to
produce the effects observed in their network.

While the existence of the various error types held across a wide variety of conditions, their
guantitativedistribution varied considerably over lesionsin different locationsin different networks.
There were general trends of higher proportions of visual errorsfor lesions near orthography, and
higher proportions of semantic errors for lesions near or within semantics. In fact, some lesions
within semantics produced virtually no purely visua errors, although semantic and mixed visual-
and-semantic errors still occurred (e.g. C=-S lesionsin the replication of the H& S network and the
40-60 and 10-15d networks, when using the response criteria). Inthisway, the systematic variation
of proportionsof error typesin the model offersthe possibility of accounting for similar systematic
differences observed in patients (e.g. “input,” “central,” and “output” deep dydexics, Friedman &
Perlman, 1982; Shallice & Warrington, 1980) while still demonstrating the basic commonalities of
all of these patients (see Section 6.2.1 below).

One effect observed by H& S that appears to be less general is that of higher rates of mixed
visual-and-semantic errors than predicted by the independent rates of visual errors and semantic
errors. When the pressure to build strong attractors was increased by training with noisy input,
this effect was observed only in networksin which the intermediate units between orthography and
semantics wereinvolved in devel oping attractors (i.e. the 40-80i, 80fb, and 40-40fb networks). The
mixed rate was not higher than predicted in networks in which the attractors operated separately
from, and subsequently to, the direct access of semantics from orthography (i.e. the 40-60 and
10-15d networks). To the degree that patients exhibit a sufficiently high rate of mixed visual-and-
semantic errors, the results place constraints on the natur e of network architecturesthat can account
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for these effects. The non-generality of this effect also emphasizes the necessity of exploring a
range of models that vary systematically from a particular model that shows some effect. It is
difficult to determine which empirical results are robust and which are not on the basis of intuitions
alone.

A potentia limitation of the original H& S work that has not been addressed in subsequent
simulations is the possible effects of using such a small training set. Although we demonstrated
that the basic effects hold for two separate word sets—the original set and the abstract/concrete
set—Dboth sets contain only 40 words. The question arises as to whether the results are strongly
biased by this limitation. In fact, Seidenberg & McClelland (1990) have argued that many of
the limitations of their model are due to the fact that it was only trained on about 2900 words.
However, there are significant differences between the tasks that the two models perform that
provide reasonable justification for the reliability of effects produced in the current networks with
only 40 words. Mapping directly from orthography to phonology involves learning stetistical
relationships among mappings that can then be applied to novel inputsin reasonable ways. Thus,
alarge number of training cases are required to estimate these statistics reliably, and performance
would be expected to improve with alarger training set. In contrast, mapping from orthography
to semantics involves overcoming statistical regularities, since visual similarity is not predictive
of semantic similarity. It istrue that a small training set limits the range of similarity that can be
expressed within orthography or semantics, but it isunlikely to fundamental ly alter the nature of the
mapping between them. Thus the small size of the word sets prevented us from investigating the
effects of variables such as frequency and syntactic class that are known to significantly influence
deep dydexic reading, and these issues remain open for future research. However, the basic
findings of mixtures of error types would still hold if amuch larger set of words were used.

On the basis of the current ssmulations, we therefore put forward a hypothesis on the properties
of asystem that giverise to the following central characteristics of deep dydexia.

1. Semantic, visual, mixed visual-and-semantic, visual-then-semantic, and other (unrelated)
errors occur;

2. Concrete words are read better than abstract words;

3. Visua errors (i) tend to have responses that are more concrete than the stimuli, (ii) occur
more frequently on abstract than concrete words, and (iii) have stimuli that are are more
abstract than for semantic errors.

We claim that these characteristics generally occur if a system with the following properties is
lesioned.

1. Orthographic and semantic representations are distributed over separate groups of units,
such that similar patterns represent similar words in each domain, but similarity is unrelated
between domains,

2. Connection weights are learned by a procedure for performing gradient descent in some
measure of performance on the task of mapping orthography to semantics;

3. Mapping orthography to semantics is accomplished through the operation of attractors,

4. The semantic representations of concrete words are much “richer” than those of abstract
words (i.e. contain considerably more consistently accessed features).
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One proviso of this hypothesisis that the lesion does not directly affect any connections primarily
concerned with implementing the attractors (e.g. the clean-up pathway).

6.2 Empirical adequacy
6.2.1 Extensionsof theHinton & Shalliceresults

The H& S simulation was concerned with only some of the properties of deep dyslexia. A major
strand of the current investigation was to explore whether other characteristics of the disorder
would also be observed when a connectionist network that mapped orthographic to semantic
representations was lesioned.

Three issues were specifically addressed: the effects of abstractness/concreteness, how confi-
dencerelatesto error type, andlexical decision. Informationrelevant to afourth issue—visual-then-
semantic errors—came to light in the course of the study. A fifth issue—the different subvarieties
of deep dydexia—wasindirectly confronted when the problem of generating alexical phonological
output was tackled. It should be noted, though, that our investigations of these five issues were
not carried out with the same wide range of simulations as was done with regard to the more basic
effects.

Effects of abstractness In the simulation described in Section 5, an additional assumption was
made, following Gentner (1981) and Jones (1985), that concrete nouns have a “richer” semantic
representation than do other words. Specifically, the number of dimensions on which the semantic
representation of aword has a specific value independent of the values it has on other dimensions,
and across different contexts, is assumed to be greater for concrete nouns than for other words.
This corresponds in our model to concrete nouns having more semantic features than do abstract
nouns.

When this assumption is made, lesions to the direct pathway of the input network lead to an
advantage in correct performance for concrete over abstract words. In further experiments not
reported in this paper, lesions to the output network also resulted in better correct performance
on concrete vs. abstract words, although the difference was not as large as for input lesions. It
appears that the greater number of active semantic features gives the clean-up circuit more raw
material on which to work, alowing stronger attractors to be built. This fits with the suggestion
of Funnell & Allport (1987) that “certain classes of words evoke cognitive representations that are
themselves relatively autonomous (strongly auto-associated) and therefore form relatively stable
cognitive structures.” (p. 396). The magnitude of the effect in the network is not quite as large as
that shown in some deep dydexic patients, where patients such as DE (Patterson & Marcel, 1977)
and KF (Shallice & Warrington, 1975) can show a(C' — A)/(C + A) ratio of 0.75 or 0.68 (where
(' and A are the correct rates on concrete and abstract words, respectively). Vaues approaching
0.5 were the largest obtained in the smulation, but a quantitative difference of this sort is not
unexpected given the great differencein scale between the model and the human cognitive system.

More surprising than the mere existence of an abstract/concrete effect isthefact that it interacts
with the occurrence of visual errorsin a similar way to that found in most deep dydexic patients
in whom it has been investigated. After lesionsto the direct route in the network, visual errorson
average occur on more abstract words than do semantic errors, and the responses of visual errors
tend to be more concrete than the stimuli. The one patient who differed in this respect was GR
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(Barry & Richardson, 1988). Likethesimulation, GR produced visual errorsmuch morefrequently
on abstract words, but the stimuli producing visual errorsand semantic errorswere roughly equally
concrete. However, GR made semantic errors in matching spoken as well as written words to
pictures (Newcombe & Marshall, 1980). His impairment would therefore seem to involve the
semantic system itself, which, when lesioned, might be expected to give rise to ahigher number of
semantic errors, even for concrete words.

Better performance in reading concrete than abstract words is not aways found in acquired
dydexic patients. Warrington (1981) reported a patient, CAV, who read abstract words significantly
better than concrete words, although the difference (55% vs. 36%) was not as dramatic as the
complementary contrast found in certain deep dyslexic patients. The apparent double dissociation
of concrete vs. abstract word reading between CAV and deep dydexics is difficult to account
for without resorting to the rather extreme position that the semantics for concrete and abstract
words are neuroanatomically separate (Shallice & Warrington, 1975). The ssimulation provides an
alternative explanation. Severelesionsto the clean-up pathway lead to an abstract word superiority
which is, though, smaller than the concrete word advantage obtained from lesions to the direct
pathway.

The difference between our explanation and Shallice & Warrington's is subtle but important.
Sinceinour smulationsweallow damagetoimpair thedirect and clean-up pathwaysindependently,
we are implicitly assuming that these pathways are neuroanatomically separate. However, it is not
the case that the direct pathway processes abstract semanti cs while the clean-up pathway processes
concrete semantics. The entire network is involved in generating the semantics of both concrete
and abstract words. Rather, the direct and clean-up pathways serve different computational roles
in this process, and these roles are differentially important for reading these two classes of words.
Asin Shallice & Warrington's account, the dissociations arises from the selective impairment of
a specialized process, but the specialization is not in terms of the surface distinction (i.e. concrete
vs. abstract words) but rather in terms of underlying representational and computational principles
(e.g. theinfluence of differing number of semantic features on the development of attractors).

The fact that the model is consistent both with patients showing a concrete word advantage and
with patients showing an abstract word advantage may suggest to some readers that the model is
underconstrained by the data. There are three possible replies. First, overal, both patients and the
model show a concrete word superiority. Second, for both types of superiority, the model predicts
that visual error responses will tend to come from the class of wordsthat are read more accurately.
Aspredicted, CAV’svisual error responses were more abstract than the stimuli (Warrington, 1981).
Finally, the model predicts that the complementary patterns would differ on other characteristics,
corresponding to the different effects of direct vs. clean-up pathway lesions. CAV aso showed an
advantage in matching auditorily-presented words with pictures, suggesting modality-independent
damage at the level of the semantic system.'® Thus, there are additional aspects of our simulation
that counter the challenge that it is underconstrained. However, given the uniqueness of concrete
word dyslexia in CAV, its occurrence in the model should be considered suggestive rather than
conclusive.

18]t should be noted that CAV made virtually no semantic errors. However, as he read 20% of nonsense syllables
when he could read only 28% of words, it seems entirely possible that he could edit out semantic errors by using
phonological mediation.
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Confidence judgments Section 4 examined the relative confidence with which visual and se-
mantic errors are produced. Two analogues for confidence wer e developed in the DBM: the speed
of settling, measured in terms of the number of iterations, and the “goodness’ of the resulting
representation, measured in terms of the energy in different parts of the network. Using both
measures, visual errors were produced with more confidence than semantic errors, as has been
observed in three deep dydexic patients by Patterson (1978) and Kapur & Perl (1978), although
the differences were small.*®

Lexical decison Coltheart (1980a) in his review rates lexical decison as being “surprisingly
good” in nine patients, but most of the evidence is based on persona communication. The
published results that are cited pertain only to two of the more recently described patients (DE,
PW; Patterson, 1979). Lexical decision was not rated “surprisingly good” in three patients, JR
(Saffran, personal communication), PS (Shallice & Coughlan, 1980), and AR (Warrington &
Shallice, 1979).2° Moreover, our attempts to demonstrate preserved lexical decision performance
in alesioned network have also been somewhat indeterminate. In an early investigation, Hinton
& Shallice (1989) defined a “yes’ response in lexical decision in the network by using a lower
value of the proximity criterion than required for explicit naming (0.7, down from 0.8) and no gap
criterion. Thisproceduredid not result inrelatively preserved lexical decision for wordsthat could
not be read. However, this effect was obtained in the present investigation (see Section 4.3) when
aprocedure similar to that employed by Seidenberg & McClelland (1989) was used with the DBM
network. According to this procedure, letter strings are given a“yes’ response in lexical decision
when they can be “re-created” on the basis of orthographic and semantic knowledge. For words
that could not be read, thisyielded a d’ value (1.94) of the same sort of range as that found in DE
(1.74; Patterson, 1979). While these more recent results are promising, it should be kept in mind
that aspects of the simulations—in particular, the definition of the task of lexical decision—aretoo
unconstrained for the simulationsto constitute a compl etely adequate characterization of preserved
lexical decision in deep dydexic patients.

Visual-then-semanticerrors A phenomenon that was not specifically investigated is the occur-
rence of visual-then-semantic errorsin deep dysexia (e.g. SYMPATHY = “orchestra’, presumably
mediated by symphony; Marshall & Newcombe, 1966) These are generally thought of as a visual
error followed by asemantic error (Coltheart, 1980a), which presumably impliesthat two different
impairments are involved. The present simulations provide a more parsimonious explanation,
as the errors can arise when only a single set of connectionsis lesioned. They were observed
unexpectedly using both the original H& S word set (Section 3.8) and the abstract/concrete word
set (Section 5.5). The mechanism by which they arise is most clearly seen in the case where the
network includes an output system. A lesion to the input system can produce a semantic represen-
tation very close to that of a word visualy related to the stimulus. However, the attractors in the
output system may map this slightly inaccurate semantic activity onto the phonology of asemantic
neighbor of thisvisualy related word rather than the phonology of the word itself. It isthe normal

19A somewhat different pattern of findings on GR (Newcombe & Marshall, 1980) is not based on an adequate
amount of data

20AR differs from prototypical deep dyslexia patientsin anumber of ways (see Coltheart, 1980a). Also, hislexica
decision was assessed in an unusual fashion.
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operation of the output system that produces the semantic part of the visual-then-semantic error.

Subvarieties of deep dyslexia The final empirical issue addressed by the present investigation
of deep dydexiaisthat it can arisein a number of forms. In some patients, such as VS (Saffran &
Marin, 1977) and GR (Patterson, personal communication), comprehension performance is very
similar for auditory word presentation as for visual. If a unitary impairment is assumed, then it
must lie at or beyond thelevel of the semantic system. On the other hand, patientslike PS (Shallice
& Coughlan, 1980) and KF (Shallice & Warrington, 1980) were much better at comprehending
spoken than written words, suggesting an earlier locus of impairment, between orthography and
semantics. This contrast has led to the assumption that deep dyslexia can exist in two or more
forms, with theimpairment primarily involving input pathwaysin one case, and output pathwaysin
the other (Friedman & Perlman, 1982; Shallice & Warrington, 1980). However, it remained totally
unexplained why the two loci of impairment should give rise to a qualitatively similar pattern of
errors.

The current ssimulations provide a simple explanation. When an output system was added to
the model, and alesion was made to either the first or second set of connectionswithin this system,
the resulting error pattern was qualitatively similar to the one obtained after input lesions (see
Section 2.4). Indeed, qualitatively equivalent error patterns arise in the simulations from lesions
to any stage aong the semantic route, from the first set of connections after the graphemic unitsto
the last set before the phonemic units.

6.2.2 Remaining empirical issues

No evidence was obtained relating to certain aspects of the deep dyslexia symptom-complex.
Some of these—derivational errors, and part-of-speech eff ects—can be accounted for by natural
extrapolations from the current results. The Situation isless clear for others: associative semantic
errors, patients who make no visual errors, and the relation with impairments in writing (deep
agraphia). We consider each of these in turn.

Derivational errors Deep dydexic patients often make “derivational” errors, giving a response
that isadifferent inflectional or derivational form of the stimulus (e.g. HITTING = “hit”). Sincethe
word sets and orthographic representations we have used do not involve inflections, we could not
have directly reproduced this type of error in our smulations. However, derivational errors can be
considered to be one variety of mixed visua-and-semantic error, as they almost always have both
avisual and a semantic relation to the stimulus. Therefore, above-chance rates of such errors are
to be expected given the rates of mixed errors produced in the smulations. This is not to deny
that the representations of inflectional or derivational formsof aword are related in a specia way,
unlike other visually or semantically related sets of words (Patterson, 1978; 1980)—only to point
out that the occurrence of derivational errorsin deep dysexia can be explained without such an
assumption (see also Funnell, 1987).

Part-of-speech effects In general, deep dysexics read nouns better than adjectives, adjectives
better than verbs, and verbs better than function words. Both the H& S word set and the ab-
stract/concrete word set contain only nouns. However, Jones (1985) showed that ordering words
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in term of ease-of-predication results in the same overall rank ordering of syntactic classes. In
addition, Barry & Richardson (1988) found that part-of-speech had no effect on the reading per-
formance of GR when concreteness, frequency, and “associative difficulty” (closely related to
ease-of -predi cation) were statistically controlled. 1n the abstract/concrete simulations, we reflected
the ease-of -predication of aword in termsof the number of activefeaturesin its semantic represen-
tation, and found that concrete words, with greater ease-of -predication, are read better than abstract
words. It would seem appropriate to give different parts-of -speech semantic representations in
which the average number of features varied in a similar fashion. By analogy with the effects
found with the abstract/concrete word set, one would expect that damage to the main part of the
network would result in the same rank order of correct performance, with nouns > adjectives >
verbs > function words. Thus the approach taken in the ssimulations seems likely to produce the
part-of-speech effectsfound in deep dyslexia (also see Marin et d., 1976).

Associative semantic errors Coltheart (1980c) argued that two types of semantic errors occur
in deep dydexia: a shared-feature type, and an associative type. I1n the present smulations, only
the shared-feature type was formally investigated. Comparing Tables 6.1 and 6.2 of Coltheart
(pp. 147-148, aso see the error corporain Appendix 2 of Coltheart et a., 1980), thistype appears
to be the larger group, and over haf of those held to be associative by Coltheart appear to have
visual (V) or shared-feature (SF) characteristics aswell.?! In some errors, however, the associative
aspect completely dominates (e.g. FREE = “enterprise’, STAGE = “coach”). Could a network
produce such errors?

Notice that words with an associative relationship often follow one another in spoken and
written language. In the course of norma fluent reading, the system must quickly move from
the representation of one word to the next. Suppose that the system must start from the attractor
of the current word, or at least is biased towards it, when beginning to process the next word.
For word pairs that frequently follow each other (e.g. WRIST WATCH), the network will learn to
lower the energy boundary between the attractor basins for the two words so that the transition
can be accomplished more easily (see Elman, 1990, for related discussion).?? Thislower boundary
would be more easily corrupted or lost under damage than the boundaries between basins for other
word pairs. As aresult, presentation of the first word would become more likely to settle into
the attractor for the second word, resulting in an associati ve semantic error. This explanation aso
predicts that the reverse ordering should also become more likely as an error, which is found in
patients (e.g. DIAL = “sun” and CONE = “ice-cream”; Coltheart, 1980c).?® Of course, these errors
would become even more likely if the two words shared any visual or semantic features.

2LANTIQUE = “vase” (SF), NEXT = “exit” (V), PALE = “al€” (V), COMFORT = “blanket” (SF), IDEAL = “milk”
(SF), THERMOS = “flask” (SF), INCOME = “tax” (SF), MOTOR = “car” (SF), BRING = “towards’ (SF), POSTAGE =
“stamps’ (SF), WEAR = “clothes’ (SF), sTY = “pig” (SF), BLOWING = “wind” (SF), SHINING = “sun” (SF), CONE
= “ice-cream” (SF).

22This explanation does not imply that sequences of interpretationsare caused by temporarily adjusting the energy
boundaries between them, but only that an effect of learning sequences would be to lower the boundaries between
frequent transitions.

23Both directions of an associative error need not be equally likely after damage, because there can be differences
in the pathsthat the network followsin state space, settling fromtheinitia pattern for oneword to thefinal pattern for
the other.
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Patientswho makenovisual errors A major contribution of the current connectionist approach
to deep dydexiais the ubiquitous co-occurrence of visual, semantic, mixed visual-and-semantic
errors when an attractor network that maps orthography to semantics islesioned. Thus, possibly
the strongest empirical challenge to the current account is the existence of three patients who make
semantic and derivational errorsin reading, but no purely visual errors (KE, Hillis et al., 1990;
RGB and HW, Caramazza & Hillis, 1990). KE made semantic errorsin all other lexical processing
tasks as well (e.g. writing to dictation, spoken and written picture-word matching), suggesting
damage within the semantic system. In contrast, RGB and HW made semantic errorsonly in tasks
requiring a spoken response, suggesting damage in the output system after semantics. While a
number of the network architectures we examined in Section 3 produced no visual errorswith some
types of clean-up damage when the response criteria were used (e.g. 40-60 C=-S lesions; 80fb
S=-1 lesons), al of the networks produced visual/phonological errors for every lesion location
when an output system was used. The primary motivation for developing an output system was to
obtain an unbiased procedure for generating explicit responses from semantic activity, rather than
to model the human speech production system per se. In fact, there are many waysin which it is
clearly inadequate for the latter purpose (cf. Dell, 1986; 1988; Levelt, 1989). However, we have
considered the pattern of errors produced by |esioning the output network as helping to explain the
existence of an output form of deep dyslexia. Therefore, we can hardly argue that the deficits of
RGB and HW, much less KE, are outside the scope of the model.

Asfar as patient KE is concerned, theinitial report on word reading refersto most errors being
semantic, but remaining errors include phonologically and/or visually related ones. Such errors
only amounted to 1.4% of all non-correct responses in the main experiments reported. However,
these experimentsinvolved the presentation of a considerable number of items (e.g. 14) from each
of anumber of categories(4 or 10), with each item presented i n anumber of different tasks (e.g. 5).
Thus, itemsin a small set of categories were repeatedly presented. It seems likely that KE would
learn the categories and use this to limit the number of visual responses, as these would tend not
to fall in one of the categories. In any case, the experimental context was clearly different from
the standard one where the deep dysdexic reading pattern is reported. In addition, a considerable
number of mixed errors seem to occur, but thisis not analyzed in the paper. In the baseline testing
situation where aword set which contained avariety of types of word was used (the Johns Hopkins
battery), KE is reported as making some errors "phonologically and/or visualy related " to the
target.

There appear to betwo very different waysin which the absence of visual/phonological errorsin
RGB and HW can be explained. Thefirst concernsthe strategy used by the patient. Deep dyslexic
patients at times produce a circumlocutory response—they describe the meaning of the word rather
than attempting to read it aloud. However, in general, such responses form only a small part of
the deep dydexic’soutput (e.g. GR, DE). In contrast, both RGB and HW produce many responses
which are described as “definitions’ of the words they are trying to read (21% and 28% of all
non-correct responses, respectively). Caramazza & Hillis (1990) report that, in repetition tasks,
RGB produced many circumlocutions, while HW often followed her errors with the comment, “I
can’'t say what you said but that istheidea.” Moreover, HW’s semantic errorsin reading or naming
were often followed by adefinition, asin her response to a picture of grapes: “wine...but that’s not
what itis, it'swhat youdowithit....” Asthe patientswere clearly frequently trying to communicate
that they understood the word, it seems quite plausible that any potentia visual/phonological error
(that would not be sense-preserving) would be edited out prior to articulation. After al, it is
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convincingly demonstrated that semantic access from the written word was unimpaired in both
patients. Semantic errors, on the other hand, would be more difficult to detect as errors at the
semantic level and could, in fact, serve as an approximation to the meaning for communication
purposes.

Alternatively, the lack of visual/phonologica errors in a few patients may be explained by
individual differences in the effects of qualitatively equivalent lesions in connectionist networks.
Thereported simulation results are the sum of anumber (typi cally 20) of random samples of agiven
lesion type. In anetwork, qualitatively and quantitatively equivalent lesions, such as instances of
0=1(0.3), have quantitatively different effects depending on the particular connections removed
(also see Patterson et al., 1990). The reported results are means of distributions—the patients who
make no visual/phonological errors may correspond to the tail of one of the distributions.?*

Neither of these solutions to the problem posed to our modeling work by the two patients
of Caramazza & Hillis (1990) is completely satisfactory. In our account of deep dydexia, we
have accepted that the response produced by the patient can be modeled directly by the output of
our network(s), and that the means of the effects of 20 qualitatively and quantitatively equivalent
lesions can model the responses produced by a patient with only one lesion. Our two possible
responses to the patientswho make no visual errorsimply that at |east one of these assumptions can
at best hold only for the large majority of patients. The theory cannot apply in its strongest form
to the results produced by all patients who read by the semantic route as a result of neurological
damage.

Acquired dysgraphia The fina characteristic of deep dydexia that Coltheart, Patterson and
Marshall (1987) describe is that “if a patient makes semantic errors in reading isolated words
aloud he or she will also....nave impaired writing and spelling” (p. 415) which, they argue, will
involve either a global or a deep dysgraphia. However, the converse relation does not hold; there
are deep dysgraphic patients who are not deep dyslexic (e.g. Bub & Kertesz, 1982; Newcombe &
Marshall, 1984; Howard & Franklin, 1988). The simple presumption that the processing systems
and connections involved in writing are the same as those involved in reading cannot be easily
held; moreover it isnot computationally plausible.

According to the present account, deep dyslexia depends on the co-occurrence of at least two
major types of damage: the first to the phonological route, and the second (less severe) to the
semantic route. One possible explanation of deep or global dysgraphia without deep dydexia
is that, in most people, writing is a less well-learned skill than reading, and so would be more
vulnerable to the effects of brain damage. Given this, and the fact that both reading and writing
make use of common semantic and phonologica systems, damage that is sufficient to produce
deep dyslexia would seem likely to impair writing and spelling as well. On this account, though,
deep dydexiawithout deep or global dysgraphia should eventually be observed. Indeed, relatively
recovered pure alexic patients (Codett & Saffran, 1989) would seem to fit this pattern (al so see the
patients of Beringer & Stein, 1930, and Faust, 1955, discussed by Marshall & Newcombe, 1980).

24The chance rate of visual errors compared to semantic errors is much higher in the main simulationsthan it isin
analyses of patient data. These simulations are therefore more sensitive to the presence of alow rate of visual errors
than are the reported empirical observations.
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Visual vs. phonological errors It hasfrequently been suggested that some deep dyd exic patients
haveanimpairment inaccessing phonological |exical representationsfrom semantics(e.g. Friedman
& Perlman, 1982; Patterson, 1978; Shallice & Warrington, 1980). There are three main lines of
evidence that lead to this conclusion. First, certain patients (e.g. PW and DE; Patterson, 1978)
frequently select the presented word when offered a choice between it and their semantic error,
implying that they know the presented word. Second, in auditory-visual matching these patients
again usually select the presented word rather than their visual error. Third, certain patients perform
as well on visua word-picture matching as for auditory word-picture matching, and perform both
at close to normal levels (e.g. VS, Saffran & Marin, 1977; PW, Patterson, 1979), athough others
are much worsewith visual than with auditory presentation of words (e.g. PS, Shallice & Coughlan,
1980; KF, Shallice & Warrington, 1980).

Our simulations present a potential problem for this argument. The output network develops
strong phonological attractors in the same way that the input network develops strong semantic
attractors. Thus, for the samereason that damageto theinput network producesvisual and semantic
errors, damage to the output network would be expected to produce semantic and phonological
errors. This prediction standsin contrast with the inclusion of visual errors per se as a symptom of
deep dydexia.

The word sets used in the current simulations were not designed to differentiate phonological
from visual errors. Yet pure phonological errors (e.g. HAWK =- “tor” with British pronunciations)
certainly occur when the output pathways arelesioned. Whether phonological errorsoccur in deep
dydexia has never to our knowledge been empirically investigated, although Goldblum (1985)
suggests that the so-called visua errors are actually phonological. However, inspection of the
error corpora for a number of patients (Coltheart et al., 1980, Appendix 2) do not support this
interpretation. If one takes PW, for example, many errors are more easily explained as a visual
error (e.g. ORATE = “over”, CAMPAIGN = “camping”’) but only one is easier to explain as a
phonological error (GRIEF = “greed”). Attempts to smulate the three empirical phenomena that
suggest an output lesion might reveal that they are compatible with an input lesion, or more
particularly alesion to the semantic system itself. In any case, the area requires further empirical
study and ssimulations,

6.3 Theoretical issues

The connectionist account of deep dydexia that we have developed from the position advocated
by Hinton & Shallice (1991) is based upon four assumptions, listed in Section 6.1.2 above, about
the process of mapping orthography to semantics. The first two of these are standard assumptions
within connectionist modeling. Another, on the difference between representations of abstract
and concrete words, is derived from earlier theorizing. Only the third, concerning attractors,
is at all original to the present approach. In addition to these four assumptions, two more are
necessary to account for additional characteristics of deep dyslexia. The first—that the mapping
from orthography to semantics is isolated from phonological influences—is standard in accounts
of deep dydexia (see Coltheart et a., 1980). The second—that the pathway from orthography to
semantics is also affected by alesion—is widely but not universally held (see Shallice, 1988, for
discussion).

If one takes the nine characteristics held to apply to deep dydexia by Coltheart, Patterson and
Marshall (1987), threearedirectly explainedinaprincipl ed fashion on the present account (semantic
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errors, visual errors, concrete word superiority). Three more (derivational/morphological errors,
the part-of -speech effects, and function word substitutions) follow in astraightforward fashion from
the ssimulations, even though they have yet to beimplemented. An additional two are an immediate
consequence of one standard assumption, that of the absence of phonological processing. Only
one—the relation between reading and writing—is at all problematic. In addition, the simulations
offer principled accounts of five other phenomenawhich have been widely investigated empirically:
relatively high rates of mixed visual-and-semantic errors, the interaction of semantic factorsin the
genesisof visua errors, confidence in error types, lexical decision, and most surprisingly of all, the
visual-then-semantic errors. However, as discussed in the preceding section, there are anumber of
other less central aspects of the disorder which are not yet well accommodated within the approach.

Our account differs from others provided for deep dysexia—and with few exceptions (e.g.
Miceli & Caramazza, 1990; Mozer & Behrmann, 1990), for cognitive neuropsychology as a
whole—in providing what we have called a “principled account.” By this, we mean that (1)
many aspects of the syndrome are explained from a common set of basic assumptions, rather than
requiring specific extra assumptions for each aspect; and (2) the explanations are derived from the
assumptions computationally rather than intuitively. Consider, as an example, the shared-feature
semantic error itself. Various theoretical accounts have been given as to why such errors should
occur. Coltheart (1980c), in his review of the phenomenon, considers two theories, but rejects
one—theimagery explanation—as being empirically much inferior to the other. The second one—
the Marshall & Newcombe (1966) account—takes aposition derived from Katz & Fodor (1963) in
arguing that the patient lacks the ability to descend a hierarchically organized semantic tree to the
appropriate terminal leaf when deriving a phonological form from a semantic representation. Yet,
as Coltheart points out, this account would not explain the standard non-synonymous co-ordinate
errors (e.g. NIECE = “aunt”). He suggests “one needs to suppose that when a determiner is lost,
sometimes it leaves some trace: the patient knows that a determiner is lost, so supplies one,
without having any way of selecting the correct determiner” (p. 153). While Coltheart provides
some limited empirical arguments in favor of this amended Marshall & Newcombe position, his
amendment is not derived from any deeper assumptions and is not used in the explanation of any
other phenomenon. It remains, therefore, theoretically ad hoc. The account given by Shallice &
Warrington (1980) suffersfrom similar problemsto that of M arshall & Newcombe (1966), and that
of Morton & Patterson (1980) introduces specific ad hoc assumptions. By contrast, on the present
account the existence of semantic errors essentially derives from the assumption of attractors,
which isaso used in explaining many other aspects of the syndrome.

6.3.1 Theright hemispheretheory

Two other main classes of theory have been put forward to account for deep dyslexia: the multiple
functional impairments position (e.g. Morton & Patterson, 1980; Shallice & Warrington, 1980) and
the right hemisphere theory (e.g. Coltheart, 1980b; 1983; Saffran et a., 1980; Zaidel & Peters,
1981). The current account account adopts the “subtraction” assumptions taken by the multiple
functional impairment theories, whereby impaired behavior is explained by the damaged operation
of the same mechanism that subserves normal behavior. In asense our account isaspecific version
of this class of theory. However, as discussed in the Introduction, multiple functional impairment
theories have problemsin limiting the number of postulated impairments, and the locus of damage
that explains one symptom often differs from that assumed for another. The present version has
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two advantages in addition to the principled nature of its predictions: it can explain awide range
of symptoms assuming that the isolated semantic route is subject to only one locus of lesion, and
can aso explain why a number of different loci of lesions give riseto qualitatively similar patterns
of symptoms.

The right hemisphere theory differs from the multiple functional impairment theories in that
many aspects of the syndrome are derived from a common cause. Here, though, the extrapolation
from the basic assumption is an empirical one—the reading behavior of deep dysexic shares
aspects with that of other patients known to be reading with the right hemisphere (and normal
subjects under brief lateralized presentation). The adequacy of these correspondences is a matter
of ongoing debate (see Barry & Richardson, 1988; Baynes, 1990; Coltheart et al., 1987; Jones &
Martin, 1985; Marshall & Patterson, 1983; 1985; Patterson & Besner, 1984b; 1984b; Patterson
et al., 1989; Rabinowicz & Moscovitch, 1984; Shallice, 1988; Zaidel & Schweiger, 1984). The
important point is that the present connectionist account is orthogona to one based on right
hemispherereading. If the right hemisphere reads by the same principles as the normal mechanism
for reading viameaning (although perhaps less effectively), then the connectionist account would
still apply. In addition, one would not have to postul ate that the right hemisphere reading process
hasaparticular set of properties—they could beinferred from the connectionist account. Moreover,
the connectionist account could also explain reading patterns similar to deep dysexia which are
based on left-hemisphere reading (and so can be abolished by a second, left hemisphere stroke;
Roeltgen, 1987). In such an account, the total reading system would contain both left hemisphere
and right hemisphere units and connections (as well as inter-hemispheric corrections) with the left
hemi sphere ones being more numerous. However, the compatibility of the connectionist and right
hemisphere accounts of deep dyslexia depends on the assumption that right hemisphere reading
differs from normal reading only quantitatively and not qualitatively. In their review which is
broadly favorable to the right hemisphere theory, Coltheart, Patterson and Marshall (1987) leave
thisissue open.

6.3.2 Attractorsvs. logogens

At a more detailed level, the operation of attractors plays a centra role in our account of deep
dydexia. How do attractors relate to other theoretical concepts that have been used in explaining
deep dydexic reading behavior? The most commonly used concept with some relation to an
attractor isthat of a“logogen” (Morton, 1969; Morton & Patterson, 1980). We take the defining
characteristic of a logogen to be that it is a representation of a word, with an associated activity
level, inwhich al of theinformation (of aparticular type) relating to the word is packaged together.
Words arerelated to other wordsviainformation that is external to the logogensthemselves. Inthis
way, logogens operate much like “localist” representations in connectionist networks (Feldman
& Ballard, 1982; McClelland & Rumelhart, 1981), and the relationship between attractors and
logogens is much the same as that between distributed and localist connectionist representations.
A full consideration of this issue is far beyond the scope of this paper. Here we raise only one
issue, relating to the degree to which concepts (words) can operate independently. In alocalist
representation, words can influence other parts of the system in a manner unrelated to the way
similar words have influence (e.g. in generating a pronunciation from semantics). Thisis astrong
advantage because the meanings of words are arbitrarily rel ated to their spelling and pronunciation.
For this reason, reading for meaning is the paradigmatic domain in which localist representations
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would appear most appropriate (Hinton et al., 1986). In contrast, in a distributed representation
words can have effects only by virtue of their features, and so other words tend to have similar
effects to the degree that they share those features. The use of attractorsisaway of compensating
for this bias of distributed representations in domains where it is problematic, but the underlying
effects of similarity are revealed under damage.

The attractor network which would appear to be closest to the updated logogen model of
Morton & Patterson (1980), as far as the process of reading via meaning is concerned, is the
40-80i one, in which attractors are built at the level of the units intermediate between letter
representations and semantic ones. However, a major difference between the logogen approach
and this attractor one should be noted. The similarity metric of the relation between logogens is
purely visual/orthographic. If the activation level of a second logogen is near to that of one that
reaches threshold then thisimplies only that the two represent stimuli that are visually similar. In
contrast, the similarity metric for attractorsis both visual and semantic. Thus damage to attractors
can produce both visual and semantic influencein errors, while damage to logogens can result only
in visual confusions.

6.4 Extensionsof the approach

The connectionist account we have provided for deep dysexiawould seem to be directly general-
izable in three ways. The first concerns other types of reading disorders, where processes lieing
between the orthographic and semantic levels are relevant. Hinton & Shallice (1991) argued that
aspects of semantic access dydexiaand pure a exiawere explicablein terms of the model. We have
also considered neglect dydexia (Caplan, 1987; Kinsbourne & Warrington, 1962; Sieroff et d.,
1988; also see the special issue of Cognitive Neuropsychology, 7(5-6), 1991, on “Neglect and
the Peripheral Dydlexias’). Howard & Best (Note 1) have recently described two patients of this
type, showing an exaggerated valid/invalid difference for stimuli on the right (contralesional) side,
and making many more errors on the right parts of words in reading. Nearly all of the errors are
visual in nature. Of particular interest isthat these patients show marked imageability/concreteness
effects, especially for longer words. M.-P. de Partz (personal communication) has found similar
effectsin another neglect dysdexic.

Mozer & Behrmann (1990) have modeled neglect in terms of a connectionist network that
operates on principles similar to ours. On their model, negl ect dyslexiais caused by an attentional
deficit which results, on average, in a gradient of activation over low-level visua representations
of words. The activity is higher on the ipsilesona side and diminishes monotonically to be
lowest contralesionally. Our input network may be thought of as a different implementation of the
portions of their model that operate on these low-level representations, with our clean-up pathway
corresponding to their PuLL-OUT net. We therefore considered the effect of presenting the intact
abstract/concrete network with monotonically degraded input (activations of 1.0, 0.83, 0.67, 0.5,
across|etter unitsfrom eft to right, corrupted by normally distributed noise with standard deviation
0.1). Using analogous testing procedures to those used in the abstract/concrete simulations (see
Section 5.5), the output was 77% correct for concretewordsbut only 47% correct for abstract words.
In the predominant error form—visual errors—55% of the first and second letters were correct but
only 29% of the third and fourth letters. Thus the ssimulation shows the same combination of
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imageabiltity and neglect characteristics asdo Howard & Best's patients.?® Thusit seemsplausible
that the model could be utilized as part of the explanation of the patterns of impairment shown by
dydlexic patients other than the deep dyslexics with whom this paper has been concerned.

The second plausible generalization of the approach is to other syndromes in which an in-
put/output mapping can be accomplished only viasemantics. The two most obvious syndromesfor
which an analogous explanation could be given are the parallels to deep dydexia in the auditory
domain (deep dysphasia) and in writing (deep dysgraphia).

Deep dysphasia involves the co-occurrence of semantic and phonological errorsin repetition,
and a concrete word superiority (see e.g. Morton, 1980; Michel & Andreewsky, 1983; Howard &
Franklin, 1988; Katz & Goodglass, 1990; Martin & Saffran, 1990). In some patients (e.g. NC of
Martin & Saffran, MK of Howard & Franklin), the parallel with deep dydexiaisvery close, asthe
phonological errorsin oral repetition are normally phonol ogically related words. In other patients
(eg. R of Michel & Andreewsky), responses which are phonologically related to the target are
often literal paraphasias. In general, though, this syndrome would fit with an explanation in which
repetition must rely on partially impaired semantic mediation, because damage has eliminated the
standard, direct route from input phonology to output phonology (see Morton, 1980; Howard &
Franklin, 1988; Katz & Goodglass, 1990). Martinet al. (Note 2) describe aconnectionist simulation
of deep dydphasiawhich embodies rather different assumptions from ours about the origins of the
patients difficulties.

If semantic mediation in writing operates by principles anal ogous to those for reading, then the
corresponding pattern of symptomswould be expected to result fromlesions. Infact, essentially the
same argumentsthat apply for deep dydexiaalso apply for deep dysgraphia(seee.g. Bub & Kertesz,
1982; Newcombe & Marshall, 1984; Howard & Franklin, 1988). Specifically, phonological
mediation in writing is inoperative, and semantic mediation suffers from damage complimentary
to that in the reading processes ssimulated in current work.

Third and more generally, any domain that involves mapping between arbitrarily-related do-
mains, anal ogous to orthography and semantics, would be expected to giveriseto error patternsthat
are analogous to those found in deep dyslexia (except for aspects that are specific to orthography
or semantics, such as the effects of abstractness). In fact, Plaut & Shallice (Note 4) account for
the semantic and perseverative influences in the visual naming errors of optic aphasics by gener-
alizing the current approach to the mapping from high-level visual representations of objects onto
semantics.

6.5 Theimpact of connectionist modeling in neuropsychology

Deep dydexia was first described in a single patient, GR (Marshall & Newcombe, 1966), but it
soon began to be conceived as a“ symptom-complex” (Marshall & Newcombe, 1973), and then as
a“syndrome”—that is, as a collection of behaviors arising from a specific functiona impairment
(Coltheart, 1980a; Marshall & Newcombe, 1980). Almost immediately thisposition was criticized.
Morton & Patterson (1980) rejected the concept of a syndrome. Shallice & Warrington (1980)
argued that the pattern of symptoms could have a number of different origins (also see Coltheart &
Funnell, 1987). Caramazza (1984) and Schwartz (1984) argued against the general methodol ogy

2The patients produce virtually no semantic errors, while the simulation produces some (but very few relative to
the lesion simulations). However, it should be noted that the patients may be able to make some use of orthographic-
to-phonological process, not available to the network, to edit out semantic errors.
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of assuming that frequently observed combinations of symptoms represented the effects of asingle
underlying impairment. One of us (Shallice, 1988), while willing to accept syndromes based on
dissociations, rejected errorsin particular as afruitful basis on which to generalize across patients.
Even Coltheart, Patterson and Marshall (1987), in their later review, seem rather pessimistic about
characterizing deep dydexia as a syndrome, unless the right hemisphere theory were correct.

The present investigation has both positive and negative theoretical implicationsfor the validity
of the concept of a “syndrome,” in deep dyslexia and more generally. On the positive side, the
work was motivated by the possibility that deep dyslexiais indeed a coherent functional entity.
However, there is a critical difference in the nature of the functional entity as envisaged in the
current research, and the formulation that has been accepted, either implicitly or explicitly, both
by critics (e.g. Caramazza, 1984; 1986) and by defenders (e.g. Coltheart, 1980a; Shallice, 1988) of
the syndrome concept. According to this standard formulation, if a symptom-complex is to be of
theoretical interest, it must arise from the same functional lesion site for al patients who exhibit it.
If it can be demonstrated that some aspects of the symptom-complex do not always co-occur across
patients, then this is considered evidence that the symptom-complex can arise from more than one
locus of damage. The symptom-complex becomes a* psychologically weak syndrome” and hence
of little or no theoretical interest (see Caramazza, 1984; Coltheart, 19804, for relevant discussion).

While thislogic seems appropriate for theoretical analysesin terms of conventional “box-and-
arrow” systems, the present research showsthat it is not appropriate for at |east some connectionist
systems. Part of the overall symptom pattern may occur as a result of lesions in many parts of a
complex system, for reasons that derive directly from the nature of the computation that the whole
system iscarrying out. An exampleisgivenin the present ssimulations by the qualitative similarity
of error patterns whenever lesions are made between orthographic input and semantic output. At
the sametime, other aspects of the symptom-complex may differ between lesion sites. Thuslesions
to the clean-up network do not show the concrete word superiority effects shown by lesionsto the
direct pathway, even though they produce the same patterns of visual and semantic similarity in
errors(see Section 5.5). Thismeansthat, even when patients differ in some respects, the aspects of
their behavior that are similar may still arise from a common functional origin. Thus considering
these patients together may be a valuable guide to understanding the impaired system. Inthisway,
even the existence of so-called “weak syndromes’ can be theoretically productive.

There is aso a negative side to the general methodological implications of the current smu-
lations. Hinton & Shallice (1991) showed that a “strong dissociation” (Shallice, 1988) between
the processing of different semantic categories can occur when particular lesions are made to the
clean-up pathway. The category “foods’ was selectively preserved in astriking manner. However,
when lesions were made to a second network which was essentially the same except for the use
of adifferent random starting point for the learning procedure, the dissociation did not occur. The
present simulations show similarly dramatic effects when the same set of connections arelesioned,
but again, minor changes in architecture lead to different category effects. “animals’ were per-
formed over 20 times better than “body parts’ for the 10-15d network, and over three times better
than “outdoor objects’ in the 40-40fb network (see Figure 3.5, p. 50). It would appear that the
strong dissociations obtained may reflect idiosyncrasies in the learning experience of particular
networks.

Fifteen years ago, Marin, Saffran and Schwartz (1976) responded to criticisms of the relevance
of neuropsychological findings for understanding normal cognition by pointing to high-energy
physics, where studying the effects of random damage has produced substantial theoretical results.
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The results obtained in this paper, together with analyses of equivalent depth that are beginning
to be made of other syndromes as well, suggest that the analogy may be closer than Marin
and colleagues intended. If our simulations are valid, in principle even if not in detail, then
neuropsychological evidence, such as the deep dydexia syndrome, will provide strong support for
a particular organization of the cognitive system which would probably prove difficult to obtain
by the use of experiments on normal subjects. On the other hand, without detailed simulations,
appropriate interpretations of many aspects of the syndrome would be virtually impossible. Inthis
case, cognitive neuropsychology will benefit most extensively from an interplay between empirical
and computational approachesin future work.
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