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Abstract

In this paper, the design problem of dynamic output feedback controller for asymptotic stabilization of a class of

neutral systems have been considered. A criterion for the existence of such controllers is derived based on the linear

matrix inequality (LMI) approach combined with the Lyapunov method. A parameterized characterization of the

controllers is given in terms of the feasible solutions to the LMIs, which can be solved by various convex optimization

algorithms. A numerical example is given to illustrate the proposed design method.

� 2004 Elsevier Ltd. All rights reserved.
1. Introduction

Time-delays often occur in many dynamic systems such as electrical networks, biological systems, chemical systems,

economy, and other disciplines. The time-delays are a source of instability and poor performance. Considerable effort

has been done on different aspects of time-delay systems over the decades; e.g. see [1] and the references therein. In

recent years, more attention is focused on the stability analysis and stabilization problem of neutral delay-differential

systems, which are the general form of delay systems and contain delay on the derivatives of some system variables [2–

10]. However, all the works in the literature are restricted to the static state feedback control schemes for stabilization of

unstable neutral systems although output measurement based control is a necessary prerequisite for practical control

problems. Furthermore, in some situation, there is a strong need to construct dynamic controller instead of static

controller in order to obtain better performance and dynamical behavior of state response. To the best knowledge of

authors, the topic of dynamic output feedback control for neutral systems with delay in control input has not been

investigated yet.

This paper is concerned with the design problem of output dynamic feedback controller for a class of neutral systems

with delay in control input. Using the Lyapunov functional stability theory combined with the LMI technique, a

stabilization criterion for the existence of the controller is derived in terms of LMIs, and theirs solutions provide a

parameterized representation of the controller. The LMIs can be easily solved by various efficient convex optimization

algorithms [11]. Finally, a numerical example is given to illustrate the proposed design method.

Through the paper, Rn denotes n-dimensional Euclidean space, Rn�m is the set of all n� m real matrices, I denotes
identity matrix of appropriate order, and H represents the elements below the main diagonal of a symmetric block

matrix. k � k denotes Euclidean norm of a given vector and its induced norm of a matrix. kmð�Þ and qð�Þ denote the

minimum eigenvalue and spectral radius of the matrix ð�Þ, respectively. diagf�g denotes the block diagonal matrix. The
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notation W > 0 ðP ; <; 6 0Þ denotes a symmetric positive definite (positive semidefinite, negative, negative semidefi-

nite) matrix W .
2. Problem statement and controller design

Consider a class of neutral delay-differential system of the form:
_xðtÞ ¼ AxðtÞ þ E _xðt 
 hÞ þ B0uðtÞ þ B1uðt 
 hÞ;
yðtÞ ¼ CxðtÞ;

�
ð1Þ
with the initial condition function
xðt0 þ hÞ ¼ /ðhÞ; 8h 2 ½
h; 0�; ð2Þ
where xðtÞ 2 Rn is the state vector, A;E 2 Rn�n, B0;B1 2 Rn�m and C 2 Rl�n are constant system matrices, uðtÞ 2 Rm is

the control input, yðtÞ 2 Rl is the measured output, h is a positive constant time-delay, and /ð�Þ 2 C0 is the initial

vector, where C0 is a set of all continuous differentiable function on ½
h; 0� to Rn.

In this paper, we consider the following dynamic output feedback controllers in order to stabilize system (1):
_nðtÞ ¼ AcnðtÞ þ BcyðtÞ;
uðtÞ ¼ CcnðtÞ;

ð3Þ
where nðtÞ 2 Rn is the controller state vector, and Ac, Bc, and Cc are gain matrices with appropriate dimensions to be

determined later. Applying this controller (3) to system (1) results in the closed-loop system
_zðtÞ ¼ �A0zðtÞ þ �A1zðt 
 hÞ þ �A2 _zðt 
 hÞ; ð4Þ
where
zðtÞ ¼ xðtÞ
nðtÞ

� �
; �A0 ¼

A B0Cc

BcC Ac

� �
; �A1 ¼

0 B1Cc

0 0

� �
; �A2 ¼

E 0

0 0

� �
:

Before proceeding further, we need a well-known fact and a lemma.

Fact 1 (Schur complement). Given constant symmetric matricesR1;R2;R3 where R1 ¼ RT
1 and 0 < R2 ¼ RT

2 , then

R1 þ RT
3R


1
2 R3 < 0 if and only if
R1 RT
3

R3 
R2

� �
< 0; or


R2 R3

RT
3 R1

� �
< 0:
Lemma 2. [12]. For any constant symmetric positive-definite matrix H, a positive scalar r, and the vector function
x : ½0; r� ! Rm such that the integrations in the following are well defined, then
r
Z r

0

xTðsÞHxðsÞdsP
Z r

0

xðsÞds
� �T

H
Z r

0

xðsÞds
� �

:

Now, we define a new operator DðztÞ : C0 ! Rn as
DðztÞ ¼ zðtÞ þ �A1

Z t

t
h
zðsÞds
 �A2zðt 
 hÞ: ð5Þ
With the above operator, the transformed systems is
_DðztÞ ¼ ð�A0 þ �A1ÞzðtÞ: ð6Þ
Remark 3. The well-known criterion [1] for stability of the operator DðztÞ given in (5) is
qðhj�A1j þ j�A2jÞ < 1: ð7Þ
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Now, we establish a criterion in terms of matrix inequalities, for dynamic output feedback controller of the neutral

delay-differential system (1) using the Lyapunov stability theory.

Theorem 4. For given scalar h > 0, suppose that qðjEjÞ < 1. Then, there exists an dynamic output feedback controller (3)
for the system (1) if there exist a positive scalars e and d, positive-definite matrices S; Y ;X , and matrices Â; B̂; Ĉ satisfying
the following LMIs:
X1 ehYET dĈTBT
1 X2 X3 
ÂT 
h � X3 hÂT

H 
hI 0 0 0 0 0 0

H H 
dI 0 0 0 0 0

H H H X4 
AT X5 hAT 
h � X5

H H H H 
hX 
ehY 0 0

H H H H H 
ehI 0 0

H H H H H H 
X 
dY
H H H H H H H 
dI

2
66666666664

3
77777777775
< 0; ð8Þ

Y I
I S

� �
> 0; ð9Þ
where
B ¼ B0 þ B1;

X1 ¼ AY þ YAT þ BĈ þ ĈTBT þ 2Y ;

X2 ¼ ÂT þ Aþ ehYETE þ I;

X3 ¼ 
ðYAT þ ĈTBTÞ;

X4 ¼ SAþ ATS þ B̂C þ CTB̂T þ ehETE;

X5 ¼ 
ðATS þ CTB̂TÞ:

ð10Þ
Proof. Let us consider the following legitimate Lyapunov functional candidate [1]:
V ¼ DTðztÞPDðztÞ þ
1

h

Z t

t
h
ðs
 t þ hÞzTðsÞ�AT

1W �A1zðsÞdsþ h
Z t

t
h
zTðsÞ�AT

2R�A2zðsÞds; ð11Þ
where P > 0;W > 0 and R > 0.

Taking the time derivative of V along the solution of (6), we have
dV
dt

¼ 2zTðtÞ �A0



þ �A1

�T
P zðtÞ
�

þ
Z t

t
h

�A1zðsÞds
 �A2zðt 
 hÞ
�
þ zTðtÞ�AT

1 PW �A1zðtÞ 

1

h

�
Z t

t
h
zTðsÞ�AT

1W �A1zðsÞdsþ hzTðtÞ�AT
2R�A2zðtÞ 
 hzTðt 
 hÞ�AT

2R�A2zðt 
 hÞ: ð12Þ
By Lemma 2, a bound of the term 

R t
t
h z

TðsÞ�AT
1W �A1zðsÞds of right-hand side of (12) can be obtained as


Z t

t
h
zTðsÞ�AT

1W �A1zðsÞds6 
 1

h

Z t

t
h

�A1zðsÞds
� �T

ðhW Þ 1

h

Z t

t
h

�A1zðsÞds
� �

: ð13Þ
Substituting (13) into (12) gives that
dV
dt

6 zTðtÞ P ð�A0



þ �A1Þ þ ð�A0 þ �A1ÞTP þ �AT

1W �A1 þ h�AT
2R�A2

�
zðtÞ þ 2zTðtÞð�A0 þ �A1ÞTP

Z t

t
h

�A1zðsÞds


 2zTðtÞð�A0 þ �A1ÞTP �A2zðt 
 hÞ 
 1

h

Z t

t
h

�A1zðsÞds
� �T

W
1

h

Z t

t
h

�A1zðsÞds
� �


 hzTðt 
 hÞ�AT
2R�A2zðt 
 hÞ � ZTðtÞRZðtÞ ð14Þ
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where
ZðtÞ ¼
zðtÞ

�A2zðt 
 hÞ
1
h

R t
t
h

�A1zðsÞds

2
4

3
5;

R ¼
2Pð�A0 þ �A1Þ þ �AT

1W �A1 þ h�A2R�A2 
ð�A0 þ �A1ÞTP hð�A0 þ �A1ÞTP
H 
hR 0
H H 
W

2
4

3
5:
Thus, if the inequality R < 0 holds, there exists a positive scalar c such that
dV
dt

6 
 ckzðtÞk2: ð15Þ
In the matrix R, the matrices P > 0, W > 0 and R > 0 and the controller parameters Ac, Bc and Cc, which included in the

matrix �A0, are unknown and occur in nonlinear fashion. Hence, the inequality R < 0 cannot be considered as an linear

matrix inequality problem. In the following, we will use a method of changing variables such that the inequality can be

solved as convex optimization algorithms [13].

First, partition the matrix P and its inverse as
P ¼ S N
NT U

� �
; P
1 ¼ Y M

MT W

� �
; ð16Þ
where S; Y 2 Rn�n are positive-definite matrices, and M and N are invertible matrices. Note that the equality P
1P ¼ I
gives that
MNT ¼ I 
 YS: ð17Þ
Define
F1 ¼
Y I
MT 0

� �
; F2 ¼

I S
0 NT

� �
: ð18Þ
Then, it follows that
PF1 ¼ F2; F T
1 PF1 ¼ F T

1 F2 ¼
Y I
I S

� �
> 0: ð19Þ
Now, postmultiplying and premultiplying the matrix inequality, R < 0, by the matrix diagfF T
1 ; F

T
1 ; F

T
1 g and by its

transpose, respectively, gives
F T
2 ð�A0 þ �A1ÞF1 þ F T

1 ð�A0 þ �A1ÞTF2
þF T

1
�AT
1W �A1F1 þ hF T

1
�A2R�A2F1

 !

F T

1 ð�A0 þ �A1ÞTF2 hF T
1 ð�A0 þ �A1ÞTF2

H 
hF T
1 RF1 0

H H 
F T
1 WF1

2
66664

3
77775 < 0: ð20Þ
Here, define the matrices W and R as
W ¼ diagfdI ;Qg; R ¼ diagfeI ;Qg;
where d and e is positive scalars, and Q is the positive-definite matrix to be chosen later.

By utilizing the relation (16)–(19), it can be easily obtained that the inequality (20) is equivalent to
ð1; 1Þ ð1; 2Þ ð1; 3Þ ð1; 4Þ ð1; 5Þ ð1; 6Þ
H ð2; 2Þ ð2; 3Þ ð2; 4Þ ð2; 5Þ ð2; 6Þ
H H ð3; 3Þ 
heY 0 0

H H H 
heI 0 0

H H H H ð5; 5Þ 
dY

H H H H H 
dI

2
666666664

3
777777775
< 0; ð21Þ
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where
ð1; 1Þ ¼ AY þ YAT þ BCcMT þMCT
c B

T þ ehYETEY þ 2Y þ dMCT
c B

T
1B1CcMT;

ð1; 2Þ ¼ Aþ YATS þMCT
c B

TS þ YCTBT
c N

T þMAT
c N

T þ ehYETE þ I;

ð1; 3Þ ¼ 
ðYAT þMCT
c B

TÞ;
ð1; 4Þ ¼ 
ðYATS þ YCTBT

c N
T þMCT

c B
TS þMAT

c N
TÞ;

ð1; 5Þ ¼ 
h � ð1; 3Þ;
ð1; 6Þ ¼ 
h � ð1; 4Þ;
ð2; 2Þ ¼ SAþ NBcC þ ATS þ CTBT

c N
T þ ehETE;

ð2; 3Þ ¼ 
AT;

ð2; 4Þ ¼ 
ðATS þ CTBT
c N

TÞ;
ð2; 5Þ ¼ 
h � ð2; 3Þ;
ð2; 6Þ ¼ 
h � ð2; 4Þ;
ð3; 3Þ ¼ 
hðeYY þMQMTÞ;
ð5; 5Þ ¼ 
ðdYY þMQMTÞ:
By defining a new set of variables as follows:
X ¼ MQMT;

Â ¼ SAY þ SB0Ĉ þ B̂CY þ NAcMT;

B̂ ¼ NBc;

Ĉ ¼ CcMT;

ð22Þ
the inequality (21) is simplified to the following inequality:
P ¼

X1 þ ehYETEY
þdĈTBT

1B1Ĉ

� �
X2 X3 
ÂT 
h � X3 hÂT

H X4 
AT X5 hAT 
h � X5

H H 
hX 
 ehYY 
ehY 0 0

H H H 
ehI 0 0
H H H H 
X 
 dYY 
dY
H H H H H 
dI

2
666666664

3
777777775
< 0; ð23Þ
where X1;X2, and X3 are defined in (10).

Note that the inequality P < 0 holds if
P þ diagf0; 0; ehYY ; 0; dYY ; 0g < 0: ð24Þ
By Fact 1 (Schur complement), the inequality (24) is equivalent to the inequality (8). Also, the operator DðztÞ is stable if
the condition (7) holds. Note that the condition (7) is equivalent to qðjEjÞ < 1. Therefore, by Theorem 9.8.1 (p. 292–3)

of Hale and Lunel [1] with the stable operator DðztÞ and (15), we conclude that system (1) and (4) are both asymp-

totically stable. This completes the proof. h

Remark 5. The problem of Theorem 4 is to determine whether the problem is feasible or not. It is called the feasibility

problem. The solutions of the problem can be found by solving generalized eigenvalue problem in S, Y , X , Â, B̂, Ĉ, d,
and e, which is a quasiconvex optimization problem. Note that a locally optimal point of a quasiconvex optimization

problem with strictly quasiconvex objective is globally optimal [11]. Various efficient convex optimization algorithms

can be used to check whether the matrix inequalities (8) and (9) is feasible. In this paper, in order to solve the matrix

inequality, we utilize Matlab’s LMI Control Toolbox [14], which implements state-of-the-art interior-point algorithms,

which is significantly faster than classical convex optimization algorithms [11].

Remark 6. Given any solution of the matrix inequalities (8) and (9) in Theorem 4, a corresponding controller of the

form (3) will be constructed as follows:
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• Using the solution X and selecting any positive-definite matrix Q, compute the the invertible matrices M satisfying

the relation X ¼ MQMT.

• Using the matrix M , computer the invertible matrix N satisfying (17).

• Utilizing the matrices M and N obtained above, solve the system of equations (22) for Bc, Cc and Ac (in this order).

To illustrate the design procedure, we give a numerical example.

Example 7. Consider the following neutral delay-differential system of the form:
_xðtÞ ¼ AxðtÞ þ E _xðt 
 hÞ þ B0uðtÞ þ B1uðt 
 hÞ;
yðtÞ ¼ CxðtÞ;

�
ð25Þ
where
A ¼ 1 0

1 
1

� �
; E ¼ 0:2 0

0 0:2

� �
; B0 ¼

10

0

� �
; B1 ¼

1

1

� �
; C ¼ 4 2½ �; h ¼ 1:
Here, we want to construct a suitable dynamic output feedback controller of the form (3) for system (25), which

guarantees the asymptotic stability of the closed-loop system. First, let’s check the stability of the operator DðztÞ given
in (7). Since qðjEjÞ ¼ 0:2 < 1, the operator is stable.

Next, by applying Theorem 4 to system (25) and checking the feasibility of LMIs (8) and (9), we can find that the

LMIs are feasible and obtain the solutions of the inequalities:
S ¼
26:4302 
24:8644


24:8644 56:1020

� �
; Y ¼

3:3366 
0:1049


0:1049 0:3400

� �
; X ¼

160:2574 
2:9441


2:9441 115:8740

� �
;

Â ¼

4:8214 0:6177


0:6376 
0:4602

� �
; B̂ ¼


11:1971


4:1317

� �
; Ĉ ¼ 
4:1751 
0:3207½ �; e ¼ 169:3747; d ¼ 170:0186:
Now, let’s choose Q ¼ 10I . Then in light of Remark 6, two invertible matrices M , N are
M ¼ 4:0030 
0:0397

0:0397 3:4038

� �
; N ¼ 
22:4012 3:0365

22:1366 
5:8182

� �
;

and the corresponding positive-definite matrix P is
P ¼

26:4302 
24:8644 
22:4012 3:0365

24:8644 56:1020 22:1366 
5:8182

22:4012 22:1366 19:2249 
2:6770
3:0365 
5:8182 
2:6770 0:6435

2
664

3
775:
Then, we can get the stabilizing dynamic output feedback controller for the system (25):
Ac ¼

17:2071 
1:7205

24:0423 
3:7014

� �
; Bc ¼

1:2310
5:3936

� �
; Cc ¼ 
1:0440 
0:1064½ �:
3. Concluding remarks

This paper concerned with the problem of stabilization for a class of neutral differential systems with delay in control

input. Then we have designed a dynamic output feedback controller which guarantees the asymptotic stability of the

systems, and derived stabilization criterion in terms of LMIs which can be easily solved by various efficient convex

optimization algorithms. Finally a numerical example is shown to illustrate the design procedure.
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