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Abstract

This thesis reports on the design and implementation of ptegyaphic voting system,
namedWombat The system is designed to retain the "look and feel” of stadghaper-
based plurality voting, while enhancing security using mes from modern electronic
voting literature. To achieve this, the system executesvivtimg processes in parallel: one
is electronic anaend-to-end verifiablewhile the other is paper based and emulates more
traditional processes (to which the voters are accuston@djsistency between the two
processes is enforced by means of a new specially-tail@pédrallot format.

In addition, this work examines the practicality of the Wahbprotocol through im-
plementation and field testing in two student council etewiwith over 2000 voters and
party premiership elections with almost 900 voters. Dutimgse field test the usabilty,
performance and voter satisfaction was examined. Ovenatirs trusted the system and
found it comfortable to use.

Parts of this work were presented in EVote2012.
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Chapter 1
Introduction

The foundations of modern cryptographic voting systemsevadd in the 1990’s introduc-
ing powerful techniques such as homomorphic tallying ankimgi networks. Almost all
early work assumes the voter has access to some trusted tadiapal device at voting
time. In 2004, Chaun [Cha04] and independently Neff [Nefpijposed cryptographi-
cally secure voting systems in which the voter has access womputational device at
voting time, and since then most research has focused ontswekhanded, end-to-end
verifiablevoting systems.

In 2008 Benaloh [Ben08] suggestddal voting In Benaloh's system the voter fills in
a plaintext ballot and a scanning machine produces fromriidgal plaintext ballot (that is
cast into a ballot box) together with a cryptographic entioyp(that is uploaded to a public
web page) and an electronic receipt (that the voter takeghohtne system is end-to-end
verifiable using standard cut-and-choose techniques.

There are several advantages to dual voting. Cryptograiicg, in general, is more
vulnerable than paper-based votingjtobalfailures and attacks. This can be demonstrated
with a simple global failure. Many cryptographic protocake a k-out-of-n threshold en-
cryption scheme. It may happen that (accidently or deltieéyatoo many keys are lost, in
which case, the elections’ results cannot be recoverecrReEsed systems are, in contrast,
more resilient to global failures. Thus, dual voting systesupply the stronger guarantees
of end-to-end verifiability characteristic to electronigutographic voting while retaining
resiliency against global failures.



Another major advantage of dual voting is psychological.aDwoting systems often
retain the look and feel of paper-based systems, which nthkss systems more familiar
and trusted to voters used to paper-based voting. Furthierrdaring the experiments it
became evident that people trust paper, probably becapse [gssomething one can hold
and readon his own The fact that Wombat had paper backup made it easier fortklere
Party to decide in favor of using it.

In dual ballot systems, an adversary wishing to forge thetieles needs to break both
the paper based and the cryptographic systems. On the dimyiiss enough to break one
system to breach privacy.

Finally, in dual ballot systems it should be decided in adeawhen to count which
system. Indeed, in some states (like California) the lawireg to count paper ballots,
while in others, only a sample is required. The followingiops seem reasonable:

e Use the paper-based system as backup only for disasterergcewy., when private
keys are lost, or when the bulletin board goes down duringkbetion.

e Count both systems (for all polling stations or for a samgdl¢éhem) and if they
substantially differ hold a police investigation.

While the theory of cryptographic voting is extensive, amnite well understood, not
too many cryptographic voting systems have been actuatlgden practice. Helios [Adi08,
'APMjQO0g9], which is a web based voting system, had been usseMeral elections totaling
more than 25,000 voters. Pret-a-Voter was tested at thestsiiy of Surrey Student Union
elections in 2007 [BHPOY]. A recent version of Pret-a-Voter [LR08] also supponsid
voting. Punchscan was used at the University of Ottawa ii7 JBCO7]. Scantegrity Il was
used at the Takoma Park, Maryland municipal elections ir926@rvicing over 1,700 vot-
ers [CCC 10]. Scantegrity Il also supports dual-voting. Except falibls, those systems
use pre-prepared ballots.

A common criticism on cryptographic voting systems consdireusabilityissue. It
is often said that cryptographic voting systems are too dmamed for the common voter.
This work sets to design and implement a dual ballot systeir#iains the feel and look
of paper based elections in Israel, trying to prove that syskems suffer from no usability
issues. This work describes the implementation of a baneldd, end-to-end verifiable,



dual (paper and electronic) system with ballots printeddemand (as opposed to pre-
prepared ballots). The design is closest to Benaloh’s sy$B2n08] adapted to Israel's
paper-based system.

Wombat was successfully tested thrice. It was first used thamnterdiciplinary Cen-
ter at Herzlya student council election held in May 2011,imga Meretz’s party leader
election held in February 2012, and again in the 2012 IDCesttidouncil elections.

An essential part of this work has been published in [BNNER

1.1 Thesis Outline

The rest of this thesis is arranged as follows: Chdpter Zvevithe entities, trust model,
desired properties and cryptographic tools used by the Vebraibd many other end-to-
end verifiable protocols. Chapiéer 3 describes and analyme¥/ombat protocol in detail.
Chaptef # details the implementation of the Wombat protdbel three elections in which
it was used and a security analysis performed on Wombat'kemmgntation.



Chapter 2
Preliminaries

This chapter will sketch the desired properties of any endrtd verifiable voting protocol,
the entities that may play a roll in an election, the crypagdpic tools used by Wombat and
its trust model. As these are common to many cryptograpkutieh systems, this chapter
will provide only short explanations.

2.1 Desired properties

The most crucial property required from electronic votiggtems isntegrity, meaning that

it is impossible to forge the election results. Another @lproperty isprivacy meaning
that no one can link a voter to his vote, and even further, anadnnot convince a coercer
what his vote was, even when the voter cooperates with theceoésuch a system is
coercion-freeor incoerciblg.

A system isvoter-verifiablef any voter can verify that his vote was correctly recorded

and is included in the tally. A system umiversally-verifiablaf anyone can verify that all
recorded votes are properly tallied. A system having botiperties isend-to-end verifi-

able
One can roughly divide the new voting systems into two clsisgating systems where
ballots are pre-prepared before election 1204, TS0 6, AR06, CEC08|CCC08],

and voting systems where ballots are printed on-demandeivating booth behind cur-
tains [NefO4,MNOG,Ben06,Ben8,SDWO08]. On-demand systeften have easy interface



to the voter (often using touch screens). Regarding privagyrint-on-demand voting the
voter often has to tell his choices to the voting machine stleging privacy towards the
voting machine, whereas pre-prepared ballots avoid tloislpm. On the other hand, when
ballots are printed in advance it is crucial to guarante¢ tiese ballots are kept secret
(and in particular that the ballots are not, e.g., photoetiy an adversary) leading to
the chain of custodyproblem. Another privacy issue in print-on-demand systesrthe
possibility of subliminal channels where the booth leakenmation about the votes to
outsiders.[[FB09, AN09, GGR09] show how to mitigate thegesyof attacks.

2.2 Cryptographic tools

Wombat uses only standard cryptographic primitives usemther cryptographic election
protocols and therefore they will be mentioned without mdetails.

ElGamal encryption. ElGamal[Gam8b5]is an asymmetric homomorphic encryptitreste
which works over a multiplicative grou@ of prime order.

Zero-knowledge proof of 1-out-off re-encryption. [CDS94] presents a zero-knowledge
proof that a cipher-text is an encryptiorc = Ency,(m,r) of some message: from a

set of elementsn;, mo, ..., my,. The proof does not reveal any other information about
m (or anything else). The proof is an efficient three-move dstiverifier zero-knowledge
public-coin protocol. Combining it with the Fiat-Shamir thed [FS86] results with an
efficient non-interactive zero-knowledge proof thas an encryption of a message from
the specific domain.

(t,n)-treshold verifiable EIGamalkey generation. A scheme based oh [Ped91, Ped92]
that generates an EIGamal public key ansgecret shares distributed amoung parties such
that anyt parties may decrypt any message but anyl parties cannot.



Mix-net. A single trusted party can easily generate an ElGamal pubiicand later de-
crypt a list of ciphertexts and output the resulting plaitdein random order. A mix-
net [Cha8l] is a protocol executed by multiple parties thatigles the same functionality,
but in a weaker trust model where only a certain fraction ef plarties are required to
remain uncorrupted.

More precisely, the parties first execute a distributed k&yegation protocol to gen-
erate a joint EIGamal public key such that the correspondeayet key is¢, n)-threshold
verifiable secret shared among the parties. This meansttleas#t honest parties must co-
operate to recover the secret key and no set of upta parties has any knowledge about
the secret key. Given a list of ciphertexts, the parties #rmploy a protocol to jointly
decrypt the ciphertexts and at the same time randomly periingt resulting plaintexts
without leaking any knowledge about the permutation used.

Wombat uses aniversally verifiablemix-net where the parties prove that they mixed
and re-encrypted correctly using honest-verifier, pubtioc: zero-knowledge proofs. An-
other possibility was to use homomorphic tallying, howewex-nets support more com-
plex voting schemes.

Fiat-Shamir heuristic. A cryptographic scheme presentedin [FS86] that allowsaiestr
form honest-verifier public coin zero-knowledge proofs ém+interactive proofs verifiable
by any outside party.

2.3 Entities

Voter. Any person who is registered for voting. He does not have awgss to the
internet or any computational power at the voting booth @sainee voting).

Election officials. Officials appointed by the government entrusted with rugtire vot-
ing process and tallying the paper votes.

Polling station committee. A group of officials appointed by the government to a specific
polling station in which they are entrusted with managing Woting process, including



identifying voters before they are allowed to vote. The cattea has a computer with a
scanner and connection to the internet, used to identifgrsaind upload the ciphertext
part of their ballot onto the bulletin board. The uploadingyne deferred till the end of
the election day.

Voting machine. A deterministic box (i.e., a machine that does not use ramess of
its own), built and programmed by the government. It has ah@creen and a printer as
its only input/output devices. It gets as input the votehipice and prints a dual-ballot
containing the voter’s choice in the plaintext part and a@dthal encryption of the vote
in the ciphertext part, together with some authenticatida (see below for details). The
voting machine must be kept behind curtain to keep the \®f&ivacy.

Smart cards. Each voting machine is equipped with two smart cards (ankd smartcard

is associated with a specific voting machine). The smartscgetherate the randomness
used by the voting machine in a secure and verifiable manaelrd® for a discussion of
the role of the smart cards in the system).

Dual-ballots. Paper notes, printed by the voting machine. Ballots areddiinto two

detachable parts: the electronic ballot and the physpair{tex) ballot. The electronic
ballot has the encrypted vote along with a digital signatemifying the electronic ballot.
The physical ballot has the actual vote printed on it. It carfdided into half, and then
glued using some standard adhesive strip, thereby hidegltintext inside.

Ballot box. Identical to ballot boxes in current election processes.

Bulletin board. Secured and authenticated public database, accessiblegthe web
site interface, which contains the public key for thresherdryption, signature and public
keys of all parties participating in the elections, all tlested encrypted votes and audit
information about the tallying process. The bulletin baardccessible through the web by
all voters and participating parties. The bulletin boargmarts (1)read requestwhich can
be requested by anyone, and &)pend requestvhich can be requested only by official



authenticated players. All bulletin board answers areesignith its signature key. The
bulletin board’s public key is known to all parties before thlection starts (as that key
cannot just be published on the bulletin board).

Mix-Net Mixing network is the electronic module responsible for geting public en-

cryption key and decrypting the votes in verifiable and pryvpreserving manner. It is
composed of several computers executing a predefined ptatbere any quorum of pre-
defined size can successfully decrypt the votes[ S¢e 2.2ritvef information.

Mix-Net parties - A set of officials, each one controlling a single mix-netveer The
mix-net parties should typically be either appointed bygbeernment or by the candidates,
although this does leave room for representatives of nidaidies and institutions serving
the general public as part of their observing the electidterAexecuting the mix-net, these
parties publish their results and audit information on thkeltin board.

Auditors - There are four types of auditors:

e Auditors assuring the orderly conduct of the elections ess@nd overseeing polling
station committees.

e Auditors verifying that the electronic ballot appears oa web.
e Auditors auditing the voting machines.
e Auditors for the tallying process.

Auditors of the first type are officials appointed by the goweent. Auditors of the
second type are the voters themselves or anyone given goddsr receipt. Auditors of
the third type are officials appointed by the government hed/bters themselves. Anyone
can be an auditor of the fourth type.



2.4 Trust model

This section will explain the assumptions required to aahtbe desired properties of the
protocol.

Assumptions assuring integrity. The polling station workers are semi-honest, i.e., they
will not allow to upload encrypted votes or to cast plaintextes that were not created by
legitimate voters.

Assumptions assuring incoercibility (and privacy). The voting booth will not collabo-
rate with any coercer or with any of the smart cards it usesthEtmore, the smart cards
are manufactured by different companies and do not coliab@mong themselves. Third,
the smart cards can be initialized only once and their igdlemmemory cannot be read or
modified externally. Last, there is no dishonest subsetefrix-net parties large enough
to be able to decrypt messages.



Chapter 3
The Protocol

The protocol is based on the protocols fram [BEn06, BenOBlceSthe voting booth prints
ballots on-demand, the protocol prevent the voting boatimfusing subliminal channels to
compromise the voter’s privacy and does so by splitting sofhtke booth’s functionality
to external smart cards. For more details[sek 3.3.

3.1 High Level Description

This section will describe the voting protocol, as seen fthenvoter’s point of view.

The voter first enters the polling station and identifies kit the polling station
committee. Given permission, the voter proceeds to thegdiooth and makes his selec-
tion on a touch screen. The voting machine then prirdsa@-ballot At this point in the
process the voter can either audit the machine, or, use tloe fos casting. Is is similar to
Benaloh’s[BenO6tast-or-auditmethod.

The dual-ballot is a paper note, divided into two detachahlts: the electronic ballot
and the physicalglaintex) ballot (see Figure3l1). The electronic ballot has the yted
vote along with a digital signature certifying the elecimballot. The physical ballot has
the actual vote printed on it. It can be folded into half, ameht glued using some standard
adhesive strip, thereby hiding the plaintext inside.

If the voter intends the ballot for casting, the voting maehprints "For Casting” on the
ballot (see Figure_3l1). The voter then folds and glues thysiphl ballot (see Figure 3.3)
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and exits the voting booth. The electronic ballot is scarinetthe polling station committee

and the information is uploaded to the public electroniddiud board. The committee

stamps both parts of the ballot and detaches them in frofteo¢dter. The physical ballot

is cast into the ballot box and the electronic ballot is takeme by the voter as a receipt
(see Figur&3l4).

If the voter intends the ballot for auditing the voting mawhiprints additional audit
information on the ballot (see Figure B.2). Audit ballotkoal checking the consistency
of the voting machine, and inconsistent audit ballots ses/@ proof that a given voting
machine does not function correctly. Audit ballots canr®uled for voting, and instead
the voter enters again to the voting booth to actually vote.

Self
adhesive

Homer Simpson Homer Simpson

Folding

" —-
line FoldHors

Tearing —» = -
- Toar oo ToarHore
line

For Casting

Figure 3.1: Dual-ballot before folding. Since it Figure 3.2: Audit ballot. The audit information
is for casting, there is no barcode in the loweris printed in the barcode in the lowest part of the
part of the ballot. ballot.

Tallying. Once the polling stations close, the electronic tallyinggesss takes place pub-
licly on the bulletin board. The tallying is performed by theiversally verifiable mix-net

(sed 2.P for details). Manual tallying of the paper ballo&yrhe performed at the polling
station after it is closed. The decision whether to counifsla the paper ballots or not is
left to the discretion of the officials organizing the eleas and a policy defining when
paper ballots are tallied should be published prior to tkeetans.
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1. Peel sticker 2. Fold Ballot
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Thank you for your vote!

Please collect the ballot and go to the voting committee.

Figure 3.3: Folding a ballot (screenshot from the voting ).

e

1 1) Scan electronic ballot

>

For Casting

2) Detach

ballot

4) Take home v
the receipt )
> a5

Figure 3.4: The casting process.

3) Cast physical ||7k

3.2 Detailed Description of the Protocol

This section will lay out in details the full protocol fromygtographic point of view.

3.2.1 Setting up the election

The mix-net parties jointly generate a master public-kapgithe distributed key genera-
tion of the threshold EIGamal cryptosystem. L&tg, g be the public parameters and let
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be the generated threshold EIGamal public key.

The bulletin board and all polling station committee congpsigenerate signature key-
pair. The bulletin board’s public key is distributed to afirpcipants separately from the
bulletin board.

Last, the election officials initialize two smart carf€’;, SC; for each voting booth.
The initialization of smart cardC; consists of generation of a unique identification number
id;, generation of a signature key pair (possibly the same fdvadths) and setting the
internal counternd_cnt; = 1. Also, the election public-key is stored on the card along
with the list of valid candidates. All the smart cards’ patiteys are stored on the bulletin
board.

3.2.2 Election day

Voting. The voter enters the polling station and identifies hims@lizen permission of
the poll workers, the voter enters the voting booth. The voloses his vote v using a
touch screen.

Denote the smart cards 8C;, SC;. The booth itself is a deterministic machine that
cannot generate randomness. The booth requests randofrorasthe smart cards (to
avoid the subliminal channel problem). Each smart c¢aed {1, 2} increases by one its
internal counternd_cnt;, and returns amessage consisting of

[rnd_cnt;, ri, g, Signaturesc, (id;|rnd_cnt;|g")] where g is the generator from the
election public key and; is uniformly random.

The booth encrypts the vote by= Ency,(v, r; +1r9). It also generates a non-interactive
zero knowledge proaf, thatc is an encryption of a valid vote (usirigout-of-¢ zeroknowl-
edge proof fronh 2]2). The booth sendsd_cnt,, rnd_cnts, ¢, w.] to SC; (SC is chosen
before the election day, e.g. the smart card with lower id Ioemn The smart card verifies
that the proofr, is valid for ¢, and that its internal counteig_cnt, is smaller thamnd_cnt;.

If all verifications pass, the smart card sets its internain¢er sig_cnt; = rnd_cnt; and
returns[Signaturesc, (idy |rnd_cnt,|rnd_cnty|c)]. Otherwise it returns an error message.
(The1-out-of-¢ zero-knowledge proof is required to prevent the voting nreefrom leak-
ing previous votes in the encrypted message, thereby wiglabter privacy.)
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The booth prints the first and second parts of the ballot (sge€&1). More specifically,
in the physical ballot part it prints and in the electronic ballot it prints:

idy, ids

rnd_cnty, rnd_cnt,

g, Signaturegc, (idy |rnd_cnt,|g"™)
g"?, Signaturegc, (ids|rnd_cnts|g™)

¢ = Ency(v,r + 1r2), Signaturese, (idy |rnd_cnty|rnd_cnty|c)

The counters are used to prevent chain voting and reuse @dmamess.

The voting machines have shielded printer outputs suchtligavoter can see that a
ballot is printed but cannot extract it before he chooseskérdo audit the ballot or not.

Using the information printed in the electronic ballot, ang can verify that the en-
cryption was computed with randomness that was producetidogrhart cards. That can
be checked simply by verifying all signatures, and, commui* ¢"> and comparing it with
the first element ofncy, (v, r1 + 79).

Now, the voter can (but does not have to) audit the voting nm&chnd verify that
this ballot was properly produced. If the voter wishes dockhg he presses "Audit the
machine” on the touch screen. Otherwise, the voter pre&sast™.

Auditing the machine. The booth prints "Audit informationr, r,” in the bottom of
the ballot. After the voter exits the booth the poll-workeesify that all signatures are
valid and that the randomness counters are equal and iecré&gsone over the counters
of previously casted ballots. The poll workers also veri§ng the randomness printed
as audit information that the ciphertext printed on the tetetc part of the ballot really
encrypts the plaintext printed on the other part. If so, thigynp the ballot and the voter
can return to the booth to continue his voting. The voter mag gerify those properties
at home.
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Casting. If the voter presses "Cast” the booth prints "For Castingthia bottom of the
ballot. The voter folds the first part of the ballot. Next, thaer leaves the voting booth
and presents his folded ballot to the poll workers. The paoltkers verify that his ballot
is not yet detached. They scan the electronic ballot, vésfgignatures and randomness
counters, stamp both parts of the ballot and detach the qddysallot from the electronic
one. All of this is done in front of the voter. The physicallbais publicly casted to the
ballot box and the stamped electronic part is uploaded tbuletin board and returned to
the voter as receipt.

The voter then leaves the polling station with the electrdwaillot.

3.2.3 Tallying

After the election is over, for each polling station the miattakes all the encrypted votes
1,0, ..., cy and passes it through a (re-encryption) mix-net. The mixismenade ofn
mixes, each one belongs to a different party. After the lastautputs a list of ciphertexts,
i, cy, ..., ¢y, verifiable threshold decryption is executed bparties. The result of this
decryption is the tally result for this specific polling $tatt.

In parallel, the physical ballots may be counted accordintpé policy of the officials
organizing the elections.

3.2.4 Auditing

Auditability of casting. The voter can check whether his casted electronic vote ie@os
correctly on the bulletin board. Also, he can choose to ahdit/oting machine and receive
an audit ballot that he can check at his home, using his owrpaten Because the machine
has to commit to the ballot by printing it before it knows whet it is audited or not, the
machine has to decide whether to "cheat” or not before kngwihether the ballot will be
audited.

Auditability of tallying.  Universal verifiability of the tallying is achieved usingetbtan-
dard primitives of verifiable shuffles and verifiable thrdshdecryption. Anyone can
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download a program to check those proofs using his own coenpétnyone with suffi-
cient knowledge can write a program to verify those proofsdalf.

Cross checking. At the end of the election the organizers will have two pata/stems
that can validate each other. The decision whether to ctepaper based system or not
should be determined before the elections.

3.3 Informal Security Analysis of the Protocol

This section will analyze the Wombat protocol in order towhiomeets the reuired prop-
erties fron{ 2.1

3.3.1 Integrity
In order to manipulate the results of the election, one mifistiavotes by either:
e Producing invalid ballots, or,
e Tampering with the contents of the ballot box, or,
e Changing votes to the bulletin board, or,
e Forging the tallying computation.
To prevent the first,
e The validity of all the electronic ballots is verified befdhe mix-net operation.

e Avoter or an auditor can verify that the machine encryptsreect vote by choosing
to audit the machine after entering a vote.

The second issue is solved by the assumption that the pdtetgon committee is
semi-honest and the ballot box is placed in a widely-visget in the polling station, so
the polling station officials will not allow the ballot box twe tampered by anyone.

The issue of changing the bulletin board is addressed by éqyoirements. First, the
polling station must sign any vote it uploads to the bull&iard and keep a confirmation,
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signed by the bulletin board, that the votes were uploadduht Way, if some legitimate

votes are missing from the bulletin board, the polling statould prove to auditors and/or
the government that it indeed uploaded the votes. Seconlde &nd of the elections day,
the voting station committee should verify that the numkfevates in the bulletin board

matches the number of voters that voted in that polling@tati

The issue oBallot Stuffingi.e., adding legal votes by unauthorized party, is adeass
by the counters mechanism. For the polling station committielo ballot stuffing it would
need to produce legal ballots with increasing counters agdllsignatures. In order to
produce them they will have to have access to the voting maamd station computer. As
was assumed, the polling station committee is semi-homekstree contradictory interests
of the members of the committee and external oversight wilebough to prevent ballot
stuffing.

The fourth concern is handled by the verifiable mix-net anifiable decryption pro-
cess. Each mixnet party has to output a non-interactive keowledge proof that it mixed
and re-encrypted its input ciphertexts into its output eipéxts correctly. Each party par-
ticipating in the decryption process produces a similaoprologether they prove with
probability exponentially close to 1 that the plaintextse &alid decryptions of the input
ciphertexts. Using-threshold decryption system assures that as long as theeed past
honest decryption parties, the decryption process carmobbtructed.

As explained before, an important feature of the systemesthss-check of the elec-
tronic tally against the paper tally, and the way this crassek can address concerns re-
garding the assumptions underlying the electronic system.

3.3.2 Privacy

Assumptions. Obviously, the voter has to disclose his choice to the votiraghine. In
order to lower the risk of data leakage from the voting maghihis assumed that only
one among the two smartcards and the voting machine is miadicin which case privacy
would still be preserved. As for the mix-net, in which in time¢he link between a voter
and his vote may be disclosed, the protocol assumes thatithat least one honest party
(a maximum of — 1 malicious parties) participating in the mix-net protognlywhich case
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privacy would still be preserved.

Subliminal channels. If the voting machine is capable of picking its own randons)és
can pick randomnesssuch that the last two digits gf which are printed on the ciphertext
part of the ballot and uploaded to the bulletin board, aratidal to the candidate’s index.
To prevent this, the voting machine’s output is made deteistic and uses the smart cards
to generate the needed randomness.

In practice, the voting booth knows the votes and the sma@sdanow only the random-
ness, so they cannot generate randomness that disclosetmmation on the actual votes.
This makes the booth’s public output fully determined byshwart cards’ randomness, so
the booth cannot leak any information. As stated in the systeust model (see 2.4), only
one of the three components, the booth and the two smart,caeysbe malicious. If any
two of them are malicious then it is possible to leak inforima{e.g., the booth sends the
vote to one smart card which uses this information to choasdaomness that depends on
that vote).

Using the smartcards does not help if the booth may requestar@lomness from the
two smartcards until that randomness serves its maliciogsgse. The prevent this, the
smartcards increase their internal counters for everymaume:ss requested. These counters
are printed on the ballot and provide a way to verify that theth does naskiprandomness
requests.

Gaps in the printed counters may occur as a result of thresscas

e A smart card is skipping legitimate counter values.
e The voting machine is repeatedly querying a smart card fafgmness as described.

e A voter has printed several ballots which he did not hand ithepolling station
committee for stamping.

The third case may be distinguished from the rest by logdiegyeneration of random-
ness in the voting machine or even with real time monitorirgg, using a counter display
outside the voting booth that enables the polling statiomrodttee to follow the voting
booth’s counters throughout election day. If the pollingtisth committee finds regular
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gaps in the counters of the smart cards, then it should decssion the voting machine
and send it to forensic analysis by election officials andlatitors.

Finally, a voting machine may leak information by printingteing that encodes current
and past votes, instead of printing a valid ballot. This wiaubrmally be detected only at
the end of election day when all ballots are decrypted, soesaot pose an integrity threat
but it does pose a privacy threat. The®ut-of-( encryption zero-knowledge proof is used
to prevent this attack. In order for the ballot to be procds$iee ciphertext needs to be
signed by one of the smartcards. For the smart card to sigrhartext, the voting machine
has to produce a zero-knowledge proof that the ciphertext sncryption of a valid vote.
As the voting machine and the smart cards are not collalngyrésieé 2.4) and therefore the
machine cannot obtain a signature on an invalid ciphertext.

Is should be noted that in systems where the booth prints fiigblets, there is always
the possibility of "local” subliminal channel. Consider adih with a printer that prints the
barcode slightly (say 1mm) shifted to the right or to the,ld##pending on the last vote.
Such channel and similar ones are hard to discover. Howttvegttack is only local since
the channel receiver has to see the actual receipt.

3.3.3 Incoercibility

Regular coercibility. The cryptographic assumptions imply that any two distidng of
ElGamal encryptions for different parties are computatllyrindistinguishable. Therefore
the coercer cannot distinguish between a vote for his petlegparty and a vote for the
voter’s preferred party.

Chain voting. Chain voting is a scenario in which the coercer is able toinl#aingle
legal ballot for his chosen candidate and take it outsidetikéng station. Outside, he can
record the ciphertext part of the ballot. Next, he gives tiatot to a voter, demanding
that the voter vote with the coercer’s ballot, present tlaenged receipt as proof that he
did, and provide the coercer with another legal ballot fershme candidate. The counters
mechanism prevents this scenario. A ballot held by the evdrecomes invalid when
another person uses the same voting machine, increasicguingers to a value above the
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counter printed on the coercer’s ballot.

Coercion to vote randomly. In this scenario a coercer attempts to force a voter to vote
randomly by demanding a receipt with specific statisticapgrties, which is easy to gen-
erate if the voter agrees to pick a candidate according toetipeired property but hard to
generate if the voter insists on voting according to hisgresice.

Because the voter makes his choice before the random s&isawn to his, thus
making the randomness independent of the voter's choieeyaker cannot be coerced
according to this scenario.
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Chapter 4

Implementation and Experiments

4.1 Implementation

4.1.1 Obijectives

The ultimate goal of Wombat was to adhere as much as possitiie turrent system, and
make Wombat simple enough for voters, election officialsaunditors so that it can be run
by parties with minimal skills. And to do this without compngsing on system secrity.

Wombat was implemented in the Java programming languaieg vistually only open
source components. The interoperability between therdiftemodules was to be imple-
mented using Web Services. Where secure communicationeresed, Wombat used Web
Services over the HTTPS protocol.

4.1.2 The voting booth

The voting booth machine is a metal box containing a PC, t@ecken and an industrial
printer capable of printing both text and 2D-barcodes. kieotto prevent the user from
extracting the ballot before due time, the printer outpat slas protected by a transparent
plastic slot, so that the voter could see the partially pdrtallot but not extract it.

The software was designed to run on a Live Linux OS, althougtha PC came off
the shelf set up with Windows XP which was eventually usedtierelections. The soft-
ware configuration consisted of the booth’s private sigreakey, all possible candidates
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with their full names and numeric representation, mappiegvben track and available
candidates for that track and the public threshold key arattsoard keys.

In the IDC student council election, when a voter enteredvitieng booth, he was
asked for his track number. Accordingly, the voter was as&eate for the corresponding
races.

After several tests examining how volunteer subjects dpehe booth with little to no
instructions beforehand, it was decided to hide the ballditang feature. Instead of asking
the voter explicitly whether he would like to audit the ballive voter could audit his ballot
only by pressing a hidden button while the ballot was prinfgds way the voting process
for the common voter became simpler while still allowinglotd to be audited by auditors
and sophisticated voters. The instructions for auditiregvibting booths were available at
the polling station on election day and also on the electiehsite before the elections.

I\\\

Auditors may press here
in order to audit the
voting machine

Figure 4.1: Screenshot of the Printing window with the (§@arent) audit button.

4.1.3 The polling station committee

The polling station manager computer had three tasks: tesadhie database of eligible
voters assigned to that polling station and their track nennto keep track of voters that
voted, and to periodically upload scanned votes to the tiuleoard. It was made of a
PC running Windows XP and attached to a barcode scanner,attotgwith 1D barcodes
and 2D barcodes. The computer was pre-configured with thikcpgignature keys of the
voting machines in the polling stations and of the smartsardach voting booth. It run
a Java GUI software that used the barcode-scanner to scanigentification cards and
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mark voters in the database. The same program also scaniwd,beerified the signatures
on them and accumulated votes in the database. In addiiemdiling station committee
had a paper stamp to stamp voted ballots as described bydtoepk.

The polling station also had a dedicated computer for actating the scanned votes
from polling station manager computers (over a LAN), as waslfor managing the voter
registry and for provisioning and monitoring the entireteys. The PC ran a MySQL
database server and, in addition, a program uploading gimediaccumulated votes file to
the bulletin board every few minutes.

4.1.4 The website (www.wombat-voting.com)

The website was installed on a virtual private server (VR8)he internet. The standard
software installed on the server included Linux operatipgtesm, Apache Web Server,
MySQL database and Oracle Weblogic Application Server, dddicated software on that
server was divided between a module for uploading the votéstdatabase and the web-
site which displays information about the election proaess which allows searching the
database for a specific vote (or viewing all votes togethEng uploading server was im-
plemented as a Java EE application that runs on the Weblppgiation server. It exposed
a Web Service interface for uploading scanned votes.

The website itself was written in PHP using the Wordpressastfucture. It contained
explanations about the voting, auditing and tallying psses, all public keys, the mix-net
proofs of correctness, the uploaded votes file and signanuaeslection results. The site
further allowed voters to find their votes inside the votetfilereby making sure that their
vote participated in the tallying process.

Although the internet was used for communication netwotkben the different mod-
ules of the system, this is not mandatory. In case one woatiesitDenial of Service
attacks, the system can be setup to communicate over agneawork, and use the web-
site only as a front-end.
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4.1.5 Android ballot verifier

In order to allow voters who used the audit feature to auditrttote more easily, an open
source Android application was developed for the projebe @pplication allows voters to
take a picture of the ciphertext part of the ballot and thatauait of the ballot (if it exists)
using the smartphone’s camera. The Smartphone would théy treat the signatures on
the ballot are correct. If the ballot is an audit ballot thewauld verify the ciphertext was
generated using the randomness specified in the audit piais "IFor Casting” ballot, then
it would verify that the ciphertext information is postedi@ztly on the website. It should
be noted that the application was developed independeinfipmbat by Tel-Aviv Univer-
sity students, thus demonstrating the feasibility of hgwarternal observers of Wombat -
may they be voters, candidates or neutral parties - deve&pdwn auditing tool.

4.1.6 Mix-Net

The mix-net was implemented using Verificatum [Ver11], vhig a free and open source
implementation of an ElIGamal based mix-net. The goal is téalikful to cryptographic
theory, yet general and fast enough for practical appboati Most of the code is written in
Java, but native arithmetic code is also available for immpdspeed. The complete protocol
is a combination of several subprotocols, most importahtlgshold key generation, mix-
net and verifiable threshold decryption.

Due to lack of computers on which to run the mix-net, the Wonslgatem has several
Linux LiveUSBs, with a full distribution of Linux and verifatum installed. In this way,
the mox-net could be run on any available computer.

4.1.7 Unimplemented functionality
Due to time constraints and limited resources not all pldrfaatures were implemented in

time for the first IDC elections. These features were replasefollows:

Smartcards. Due to lack of testing time, smartcards loaded with the staadtapplica-
tion were not deployed to the voting machines. Instead, thehines were set with internal
smartcard simulator.
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Multiple polling stations. Wombat currently supports only one polling station with mul
tiple booths. The only addition required in order to suppaote is key managment feature
in the web service.

Merkle hash trees. In Wombat’s original design the polling stations would wgadconly
the newer votes to the website. In order to make sure that #ixsite does not remove
chunks of votes from the list, the posted votes were to beepted by Merkle Hash
Tree [Mer87]. Due to time restrictions, it was decided thatpolling station should upload
all the votes to the website every time, signed by the poBiagion as a single file.

Secure communication. The Wombat protocol specifies that the communication be-
tween the polling station committee and the bullettin badrduld be 'secure’. Wombat's
original design required an SSL connection. Due to resa@steictions and the fact the all
the information that passes between the bullettin boardilaagolling station committee

is public, we have decided to replace SSL with a simple chgdaesponse protocol.

4.2 Elections with Wombat

The Interdisciplinary Center’s student council electioosk place for three consecutive
days, May 17th to 19th, 2011. There were several simultanams: 78 candidates com-
peted over 56 available seats in the student council, irtiaddd runs for the student coun-
cil president and vice president, and runs for represeebtf 27 special tracks. About
2097 voted out of about 6000 registered voters (about 38k #&ovoter 1-2 minutes to vote,
comprising of about 30 seconds of interacting with the pglktation worker before voting,
one minute interacting with the voting machine and 30 sesafdnteraction with polling
station workers after voting. After the closing of the padjistations, the mix-net was run
on a single machine. The whole process took slightly less 2@eminutes and the election
results were announced 45 minutes after the closing of th@gastation on the last day of
the elections. No contentions were filed.

Meretz is a small political party in Israel, with about 3Tharty council consists of
about 950 members and elects the party’s leader. There wigh #ulnoff at the elections
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with about 830 voters (about 880f the voters were over 50syebage. The Meretz party
leadership elections were a simple plurality vote.

The second IDC student council elections were held betweay 22th and May 24th
2012. The number of candidates, eligible voters and acttaks was almost the same as
in the first elections.

In order to educate potential voters about the system, in éleictions the voting pro-
cess was explained in the website in advance. Furthermbtiee @ntrance to the polling
station one of the developers stood and explained the pdoesaiting voters and what
they had to do once inside the polling station. There werlalge posters explaining the
process posted outside the polling station.

4.2.1 Lessons Learned

Without guidance, many voters did not fold their ballot dtaalfolded it incorrectly (in
both elections). This was partly due to bad design of theobétiat made it possible to
fold the ballot in two different ways. When one of the systeznalopers demonstrated the
correct folding before entering the voting booth the eretevirtually dropped to zero.

The developers of Wombat explained to interested votersléimgers of DRE voting
(i.e., where a computer simply stores the votes internaW}ers quickly understood the
issue and many of them reported that they feel better knothieg can actuallyseetheir
vote in plaintext. Also, many voters (especially the yourmees) enjoyed voting with the
new technology, and as a result, were more open-mindedno &eut the system.

4.2.2 The Questionnaire

In the first election, voters were asked to fill in an on-lin@sfionnaire or participate in an
exit survey. The online questionnaire was composed of 18tapres, 2 of which admin-
istrative, 6 about the voter’s understanding of the votingcpss and his/her satisfaction
and two about the perceived privacy and integrity of theeystin total, 481 voters par-
ticipated in the survey, 403 of them answering the on-lineespand 78 the exit survey.
The survey response rate was just under 23%. About 37% oé tiwvbe answered were
female and 62% were male; with 4 voters declining to statie ¢femder. In general, survey
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participants were well distributed among seven fields ofist’he majority (about 73%)

of survey participants verified their ballot. It should beewthat the high participation
rate is due to a lottery of two campus parking lots (a destrd@oinus) among those who
participated.

Information on a voter’s satisfaction with the voting presevas captured via the survey
guestion, "Thinking about your overall experience at thiksgoday, how satisfied are you
with your voting experience?”. Over 85% of respondents regabbeing satisfied.

Voters were also asked their opinion over the simplicityhad voting process. The
majority of survey respondents believed the voting proaessclear and simple. Across all
survey participants, 60% of respondents strongly agresickiie voting process was clear
and simple; with just over 1% of respondents strongly diseigng. About three-quarters
of survey respondents agreed with the statement that thégrstood why the ballot was
separated.

Furhter discussion of the questionnaire and its implicatican be found gt [BNNFRLZ)].

4.3 Security Analysis of the Implementation

Guy Lando and Bar Perach have performed a security analiytie &/ombat implemen-
tation and have published a detailed report of their find[b&42]. The analysis confirms
the security the Wombat protocol under the stated assungpéind presents implementa-
tion exploits only. It lists 50 different findings, each repenting a bug, missing feature
or other weakness of the implementation. These findingshame ¢ombined into 7 attack
scenarios of which 6 were implemented according to the tefitre report concludes by
stating that most of the findings are easy to fix and if all figdiare fixed the implementa-
tion can be considered secure. If these finding are not fixadever, using them or simply
publishing them may damage the system’s credibility.

This work cannot list and answer all findings. However theifigd can be grouped
into several categories with common properties.

Many of the findings exist due to insufficient developmenttinefore the first elections
the used Wombat. Findings 4, 5, 10, 12, 14, 24, 25, 27, 34,B%2and 50 could be found
and averted had there been more time for development amttte®ther findings exist due
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to lack of experience in secure programming and securityeimegal in the development
team. Findings 5, 13, 15, 16, 20, 21, 25, 26, 29, 30, 31 and 8Ridwve been averted
if the the development team of Wombat had the needed exjgeriarprogramming secure
systems.

Another part of the findings (8, 9, 17, 33 and 39) refer to tlweagie of and access
control to different components of the wombat system befdueing and after elections.
These issues are chain of custody issues and appropriatedores should be defined by
the election authority to restrict the access to system cois.

A third part of the findings refers to the wombat website arld fa make a distinction
between the site’s functions as a bulletin board (recejvadjdating and publishing the
signed file containing all the votes) and its functions asrdiee enabling a voter to verify
that his vote is in the votes file. Findings 2, 3 and attack ages 5.1, 5.2, 5.3 attack
only the verifier functionality of the website. If Wombat isad in future elections of more
significance, third parties will write independent veri§i¢o make sure that a given vote is
in the votes file and thus preventing these findings of danggihie system.

A final set of findings (43, 44, 45, 47, 48 and 49) are merelyrimftive. They do not
create any weakness in the system but allow an adversaryrtorgae information about
different components of Wombat.

Several of the findings deserve a more detailed explanation:

e Finding 1 shows how an adversary could crash the voting beygplication by press-
ing two buttons simultaneously and then gain control overltboth. This attack is
used to create a ballot with a very high serial number. Thertegpesn’t mention
that the voting booth will continue to create ballots withihnumbers, and the voting
process will continue. Also, this attack is easy to recogniz

e Finding 5 describes a man-in-the-middle scenario whereativersary can gain a
valid polling station signature on malicious votes file bientepting the communi-
cation between the polling station and the bulletin boarlde finding is caused by
faulty implementation of the challenge-response protticat was used instead of
SSL due lack of resources. See 4.1.7 for further details.

e Finding 7 refers to a feature added to the system for the Meitettions. The party
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required the ability to vote with pre-printed ballots forrpens with special needs.
Therefore a bypass for the serial numbers verification wdsa@tb the system. The
risks were explained in detail to Meretz’s personnel ang there accepted.

e Finding 11 refers to system'’s source code, potential vditstrand other information
accessed with encryption. This information is public anetéifiore there is no need
to protect it.

e Finding 19 states that the bulletin board erases the oldsvidee whenever a new
votes file is successfully uploaded. The bulletin board abees a copy of the old
file as backup, making all denial-of-service attacks thatthss finding recoverable.

e Finding 23 discusses the bulletin boards administrativesote being accessible
through the internet but shows no actual attack that usesot®n

e Finding 37 describes a bug in the polling station committeeasare that allows to
scan a ballot after faulty identification scan. To turn thig into an actual attack the
person manning the computer is required to collude with thegsary by scanning
a ballot even though the computer shows an error in the iigation scan.

e Finding 41 states that it is possible to make the same enarypkist twice in the
votes file. If that happens, the mixnet code will find the degtie and remove it.

e Finding 46 shows that the random number generator used abectiee EIGammal
encryptions in the voting booth is weak. That finding can egéa voter privacy
because an adversary can guess the randomness used in drergGencryption
and decrypt the voter’s receipt. The finding was caused dtieetoinimplemented
smartcard functionality, which would have made the votingth deterministic.

The security analysis report then discusses how the finadiag$e used to undermine
Wombat'’s properties by presenting several scenarios.

e Scenario 2.1 requires a chain of custody breach to acquerpdling station’s com-
mittee private key in order to perform a ballot stuffing aktac

29



Scenario 2.2 changes the votes file but cannot the pollingsi®signature on the
votes file. Such an attack can be discovered by independefi¢xsin real elections.

Scenario 2.3 describes a legitimate ballot stuffing scenaowever it requires the
adversary to create ballots with valid smartcard or smedtsanulation signature.

Scenarios 2.4 and 2.5 only change the behavior of the webgiteut modifying
the votes file stored in the bulletin board and therefore @aelks against the verifier
functionality of the website. In real elections, there viné additional verifiers to
mitigate a weakness in the website.

Scenarios 3.1 and 3.4 will indeed disable the system butdw@io in a recoverable
and noticeable way.

Scenario 3.2 states that the old votes file is erased wheaevew file is uploaded.
However, as mentioned a backup is saved on the bulletin b@drerefore this sce-
nario cannot cause loss of casted votes.

Scenario 3.4 doesn’t describe any actual attack becaudmttiegs it uses are po-
tential only.

In scenario 3.5, a ballot with very high serial number is tedaand used to disable
further voting. However, as stated, this attack will notadble voting because any
newer ballots will be created with even higher serial number

Scenario 4.1 requires that plaintext paper ballots be exadrfor fingerprints in order
to compromise voter privacy. That can be done with any papsed system.

Scenarios 4.2, 4.4 and 4.5 require a chain of custody vawiati order to gain access
to Wombat's components.

Scenario 4.3 allows violation of voter privacy by publishprivate information about
him, but it doesn’t allow to discover the voter’s vote.

Scenario 4.6 demands that the voting booth print a smallsignthe voter recipt
that reveals his vote. This attack is possible in all votiystems where the printer or
voting booth that print the voter’s receipt also know hisevot
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e Scenarios 5.1 to 5.9 deal with undermining confidence in Wadrbly changing the
content of the website or publishing some of the finding ofdbeurity analysis.

e Scenario 6.2 describes what is in essence a chain votirgkaffhe coercer creates
a ballot with high serial number and forces a voter to use.rtfeiofor the voter to
be able to use it, he needs to do so before any other voterseate @and use a ballot
with even higher serial number.

In conclusion, the security analysis exposes many weaks@sdVombat's implemen-
tation, though some can be mitigated. It is important tolkesthese findings before using
Wombat again.
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