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This study aims at investigating three-dimensional subject-specific cerebrospinal fluid
(CSF) dynamics in the inferior cranial space, the superior spinal subarachnoid space
(SAS), and the fourth cerebral ventricle using a combination of a finite-volume compu-
tational fluid dynamics (CFD) approach and magnetic resonance imaging (MRI) experi-
ments. An anatomically accurate 3D model of the entire SAS of a healthy volunteer was
reconstructed from high resolution T2 weighted MRI data. Subject-specific pulsatile ve-
locity boundary conditions were imposed at planes in the pontine cistern, cerebellomed-
ullary cistern, and in the spinal subarachnoid space. Velocimetric MRI was used to
measure the velocity field at these boundaries. A constant pressure boundary condition
was imposed at the interface between the aqueduct of Sylvius and the fourth ventricle.
The morphology of the SAS with its complex trabecula structures was taken into account
through a novel porous media model with anisotropic permeability. The governing equa-
tions were solved using finite-volume CFD. We observed a total pressure variation from
�42 Pa to 40 Pa within one cardiac cycle in the investigated domain. Maximum CSF
velocities of about 15 cm /s occurred in the inferior section of the aqueduct, 14 cm /s in
the left foramen of Luschka, and 9 cm /s in the foramen of Magendie. Flow velocities in
the right foramen of Luschka were found to be significantly lower than in the left, indi-
cating three-dimensional brain asymmetries. The flow in the cerebellomedullary cistern
was found to be relatively diffusive with a peak Reynolds number �Re��72, while the
flow in the pontine cistern was primarily convective with a peak Re�386. The net
volumetric flow rate in the spinal canal was found to be negligible despite CSF oscilla-
tion with substantial amplitude with a maximum volumetric flow rate of 109 ml /min. The
observed transient flow patterns indicate a compliant behavior of the cranial subarach-
noid space. Still, the estimated deformations were small owing to the large parenchymal
surface. We have integrated anatomic and velocimetric MRI data with computational
fluid dynamics incorporating the porous SAS morphology for the subject-specific recon-
struction of cerebrospinal fluid flow in the subarachnoid space. This model can be used
as a basis for the development of computational tools, e.g., for the optimization of in-
trathecal drug delivery and computer-aided evaluation of cerebral pathologies such as
syrinx development in syringomelia. �DOI: 10.1115/1.3005171�

Keywords: cerebrospinal fluid, subarachnoid space, porous media, MRI, drug delivery
Introduction

The cerebrospinal fluid �CSF� is a colorless fluid that surrounds
he brain and spinal cord �1�. It circulates in the ventricles and the
ubarachnoid space, carrying away potentially harmful metabo-
ites, transporting hormones, and cushioning the brain. CSF is
roduced mainly by the choroid plexus in the lateral, third, and
ourth ventricles. It flows from the lateral ventricles to the third
entricle via the foramina of Monro. From the third ventricle, CSF
asses into the fourth ventricle through the aqueduct of Sylvius
nd flows out of the fourth ventricle through the midline foramen
f Magendie and the lateral foramina of Luschka into the sub-
rachnoid space, which comprises a network of interconnected
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cisterns. Some fluid passes downward into the spinal cavity, but
most of the fluid flows upward around the tentorium to be ab-
sorbed mainly through the arachnoid granulations into the supe-
rior sagittal sinus. Figure 1 illustrates the flow path of CSF within
the intracranial cavities.

In addition to the customary associations of CSF flow pathol-
ogy with diseases such as hydrocephalus, multiple sclerosis, cryp-
toccocal meningitis, and Alzheimer’s disease �2,3�, the study of
CSF circulation has gained a more recent interest due to its func-
tion as a transport medium of the brain �4,5�. For the delivery of
therapeutic drugs that cannot cross the blood brain barrier, direct
injection into the CSF space can be used as an alternative pathway
�6–12�. Other advantages of intrathecal or intracerebroventricular
drug injection are reduced dosage compared to systemic injection
and enhanced drug half-life due to low chemical binding of CSF
with the drug molecules �6�. Morphine injection into the intra-
thecal cavity is particularly effective, because the drug does not

have to circulate systemically to reach the periacqueductal gray
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region toward anterior of cerebral acqueduct� and dorsal spine,
here �-opioid receptors are present �7,8�. Together with reduced
osage �reduction of up to 200% as compared to oral or systemic
orphine dose�, the intrathecal morphine gives enhanced pain

ontrol with minimal side effects �9�. There are various other
linically relevant drugs such as 9-nitro-camptothecin �9NC� for
he treatment of neoplastic meningitis �10�, baclofen for treatment
f spasticity of cerebral origin �11�, and thyrotropin releasing hor-
one for the treatment of amytrophic lateral sclerosis �12�, where

ntrathecal drug delivery is warranted and where the knowledge of
SF dynamics may allow efficient drug delivery procedures.
here are several other applications, such as shunt treatment of
ydrocephalus �13� and pathogenesis of syringomelia �14,15�,
here comprehensive knowledge of CSF pathways, pressure, and

he associated dynamics is required for improved diagnosis and
reatment. With the steady improvement of medical imaging tech-
iques such as magnetic resonance imaging �MRI�, it has become
ossible to capture CSF flow rates and velocities at specific loca-
ions. However, the noninvasive measurement of intracranial pres-
ure �ICP� remains an unresolved issue.

A variety of lumped parameter and electric resistance models
re available in literature �16–18� that calculate CSF dynamics
ased on flow parameters estimated using zero-dimensional ap-
roximation of the system. While these models are suitable for a
eneral understanding of CSF flow within the cranium, their value
or clinical applications is limited. A handful of computational
uid dynamics �CFD� models that provide subject-specific quan-

itative description of CSF flow have been published �19–25�.
owever, most of these models investigate CSF dynamics only in

he ventricular space. Despite its irrefutable significance, there has
een almost no effort to extend these models to the surrounding
ubarachnoid space �SAS�. The principal reason for this is the
omplexity of the SAS, both in terms of anatomy and the flow
eld, as well as the lack of sufficient information from clinical
ow measurements. Jacobson et al. �26� were the first to estimate
SF flow resistance in the SAS based on a computational model.
owever, their investigation was based on an idealized and exten-

ively simplified representation of the SAS. Loth et al. �27� pro-
ided a detailed description of fluidic characteristics based on
heir anatomically accurate model of the spinal subarachnoid
pace. Stockman �28� performed lattice Boltzmann simulations to
escribe oscillatory flow in the spinal SAS and also estimated the
ffect of trabecula network bridging this space. However, the in-
estigations of Loth et al. �27� and Stockman �28� were limited to
he spinal CSF space. To the best of our knowledge, the only work
hat deals with CSF flow in the cranial subarachnoid space and the
ourth ventricle using the fluid mechanics principles is the work
y Zhu et al. �29� and Linninger et al. �30,31�. Their analysis
redicts pulsatile CSF dynamics in the normal and hydrocephalic
rain. However, their work do not take into account the three
imensional CSF dynamics and is restricted to two dimensional

ig. 1 „a… CSF space anatomy „T2 weighted MRI image… and
athways in the intracranial cavities. „b… Schematic of trabecu-

ae bridging the SAS between arachnoid and pia layers.
ow field analysis computed over the midsaggital plane.
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The presence of a complex weblike trabecula network in the
SAS complicates the investigation of the flow field �32�. Figure
1�b� shows the schematic of trabecula structure bridging the SAS
between arachnoid and pia layers. These trabeculae may exhibit a
considerable variability in terms of number and structure, depend-
ing on their location in the SAS. The mechanical role of the tra-
beculae is twofold: they help reduce CSF pressure on the brain
parenchyma by providing resistance to CSF flow, and they damp
brain acceleration, preventing the brain from hitting the rigid
skull. Jacobson et al. �26� modeled bulk CSF flow, treating the
SAS as a porous medium with uniform properties. While the po-
rosity of the SAS is estimated to be around 0.99 �33�, there are no
published values on its permeability. In the calculations of Jacob-
son et al. �26�, a range of permeability values varying from 8
�10−3 m2 to 8�10−10 m2 was chosen to determine the pressure
loss in SAS due to the presence of trabeculae. Since the trabecula
structures extend longitudinally from the arachnoid to the pia
layer �see Fig. 1�b��, the permeability along the longitudinal axis
of the trabeculae may differ significantly compared to the perme-
ability in the transverse direction. In the work at hand, we present
an anisotropic porous media model for the SAS that takes into
account directional variations of SAS permeability.

We have taken into account the accurate three-dimensional
anatomy of the SAS based on MRI data. We have investigated the
CSF flow in the inferior cranial and superior spinal SAS keeping
in mind its clinical relevance exemplified by intrathecal drug de-
livery �6–12�, and diagnosis of syrinxes in syringomelia �14,15�
and chiari malformation �34� due to the elongation of cerebellar
tonsils into the SAS. We have performed the investigation using
computational fluid dynamics with pulsatile subject-specific BCs
derived from velocimetric MRI. The anisotropic porous media
model, the anatomically accurate SAS description, and three-
dimensional transient simulations based on MRI boundary condi-
tions are novel. To the best of our knowledge, the work at hand is
the first published effort to investigate subject-specific CSF dy-
namics in the three-dimensional subarachnoid space.

2 Method

2.1 Acquisition of Subarachnoid Space Anatomy. The
three-dimensional anatomy of the SAS was reconstructed from a
total of 230 T2 weighted MRI images by manual image segmen-
tation �Fig. 2�. The images covering the entire brain were acquired
in sagittal direction on a 3T MRI scanner �Achieva, Philips Medi-
cal Systems, Best, The Netherlands�. The in plane resolution was
0.45�0.45 mm2 and the slice spacing was 0.6 mm. For readout, a
high resolution 3D turbo spin-echo sequence with an echo time
�TE�=150 ms, repetition time �TR�=2000 ms, and a flip angle of

Fig. 2 3D reconstruction of the SAS using anatomic MRI. „a…
Anatomical MRI slices were segmented to produce „b… a 3D
model of the SAS. „c… The current investigation domain. „d…
Detailed anatomy of the superior cranial SAS.
90 deg was used. The scan was performed on a 25 years old
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ealthy male volunteer. The T2 weighted scans ensure a good
ontrast between brain tissue and the CSF space, the latter appear-
ng as a white region in the scans �Fig. 2�a��.

The segmentation was carried out manually on each MR slice
n coronal, sagittal, and transverse directions using AMIRA 3.1.1

Mercury Computer Systems/TGS, San Diego, CA�. A polygonal
urface model of the three-dimensional SAS was then recon-
tructed based on the segmented images �Fig. 2�b��, capturing the
ntricate details of the brain surface. This is necessary, as the
resence of brain sulci �Fig. 2�d�� will significantly affect the CSF
ow behavior in the cranial subarachnoid space. The treated ce-
ebral structures, namely, cerebrum, cerebellum, fourth ventricle,
pinal cord, and the subarachnoid space, were segmented sepa-
ately and subsequently registered in order to enhance the accu-
acy of the reconstruction process. Smoothing was performed on
ach MRI slice using a modified Gaussian filter with a filter mask
f 5�5 pixels. In order to eliminate segmentation artifacts, the
egmented model was smoothed once more in 3D and fitted with
onuniform rational Bézier spline �NURBS� surfaces. NURBS in-
erently assume double derivative continuity on the model sur-
ace, thus providing an excellent basis for CFD grid generation.
he file size was reduced tenfold with the NURBS representation.
his was essential in order to make the geometry tractable for

urther investigation. With a mean value of 0.01 mm, the devia-
ion of the NURBS representation from the anatomic segmenta-
ion was well within acceptable limits.

2.2 MRI Acquisition of CSF Flow. The boundary conditions
or the CFD simulations were obtained using velocity-encoded

RI. Through plane velocities were measured at three transverse
lanes in the subarachnoid space: at the foramen magnum in the
pinal canal, in the pontine cistern, and in the cerebellomedullary
istern �Fig. 3�. Phase contrast velocity imaging combined with an
CG triggered T1-weighted transient field echo �TFE� read-out
cheme was applied. In plane scan resolution was 0.46

0.46 mm2; slice thickness was 6 mm for the spinal canal and
mm for the pontine and the cerebellomedullary cisterns. For
easurements in cerebellomedullary cistern, the phase encoding

elocity was set to 2 cm /s, 4 cm /s for pontine cistern, and
cm /s for the spinal canal. Voxels of interest were manually

xtracted on the magnitude images, where CSF is displayed as
hite and brain tissue as gray. Before further postprocessing,
hase unwrapping was performed in the pontine cistern and the
ignals originating from blood vessels within the cavity were ex-
racted by hard threshholding on the phase images.

The measured profiles were filtered using a median filter �35�
ith a filter mask of 5�5 pixels. The filtered profiles were sub-

equently smoothed using cubic spline interpolation on a uniform
esh created in MATLAB 7.1 �The Mathworks, Inc., Natick, MA�.
he interpolation from the uniform mesh onto the computational
esh for the subsequent CFD simulations was performed using

he E02DCF and E02DEF libraries of the NAG Toolbox for MAT-

AB �Numerical Algorithms Group Ltd., Oxford, UK�. Figure 3
hows the interpolated profiles at all treated boundaries.

2.3 Computational Model. The CSF motion in the SAS can
e described by a system of partial differential equations that con-
erve mass and momentum. Under normal physiological condi-
ions, the CSF behaves as an incompressible Newtonian fluid with
ensity and viscosity same as that of water at 37°C �24�. The
overning equations for mass and momentum conservation can
hen be, respectively, written as follows.

In continuity equation,

��� · u� = Ṡm �1�
In momentum �Navier–Stokes� equations,

ournal of Biomechanical Engineering
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�� �u

�t
+ u · �u� = − �p + ��2u + SP �2�

where u is the velocity vector, p is the fluid pressure, � is the CSF

density, � is the CSF viscosity, Ṡm is the rate of CSF generation
per unit volume in the fourth ventricle �Eq. �7��, and SP is the
pressure gradient due to trabecular morphology of the SAS �Eq.
�3��. The contributions of the third and lateral ventricle choroid
plexus to CSF production are taken into account through bound-
ary conditions as specified in Sec. 2.4. In order to incorporate the
effect of trabeculae on the flow field, the entire domain—with
exception of the fourth ventricle and the foramen of Luschka—
was modeled as a Brinkman porous medium �36�. The pressure
drop caused by the porous medium, known as Darcy’s drag, was
modeled by the addition of a resistive momentum source term SP
to the Navier–Stokes equations. SP was formulated using Darcy’s
law that relates the flow velocity linearly to the pressure gradient
within the porous domain,

SP,i = �− �
j=1

3

Dij�uj�, SP = �SP,1

SP,2

SP,3
	 �3�

where SP,i is the source term for the ith �x, y, or z� momentum
equation and Dij is a second order flow resistance tensor, as de-
fined in Eq. �6� in Sec. 2.3.1. Dij represents the resistance to CSF
flow due to the presence of trabeculae and is mathematically equal
to the inverse of the permeability tensor kij �see Sec. 2.3.1�. Equa-
tions �2� and �3� can be combined to yield the Navier–Stokes/
Brinkman equations:

�� �u

�t
+ u · �u� = − �p + ��2u − c��

j=1

3

Dij�uj� �4�

where

c = 
0 fourth ven tricle foramen of Luschka

1 subarachnoid space
�

2.3.1 Estimation of SAS Permeability. For the estimation of
SAS permeability tensor kij, the porous subarachnoid space was
assumed to feature an idealized morphology, as shown in Fig.
4�a�. The upper wall in Fig. 4�a� represents the arachnoid layer
and the lower wall represents the pia layer. The trabeculae were
assumed to be straight cylindrical pillars extending normally to
the arachnoid layer. This simplified trabecular representation for
the SAS can be compared to a bed with unidirectional fibers, for
which the closed form solutions for permeability in arbitrary di-
rection can be derived using the approach of Westhuizen and Du
Plessis �37�. This methodology is founded on the phase average
form of the Navier–Stokes equation over a representative unit cell
�RUC�. The RUC is defined as the smallest volume containing a
single pore that still captures the details of the fibrous structure.
The underlying principle here is similar to the periodic unit cell
approach of Boomsma et al. �38�, where the authors modeled flow
through open cell metal foams. This approach allows permeability
in the RUC to be analytically determined using simple fluid dy-
namic principles and to be applied to the entire domain compris-
ing of numerous cells of identical morphology. A schematic RUC
for the present SAS model is shown in Fig. 4�b�. The permeability
derivation for unidirectional fiber arrangement inherently assumes
isotropy in the transverse plane, i.e., k22=k33, where 2 and 3 refer
to the transverse axes of the trabeculae �Fig. 4�b��. For laminar or
creep flow through cylindrical fiber structures with fiber radius r
and porosity �, Westhuizen and Du Plessis derived the analytical
relations for the longitudinal permeability k11 and the transverse

permeabilities k22=k33 as
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Fig. 3 Velocity profiles at the boundaries as obtained using velocimetric MRI at „a… the pontine cistern, „b… the cerebel-
lomedullary cistern, and „c… the spinal SAS. „d… Measured volumetric flow rates at each boundary. „e… Magnitude image
at pontine cistern with segmented basilar artery.
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k11

r2 =
�2 · �� + 2.157 · �1 − ���

48 · �1 − ��2 ,
k22

r2 =
k33

r2 =
� · � · �1 − �1 − ��2

24 · �1 − ��3/2

�5�
hese relations hold true for randomly positioned trabeculae, as

n the case of SAS, and are only a function of SAS porosity
nd the fiber structure �fiber shape and radius�. Furthermore,
hese relations can be easily extended to other physical geometries
ne…

ournal of Biomechanical Engineering
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such as elliptical trabeculae or trabeculae of irregular shapes
�39�. Figure 4�c� shows the longitudinal and transverse perme-
abilities as a function of SAS porosity. For the SAS porosity value
of �=0.99 �33� and trabeculae radius r=15 �m �28�, the longitu-
dinal permeability calculated with Eq. �5� is almost six times
the transverse permeability, indicating a strong anisotropic nature
of the system. The flow resistance tensor Dij can then be defined
as
Dij · r2 = 

48 · �1 − ��2

�2 · �� + 2.157 · �1 − ���
0 0

0
24 · �1 − ��3/2

� · � · �1 − �1 − ��2
0

0 0
24 · �1 − ��3/2

� · � · �1 − �1 − ��2


 �6�
or the CFD simulations, Dij was calculated at each location
ithin the SAS. D11 represents the resistance to CSF flow normal

o the arachnoid layer and D22=D33 are the transverse resistances.

2.4 Implementation. The range of length scales in the SAS
pans three orders of magnitude, which, together with the pulsatile
ature of the CSF flow, necessitate a fine spatial discretization and
ocal control over the computational cell size for the CFD calcu-
ations. It must be noted, however, that the increase in number of
rid cells exponentially imposes a limit to the computational cost
nd time. A significant amount of effort was thus spent to create
n efficient computational grid that not only accurately resolves
he flow field but at the same time keeps calculation cost and
imes at bay. This multiblock structured hexahedral grid with ap-
roximately 4.7�106 cells was constructed using ANSYS ICEM CFD

Ansys Inc., Canonsburg, PA�. The treated domain was divided up
n different regions based on characteristic sizes of geometric fea-
ures. Grid generation was performed on each region separately,
nd nonconformal interfaces were used to connect them. For lami-
ar flow such as that of CSF in the SAS, the maximum velocity
radients occur in the boundary layers. It is distinctly necessary to
apture these gradients in order to predict accurate flow patterns.
ur mesh uses an O-grid inflation layer from all walls so that the
esh is nearly orthogonal and allows for excellent control over

ig. 4 Porous media representation of the SAS, „a… Represen-
ative porous model for CFD, „b… Representative unit cell and
ermeability directions, „c… permeability variation with porosity
The number of “RUCs” across a channel can be more than
near-wall spacing in order to accurately capture velocity gradients
in the boundary layers. The height of the inflation layer was ap-
proximately determined using the laminar scaling law, �
=L ·ReL

−1/2, where � is the boundary layer thickness, L is the
region-dependent characteristic length, and ReL is the Reynolds
number.

The commercial finite volume solver FLUENT 6.3 �Fluent Inc.,
Lebanon, NH� was used to carry out the computations. The porous
media model of the SAS and the transient velocity boundary con-
ditions were implemented in FLUENT by means of user-defined
functions. The longitudinal and transverse permeabilities were
specified locally with respect to the local coordinate axes rather
than relative to the fixed geometric axes of the model. The fluid
equations were discretized using a second order upwind scheme
�40� in space and second order implicit scheme in time. The sec-
ond order discretizations were used to enhance the accuracy and
robustness of the CFD simulations. The advantage of fully im-
plicit time discretization is that it is unconditionally stable with
respect to the time step size. Pressure-velocity coupling was
achieved with the SIMPLEC algorithm �41�. The gradients of veloc-
ity and pressure were calculated using the Green–Gauss node
based gradient evaluation scheme �42�. This scheme reconstructs
exact values of a linear function at a node from surrounding cell-
centered values on meshes by solving a constrained minimization
problem, preserving a second order spatial accuracy.

Subject-specific pulsatile and spatially varying velocity profiles
were imposed at the outlet boundaries �namely, pontine cistern,
cerebellomedullary cistern, and spinal SAS�. These profiles were
obtained using velocimetric MRI technique as described in Sec.
2.2. A zero total pressure boundary condition was imposed at the
superior entrance of the fourth ventricle. To account for the pro-

duction of CSF in the fourth ventricle, a mass source Ṡm with zero

initial momentum was introduced in the fluid flow equations. Ṡm
corresponds to the amount of CSF generated per unit time and per
unit volume in the fourth ventricle. The mass source was only
added in the inferior part of the fourth ventricle with volume VFV,
where choroid plexus is assumed to be present �43�. While there is
no common consensus in the community on the amount of CSF
being produced in the fourth ventricle, for the present investiga-
tion, this value was assumed to be 5% of the overall CSF produc-

tion V̇CSF,net �44�. The overall CSF production was calculated by
superimposing volumetric flow rates at the outlet boundaries and
calculating net flow rate over a cardiac cycle. Here it was assumed

that there is no seepage of CSF through the ventricular or sub-
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rachnoid walls and that 95% of CSF is produced in the lateral

nd the third ventricles. The mass source Ṡm representing CSF
roduction in fourth ventricle can then be written as

Ṡm = 0.05 ·
�V̇CSF,net

VFV
�7�

ndependence studies were carried out to ensure that the CFD
olution is independent of the spatial grid size and the temporal
iscretization. Details are given in Appendix A.

Results
While the CSF flow in the SAS domain was laminar through-

ut, a wide variety of interesting flow patterns were observed. The
ow field in the left foramen of Luschka �LFL� was found to be
onsiderably different from that in the right foramen of Luschka
RFL�, indicating asymmetry in the global CSF flow. This can be
xplained by the presence of macroscopic and microscopic struc-
ural asymmetries in the brain �45�. The anisotropic mechanical
roperties of brain tissue �41� are likely to amplify the effect of
hese structural asymmetries on CSF flow by causing a nonuni-
orm deformation of the cerebrospinal fluid space. In the present
ork, we have taken into account such inhomogeneities through

symmetric velocity boundary conditions. Figure 5 shows the
ransient volumetric flow rate variation during one cardiac cycle at
he midline and lateral recesses of the fourth ventricle. The maxi-

um volumetric flow rate through LFL was 13.1 ml /min, while
he maximum flow rate through the RFL was 7.4 ml /min. Figure

shows the normal velocity contours at LFL during the entire
ardiac cycle �with time period T�. High velocities were observed
t the foramen of Magendie �FM�, peaking at 9.5 cm /s during the
rst quarter of the cardiac cycle. Table 1 lists the maximum volu-
etric flow rates, stroke volume, peak velocities, and Reynolds

umbers at various channels within the SAS. Stroke volume was
alculated by integrating the area under the transient volumetric

ig. 5 CSF volumetric flow rates from CFD simulations at LFL,
FL, and FM
Fig. 6 Normal velocity „m/s… contours at LFL

21010-6 / Vol. 131, FEBRUARY 2009
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flow rate curve at the respective channel. The integration was
performed separately for systolic and diastolic phases. The mean
of the absolute value of these two measurements is the stroke
volume. The net CSF production rate, including the production in
the fourth ventricle, was 0.47 ml /min or 679 ml /day. This is well
within the range of published values �46,47�.

Being a large dilation in the SAS, the basal cerebellomedullary
cistern acts as the single most important distribution zone for the
CSF communicating between ventricles and the subarachnoid
space. Figure 7 shows the stream traces of massless virtual par-
ticles injected at Plane A at different cardiac phases. Figure 8
shows the corresponding velocity profiles at different cross sec-
tions within the domain. The flow dynamics during one cardiac
cycle can be described as follows.

�a� At t=0, CSF flows in the cranial direction in the fourth
ventricle and in the caudal direction in the SAS. This is
caused, presumably, by the expansion of the lateral and
third ventricles and the expansion of blood vessels in the
SAS and beneath the pia matter or by the compression of
the SAS. The latter would indicate that either the trabe-
culae are compliant or that the compression only occurs
locally in areas without the presence of these pillarlike
structures.

�b� At t=T /5, CSF continues to flow in cranial direction in
the ventricular space, indicating the further expansion of
the ventricles. However, the flow in the SAS is no longer
in caudal direction but toward the cranial space. This is
likely to be caused by the compression of blood vessels
in or beneath the SAS or by the expansion of the SAS
itself. For overall mass conservation, the flow in the spi-
nal SAS reverses. A jet from the anterior spinal canal
enters the narrow ponal region and does not have any
bulk space to redistribute. A jet from the posterior spinal
canal enters the basal cerebellomedullary cistern and
splits into three streams: one entering the foramen of Ma-
gendie with a channel-like flow, one rotating around the
medulla oblongata and mixing with the jet from the an-
terior spinal canal, and the third entering the narrow re-
gion at the back of the cerebellum �superior cerebellom-
edullary cistern� and exhibiting very low velocities.

�c�

Table 1 Volumetric flow rates, stroke volume, peak velocities,
and Reynolds number at key cross sections within the SAS

V1,max V2,max SV 	peak DH Repeak

Aqueduct/fourth
ventricle

38.2 44.5 117.20 14.6 1.86 393

Left foramen
of Luschka

13.5 11.8 41.05 14.39 1.37 286

Right foramen
of Luschka

7.1 7.7 23.99 6.76 1.52 149

Foramen of
Magendie

17.5 25.7 57.78 9.49 1.60 220

Spinal
subarachnoid

52.8 108.9 271.55 1.40 6.62 134

Cisternal boundary 17.9 6.44 38.64 0.83 6.00 72
Ponal Boundary

�Forebrain�
94.7 57.7 289.30 4.28 6.23 386

V1,max=maximum volumetric flow rate in net CSF flow direction
�ml/min�
V2,max=maximum volumetric flow rate opposite to the net CSF flow
direction �ml/min�
SV=stroke volume ��l�
	peak=peak flow velocity �cm/s�
DH=hydrulic diameter of the boundary �mm�
Repeak=peak Reynolds number based on hydraulic diameter of the
boundary
At t=2T /5, the flow in the ventricles is in the caudal
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direction, indicating contraction of the ventricular walls.
A jet emerging from the aqueduct splits into three streams
flowing into each of the lateral and midline recesses of
the fourth ventricle. The flow entering the basal cerebel-
lomedullary cistern from the foramen of Magendie and
the spinal canal circulates around the medulla to enter the
ponal region. At the same time, jets from LFL and RFL
also enter the pontine cistern, flow toward the center of
the cistern, and are carried upward toward the cranium
with the inertia of the flow arriving from the spinal cav-
ity. This behavior of the flow ensures that the CSF arriv-
ing from the fourth ventricle and inferior SAS has
enough inertia to traverse the entire cranial space and
eventually exit through the arachnoid granulations.

�d� At t=3T /5, the CSF is virtually dormant in terms of fluid
dynamics. The flow velocities in the entire domain are
below 5 mm /s, except for a jet appearing in the fourth
ventricle. This is likely to be the condition of relaxation
of the contracted ventricular walls.

�e� At t=4T /5, the expansion of the blood vessels in or be-
neath the SAS or compression of the SAS begins again,
forcing the flow in caudal direction in the SAS and con-
serving the periodicity of the cycle.

Fig. 7 Stream traces colored by v
injected at Plane A intersecting the
cisterns.

Fig. 8 Velocity profiles at different cr
Womersley number. „Cross sections ar

for better representation of the vectors.…
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The net and maximum volumetric flow rates observed in the
superior cerebellomedullary cistern are 0.13 ml /min and
6.4 ml /min, respectively. The flow in the superior cerebellomed-
ullary cistern resembles a creep flow with a maximum absolute
velocity of 0.83 cm /s and a peak Reynolds number of 72 based
on the hydraulic diameter of the boundary. At such low Reynolds
numbers, the flow can theoretically be represented by only diffu-
sive and Darcy terms in the Navier–Stokes/Brinkman equations
�Eq. �4��. As opposed to the flow in the cerebellomedullary cis-
tern, the flow in the fourth ventricle is mostly convective with
peak Reynolds number of 393 and a peak velocity of approxi-
mately 15 cm /s at the superior end of the fourth ventricle, i.e., in
the aqueductal region. Figure 9 shows the velocity magnitude con-
tours in the entire domain within one cardiac cycle. The hornlike
protrusions at the posterior section of the fourth ventricle experi-
ence only secondary flow outside the influence region of the jet
arriving from the aqueduct. The flow velocity remains below
1 cm /s in the horns, while it reaches the order of 10 cm /s toward
the anterior wall of the ventricle.

Figure 10 shows the pressure variations within one cardiac
cycle. The pressure at any point within the domain is measured as
a relative static pressure with respect to the zero total pressure at

city magnitude „m/s…. Particles are
sal pontine and cerebellomedullary

sections within the domain. � is the
caled differently at different time steps
elo
ba
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he superior end of the fourth ventricle. The observed pressure
ange within one cardiac cycle is from −42 Pa to 40 Pa. Toward
he beginning of the cardiac cycle, the pressure throughout the
omain is positive with a maximum pressure of less than 35 Pa in
he pontine cistern, 39 Pa in the cerebellomedullary cistern, and
5 Pa in the fourth ventricle. The flow reverses direction in the
econd quarter of the cycle and a complete pressure reversal oc-
urs with lowest the pressure of −42 Pa in the pontine cistern,
23 Pa in the cerebellomedullary cistern, and −12 Pa in the fourth
entricle. During the third quarter, the pressure throughout the
omain remains relatively low and uniform indicating relaxation
f the ventricular and SAS walls. The second flow reversal occurs
oward the latter half of the fourth quarter of the cycle. The total
ressure range in the fourth ventricle is from −15 Pa to 15 Pa
hroughout the cardiac cycle.

Discussion
The net volumetric flow rate at the spinal boundary was ap-

roximately zero, which corresponds well with the results of Loth
t al. �27�. This implies that the spinal cavity principally acts as a
onduit for oscillatory CSF flow, cushioning the spinal cord, with

Fig. 9 Velocity magnitude „m/s… contours
„The velocity range in this figure has bee
field.…

ig. 10 Relative pressure „Pa… contours in the SAS during one
omplete cardiac cycle. The pressure values are given with re-
pect to zero reference pressure at the superior end of the

ourth ventricle.

21010-8 / Vol. 131, FEBRUARY 2009

ded 05 Jan 2009 to 129.132.68.254. Redistribution subject to ASM
none or very little fluid being absorbed within the spinal SAS. The
cross-sectional flow profiles in most of the SAS domain were
relatively flat in the middle and steeper toward the wall, rather
than being parabolic �Fig. 8�. Such a flow behavior can be attrib-
uted to the effect of transient inertial forces within the CSF sys-
tem. This can be explained by considering the Womersley param-
eter 
, which is defined as


2 =
transient inertial force

viscous force
=

��rh
2

�
�8�

where �=2� /T is the oscillatory flow frequency, T is the time
period of the cardiac cycle, � and � are CSF density and viscosity,
respectively, and rh=2·area· �perimeter�−1 is the hydraulic radius.
For small Womersley numbers �
�1�, the transient inertial forces
are low and the parabolic velocity profile has sufficient time to
develop during each cycle. Hence, the flow remains in phase with
the pressure gradient and the parabolic nature of the profiles is
preserved. For larger Womersley numbers �

1�, the transient
inertial forces are high enough that velocity profiles have little
time to respond to the pressure gradient and hence the profiles are
relatively flat toward the center. The Womersley number for the
flow in Plane 1 �Fig. 8� is rather high, i.e., 
�15, leading to a
velocity profile with a flat center resembling that of plug flow.

CSF pulsation is primarily driven by the motion of ventricular
walls, the expansion and contraction of the choroid plexus �48�,
and the blood vessel motion in the SAS �49�, which result from
the in- and outflow of blood into the cranial space that has, in
adults, a time independent volume. The subarachnoid space is
capable of volume change through the deformation of blood ves-
sels located within it. This can be seen clearly when the volumet-
ric flow rate at the spinal cord and the foramina of Luschka and
Magendie are considered at t=2T /5 �Fig. 8�: CSF enters the cra-
nial subarachnoid space from both the fourth ventricle and the
spinal SAS at this point in time, necessitating a compliant cranial
SAS. The presence of trabeculae in the subarachnoid space is
likely to inhibit global deformation of the pia and arachnoid layers
in contrast to the deformation of the ventricle walls. This is,
within current technical limitations, confirmed by MRI �50,51�. To
place the amplitude of such a potential but unlikely global defor-
mation into perspective, we have calculated the uniform disten-
sion of the cranial SAS that would be required to accommodate

he SAS during one complete cardiac cycle
hosen in order to best visualize the flow
in t
n c
the influx of CSF into the cranial SAS as a function of time, as
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hown in Fig. 11. In light of these observations, the potential
otion of the SAS walls has been neglected for the present analy-

is, yet the actual in- and outflow rates of CSF have been taken
nto account as measured with MRI.

An attempt has been made to capture the maximum amount of
etail possible of the SAS anatomy, but the segmentation accuracy
as limited by the resolution of the anatomic MRI data. It was

mpossible to capture the submillimeter scale structures like
rachnoid granulations, which are outlets of the CSF system.
hese granulations are mainly present in the superior saggital si-
us. They can be modeled as differential pressure valves that re-
pond to the pressure difference across the subarachnoid space
nd the superior saggital sinus. Velocimetric MRI techniques �Sec.
.2� have allowed us to capture the detailed velocity profiles in
raniocaudal direction in the ponal and the cerebellar region. In
eneral, MRI measurements detecting flow in all three directions
re feasible for the domain of interest. These scans are very long
nd thus prone to �i� rigid body motion, �ii� heart rate changes,
nd �iii� respiratory motion. As the velocities of CSF are rather
mall, the data sets would need registration of the different veloc-
ty directions, representing a potential error source for these
oundary conditions. Thus, the measurements were limited to the
raniocaudal motion of the fluid at these boundaries. The knowl-
dge of the other two velocity components, however, small they
re, will be important in determining the overall accuracy of the
omputations. Recent publications promise accurate three-
imensional CSF flow detection to become feasible soon �52�.

The accuracy of the porous media model depends on the precise
tructure and density of the trabeculae. The upper limit to the
ransverse permeability between the pia and the arachnoid layer
an be assessed by a representative steady laminar flow between
wo parallel plates with permeability k=D2 /12, where D is the
istance between the two plates. Assuming a small D of, for ex-
mple, 1 mm, k obtains the maximum value of 8.33�10−8 m2.
he transverse permeability for the chosen porosity ��=0.99� and

rabecular radius �r=15 �m� becomes 2.36�10−8 m2 according
o Eq. �5�, which is less than the upper limit. Doubling of the
rabecular radius decreases the longitudinal permeability by 76%,
he transverse permeability by 62%, and the porosity by 3%. This
esults in a total pressure variation in the entire domain from
55 Pa to 48 Pa within one cardiac cycle. Similar effects are ob-
erved with a twofold increase in trabecular density. Although the
nisotropic behavior of the SAS permeability has been included in
he present model, the overall resistance to fluid flow will also
epend on the inclination direction of the trabeculae. In the cur-
ent model, the trabeculae always extend normal to the domain
alls. A detailed parametric investigation of the porous model
arameters may give us more insight to this end, but we believe
hat the effect of inclination variation will be small because of the

ig. 11 Transient deformation and deformation rate of cranial
AS during one complete cardiac cycle
igh porosity of the SAS.
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Whenever possible, the BCs have been chosen with great em-
phasis on accurate reflection of the experimental velocimetric
data. However, at least one pressure boundary condition is re-
quired, as pressure is determined by the incompressible Navier–
Stokes equations only up to a constant �53�. For this reason, a zero
pressure boundary condition has been specified at the inferior end
of the aqueduct. As reliable noninvasive in vivo pressure measure-
ments are not possible with current technology, we chose the said
constant pressure BC for the sake of simplicity. The way to get rid
of this virtual boundary condition is to treat the entire CSF space
�ventricles and SAS� at once. However, this will significantly in-
crease the required computational resources and will limit the de-
tailed 3D investigation of the CSF dynamics. Furthermore, in the
current study, we have assumed that there is no seepage of CSF,
produced within parenchyma, through the ventricular or SAS
walls. While there is no clear consensus among the CSF commu-
nity on how much CSF is produced within parenchyma �extracho-
roidal�, the seepage, if present, would only impact the velocities
near to the acqueduct or the superior fourth ventricle but will not
impact our results in the SAS significantly. The reason for this is
that the only place where the cerebral parenchyma surface inter-
acts with the domain treated in this study is the entrance of the
fourth ventricle, which is significantly smaller than the overall
domain. Seepage would be more important in the lateral ven-
tricles, third ventricle, and the superior cranial SAS, all of which
are not part of the here treated domain.

The ultimate goal of computational biomedical models such as
the one presented here is their use within a clinical environment.
In such a setting, it is very important that computation times are
kept as low as possible. In CFD models, a considerable amount of
time can be redeemed if the grid requirements are available a
priori. From the grid independence studies �Appendix A�, we con-
clude that the boundary layer mesh used here �Sec. 2.4� was suf-
ficient to accurately predict the flow field. The initial mesh, thus,
should be chosen based on the boundary layer theory. Second, the
nonconformal meshing approach should be used, as it not only
allows faster grid generation but also permits replacing portions of
the mesh for pathological or parametric study. In the evaluation of
syringomelia, e.g., only the mesh section surrounding the cyst can
be replaced as the cyst grows without having to remesh the entire
domain. We have observed that flow in the superior cerebellom-
edullary cistern resembles a creep flow with little convection. Ne-
glecting flow convection in the Navier–Stokes/Brinkman equa-
tions �Eq. �4�� would allow for faster flow computations.

5 Conclusions
This paper presented an original, anatomically accurate three-

dimensional, transient computational model for the investigation
of CSF dynamics in the inferior cranial and the superior spinal
subarachnoid space. The results manifest a proof of concept for
the subject specific modeling of CSF flow in the intracranial cavi-
ties. A novel porous media model incorporating anisotropic per-
meability variations within the trabecular SAS has been proposed.
Disregarding computational cost, the model in its present form
can be easily adapted to calculate CSF flow in the entire subarach-
noid space. The integration of anatomic and velocimetric MRI
data with computational fluid dynamics principles allowed us to
reconstruct accurate velocity and pressure fields in the investi-
gated domain.

We have provided in vivo flow information at various important
cross sections within the CSF domain, some of which are other-
wise inaccessible with current clinical imaging techniques. These
include the flow field in the lateral and midline recesses of the
fourth ventricle. Our simulations demonstrate the presence of glo-
bal asymmetries in CSF flow, indicating the necessity for a three-
dimensional modeling of the cerebrospinal fluid space. We have
further shown that the net flow through the spinal canal in the
subject at hand is negligible within one cardiac cycle, despite

high-amplitude CSF oscillation. While it is not possible to draw
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onclusions for humans in general based on measurements of a
ingle individual, this nevertheless shows the necessity for further
nvestigations to see whether the net flow is truly negligible,
hich would indicate that CSF absorption only takes places in the

ranial space. The idea of SAS deformation in the cranial cavity is
n interesting finding of the current work. However, it is not yet
lear whether this actually represents the global SAS deformation
r only the local deformation due to deformation of blood vessels
n and beneath the cranial SAS.

Our model has the potential to give better insight into various
SF related disorders. Syrinx growth in syringomyelia, e.g., is

nfluenced by the pressure environment of the CSF in the lumbar
AS. Patient-specific variations in SAS anatomy and CSF flow
aused by herniations of cerebellar tonsils in chiari malformation
an be easily incorporated in the model. In addition to the study
nd diagnosis of cerebral diseases, intrathecal drug routing is a
ajor potential application of this computational model. The

laborate knowledge of CSF dynamics can help optimize drug
erfusion rates, penetration depth, and support targeted drug
elivery.
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ppendix A: Independence Studies
In order to study the effect of the spatial discretization on the

SF flow field, the computations were carried out using three
evels of successively refined computational meshes. The medium

esh corresponds to boundary layer mesh �see Sec. 2.4� with
.7�106 grid cells, the coarse mesh with approximately 3�106

rid cells, and the fine mesh with 6.6�106 cells. The indepen-
ence tests were performed at different locations within the do-

Fig. 12 Results of the independence stu
treated domain as calculated „a… with differe
with different time periods. „d… Pressure c
calculated with different meshes.
ain. The results presented in Fig. 12 correspond to the critical
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path where flow variations with spatial and temporal meshes were
maximum. Figure 12�a� shows the pressure variation along a criti-
cal path of the domain among the three mesh sizes. Figure 12�d�
shows the pressure contour on a critical plane for different mesh
sizes. While the maximum pressure difference between the coarse
mesh and the medium mesh is more than 5%, there is a very little
difference between the fine and the medium mesh results, which
justifies the use of the medium mesh for the calculations per-
formed for this study. Next to grid independence, also indepen-
dence of the results with respect to the number of cardiac cycles
�periods� calculated and the size of the timesteps chosen was in-
vestigated. Figure 12�c� shows the pressure variation along a criti-
cal path for different number of periods �medium mesh, 1600 time
steps per cardiac cycle�. Four periods were necessary to reach
period independence. Figure 12�b� shows the pressure variation
along a critical path for different time steps. Five periods were
calculated �i.e., obtaining period independence� before comparing
the results obtained with 800, 600, and 3200 time steps per period.
The results indicate that at least 1600 time steps are required to
obtain the time step independent solution.
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