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Abstract

We investigate the dynamics of a distributed video proxy-cache system that is able to adapt
the number of running nodes depending on conditions like client request patterns, network load
etc. Since we’ve already examined the split operation used to expand the system by adding
new nodes, we explore in detail two operations (hibernate and shut down) used to reduce the
number of active nodes. Also, several scenarios for object (video data) movement and replication
between participants are taken into consideration. Further more, we study the system’s efficiency
by measuring the byte hit rate under different test scenarios.
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1 Introduction

With the rising amount of multimedia data transferred in the Internet, multimedia (especially
video) proxy-caches tend to become common. Numerous caching strategies and proxy-caching
systems for video data have been proposed in recent years: prefix caching [1], caching of a prefix
and selected frames [2], caching of hotspot segments [3], popularity based prefix caching [4],
segment based prefix caching [5], variable sized chunk caching [6]. Other authors considered
quality based video caching [7], [8] or cooperative caching schemes [9].

Our approach while having similarities with the work in [9] is aimed at providing offensive
adaptation inside a LAN, in a way that fits the description in [10].

In previous work (see [11]) we have proposed a dynamic distributed video proxy-cache system
that is able to adapt the number of running nodes inside a LAN, depending on conditions like
client request patterns, network load etc. We have identified two situations that should trigger
the spawning of a new proxy-cache:

1. the running cache(s) is/are under storage constraints and all the cached objects are ap-
proximatively equally useful. Performing cache replacement in such a situation has the
potential of discarding valuable objects and might not be desirable. Instead, it might be
a good idea to start a new proxy-cache somewhere inside the LAN and take advantage of
it’s storage capacity thus delaying the moment when replacement is required.

2. the running proxy-cache(s) is under load constraints: due to insufficient CPU/ mem-
ory/bandwidth client requests are discarded at a rate that has reached a certain threshold.
In such a situation adding a new proxy-cache to the system increases the amount of avail-
able resources. Even if the bandwidth is the limiting factor, starting a new proxy-cache
in the LAN might prove beneficial if we also split the client requests between the running
nodes depending on their location. By doing so we obtain a number of smaller client clus-
ters, each cluster serviced by its own proxy-cache. If the client clusters have no common
elements (the clients in one cluster are serviced exclusively by their proxy-cache), than
having a new running proxy-cache doesn’t decrease the available bandwidth, but in fact
it virtually increases it, once the desired data is cached.

This paper presents further developments in the dynamic proxy-caching scheme introduced
in [11] and extends the measurements regarding its efficiency using byte hit ratio as metrics.
We’ve concentrated on the cache replacement strategy’s influence on the byte hit rate and mainly
on how various factors considered within a utility based cache replacement strategy affect it.

2 System Description and Enhancements

Although inside a LAN the physical resources (CPU power, memory, bandwidth) are usually
abundant, having a single video proxy-cache that services all the clients might not suffice due
to various constraints (CPU, memory, storage). This might happen when high quality video
data has to be simultaneously streamed to multiple clients, or when heterogeneous clients that
require transcoding operations have to be serviced. In those cases we propose to spawn a new
video proxy-cache inside the LAN. The newly created proxy-cache might be used to immediately



hold some of the already cached objects that are extremely popular with the client population
(see 2.1) or might be used to service client requests redirected from several of its siblings.

We consider that the distributed video proxy-cache system has a primary node p which is
defined in a static way and that each player, browser etc. launched from within the LAN knows
its address. This primary node is used by default by all the clients in the LAN, as long as it can
handle the request volume and it has enough resources. Once multiple nodes are active within
the caching system as a result of a split operation (see [11]), the primary node p will forward
some of the requests it receives towards its siblings. A client that receives data from a node k
(k # p), meaning that his request has been redirected by node p to node k, will add node & to
the pool of caching nodes it uses.

The network topology considered is similar to the examples in Figure 1 and Figure 2.
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Figure 1: Network Topology (1)

In Figure 1 a number of (4) switches (labeled switch2, switch3, switch4, switch5) are intercon-
nected using another switch (switchl) which also ensures the connection with the outside world
(Internet, another LAN etc.) through a router. A request generated by node i for an object re-
siding in the cache on node j has to travel through a number of three switches (switch3, switchl
and switch4) across four network segments (node ¢ — switch3, switch3 — switchl, switchl —
switch4, switch4 — node j).

When compared with Figure 1, the LAN topology in Figure 2 has an additional switch
(switch6). This additional switch is plugged into one of the switches (switch4) directly con-
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Figure 2: Network Topology (2)

nected to the “main” switch (switchl). In this case, considering that node j is connected to
switch6, a request from node i for one of the objects hosted by node j will traverse four switches
(switch3, switchl, switch4, switch6) and five network segments (node i — switch3, switch3 —
switchl, switchl — switch4, switch4 — switch6, switch6 — node 7).

It can be seen that in the two cases depicted in Figure 1 and Figure 2 the requests are sharing
some of the path’s switches and segments.

Within the system, a cached object is defined as follows:

obj =(size(obj), duration(oby), bit Rate(oby), )
qualityV alue(obj), TLA, HC,COST) (1)
We've decided to hold information on the size, duration, encoding bit rate and quality
value of the video. The quality value (a real number between 0 and 1) is the measure of the
object’s quality (based on characteristics of the video object like resolution, color information
etc.) to different clients. It is a relative value that shows the degree in which the cached object
matches the desired quality of a certain class of users. A qualityValue equal or close to 1
indicates that the object has exactly or almost the desired quality. A high quality video object
doesn’t necessarily has the qualityValue close to 1. For example if almost all the users have
limited display capabilities, say 640x480, a video object encoded at 1280x1024 should have a
qualityV alue closer to 0 than to 1, because transcoding is necessary in order to deliver the
object to the requesting clients.

The following notations are used:



e N - the set of nodes in the LAN (N = {Ny, N, ..., N}, n = |N|);

e K - the set of nodes acting as proxy-caches (K C N).

We also use three vectors to hold additional data. Each vector has the number of elements
equal with the number of nodes in the LAN (the it" element in each vector corresponds to the
i'" node in the LAN):

e TLA (Time of Last Access) is a vector whose i'® component represents the last point in
time when obj has been requested from node @

TLA; = {timeLastAccess(obj;)ni}, where 1 < i < n (n - the number of nodes in the
LAN), 1 <k < ¢ (¢ - the number of objects cached at node K;), 1 <j <i

(e.g. timeLastAccess(obji,3)n, represents the moment the 374 object cached at node K
has been last requested from the node Nj);

e HC (Hit Count) represents a vector which retains the number of times obj has been
requested from within the LAN

HC; = {hitCount(objj;)ni}, where 1 < ¢ < n (n - the number of nodes in the LAN),
1 <k < q (q - the number of objects cached at node K;), 1 <j <1

(e.g. hitCount(c13)n, represents the number of times the 37 object cached at node K
has been requested from node Nj);

e COST is a vector whose components represent the cost of streaming obj from the current
node to any other local node

COST; = {cost(obj;ir)ni}, where 1 < i < n (n - the number of nodes in the LAN),
1 <k < ¢ (q - the number of objects cached at node K;), 1 <j <14

(‘e.g. cost(obji3) N, Tepresents the cost of streaming the 3" object in the cache at node
K7 to the node Ns. It is computed as follows:

QK1,Np

=——"U2  _durati bj 2
bit Rate(obj1 3) uration(obji s) (2)

co:;t(objlyg)N2

which reads “the cost of streaming the 3" object from the cache at node K; to the node
N> equals the amount of bandwidth needed to stream that particular object” - ok, n,
denotes the amount of bandwidth available between node K7 and node Nj).

By using the three vectors (T LA, HC and COST') we are able to compute the utility value
of each cached object for any client from within the LAN with the formula in [11]:

u: LC; XN — R, LCj - the content of the cache at node K;, 1<j <1

1

bj, N;) = ize(obj
u(obj, Ni) = coefy x size(obj) + coefs X timeLast Access(obj)n, (3)

coe fz x hitCount(obj)n, + coefs x qualityV alue(obyj)

5



where obj € LC;,  coefi,coefa, coefs, coefs € [0,1] and coefi + coe fa + coe fs + coefs = 1 (the
utility of obj is a weighted average of the different characteristics of the cached video object).

This utility value together with the corresponding cost values of streaming the objects to
all the nodes in the LAN are always considered when decisions have to be made regarding the
cached objects. Such decisions include:

e replicate the object on a different node in the distributed video proxy-cache;
e move the object on a different node;

e discard the object.

2.1 Data Replication and Data Partitioning

The first operation, replicate the object on a different node, is performed only when the
object is popular enough and has been frequently requested. This means that the total number
of requests for the object surpasses a threshold ¢ and the rate for the last ng requests has been
greater than 7. The new location is chosen so that the COST vector for the object at the new
location is minimum (the sum of all the elements in the vector is minimum).

Data replication should also be considered after a new video proxy-cache is spawned due to
load constraints, as having popular data distributed on multiple nodes would help to quickly
“cool” the hotspots in the system.

The second operation, move the object on a different node, might be considered when
the local cache is under storage constraints (and the thresholds ¢ and v have not been reached)
but the data selected to be discarded is valuable enough for some distant node(s). In this case,
the new location is also chosen so that the COST vector for the object at the new location is
minimum.

Another possibility would be to move an object from its current location, if it is requested
from only one (different) node (or a small number of nodes) and one of the thresholds ¢ or ~
has been reached. Figure 3 (a) illustrates such a case:

e the clients of node i are requesting object 02, which is cached locally, and object 04, which
is cached on node j (we consider that node i, node k € K, K the set of active proxy-caches);

e at the same time, the clients of node j are requesting object o3, which is cached locally,
and object o1, which is cached on node 1.

The objects o1, respectively o4 are not useful in the local cache since they are not requested
by the clients using node ¢, respectively node j as their primary proxy. More than this, their
current location generates additional traffic inside the LAN as the objects have to be repeatedly
streamed towards frequently requesting clients residing on other nodes.

In such a situation, it makes sense to move object 04 from node j to node i and object o1
from node i to node j and thus save internal bandwidth for future requests.
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Figure 3: Object move between nodes

When deciding to move or replicate an object from one node to another, the hit rate and
frequency for all the nodes that have ever requested the object in question should be considered
(the data held in the TLA and HC vectors).

One possible criterion when selecting the node(s) to host moved or replicated data is to
consider the node(s) for which the sum of the elements from the COST vector is minimal (and
the utility value is maximal).

As an argument let us consider another example (Figure 4). In case (a) two nodes node i and
node j are frequently requesting an object (say obj) cached on node k. The clients on node k
are also interested in the object, but on a smaller scale.

Let’s compute the total cost of serving the object 0bj to node i, node j and node k, considering
that all the network segments have the same bandwidth a:

TotalCost = cost(0b])node i + c05t(0b)node j + c05t(0b])node &
_ Qnode k,node i
bit Rate(obj)
Qnode k,node k
g_node k,node k
* bit Rate(obyj)
4o
=11—
bit Rate(obyj)
B 84«
~ bitRate(obj)

duration(obj) + 10 %{% duration(obj)

duration(oby)

duration(obj) + 10 duration(obj) + 0

da
bit Rate(obyj)

duration(oby)

Consider now that node k comes under storage constraints and it has to discard some of the
objects it holds. Since the object 0bj is not that popular (only 3 hits) it might be a candidate
for replacement/move. The possible candidates for a move are node i and node j. If node i
is under storage constraints too, only node j remains eligible to hold the data (Figure 4 (b)).
Considering that the request rate remains constant in time, we can compute the total cost in
terms of used internal bandwidth in a situation similar to that from Figure 4 (a):
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Figure 4: Object move and object replication between nodes

TotalCost = cost(0b))node i + c05t(0bf)node j + c05t(0b])node k

duration(obj) + 10 % duration(oby)

Qnode j,node i
bit Rate(obyj)
Qnode j,node k
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In Figure 4 (c) we illustrate another case in which the object on node k is replicated on both
node 1 and node j before being discarded on node k. Considering again a constant request rate,
we can compute the total cost in terms of used internal bandwidth in a situation similar to those
from both Figure 4 (a) and Figure 4 (b):



TotalCost = cost(0b])nodei + c05t(0b] ) nodej + cO5t(0b])nodek
o Onode inode i

" bitRate(obj)

Qnode j,node k

bit Rate(obyj)

duration(obj) + 10 % duration(obj)

duration(oby)

4o
= ——————durati bj
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It can be seen that there is a significant difference between case (a) and case (b) in terms of
COST, under identical request rates. The difference is even greater when comparing the results
in cases (a) and (b) with the result in case (c).

It is important to note that in the case of data replication, or data migration, the utility
vector associated with the object being replicated or moved remains the same, and only the
cost vector (COST) changes as it has to be recomputed considering the new object location. In
order to do this, it is considered that the information on the LAN topology is available.

The third operation, discard the object, is performed when the local cache is under storage
constraints and there is no node participating in the federate cache that can host the object
(this means that before discarding an object, the system checks to see whether it can’t be moved
to one of the nodes in the system).

A node decides if it can host an object from one of its siblings, depending on its remaining
amount of free space. For example, a number of storage thresholds could be considered. De-
pending on the current amount of stored data and on the thresholds, a new object could be (1)
accepted unconditionally, (2) accepted if it is valuable enough or (3) not accepted at all.

cached data total cache cached data total cache

| /
= i /

L1 L2 L1 L2
(a) (b)

cached data total cache

L1 L2
(©)

Figure 5: Defined thresholds for a local cache
Figure 5 shows a local cache with two thresholds L1 and L2:

e in the first case (a), the amount of cached data doesn’t surpass L1, so if the node is



contacted to store an object from a sibling, it should accept it regardless of the object’s
utility to the local cache;

e if the amount of cache data is greater than L1 but smaller than L2 (case (b)), “hosting”
objects should be considered only if they are useful for the local cache (e.g. the objects
being moved are as useful as the local ones located between the beginning of the cache
and L1);

e in the case the amount of cached data is over the second threshold L2 (case (c)), accepting
new objects from siblings should be done only under very special circumstances (e.g. highly
valuable object for the local cache and there are old, useless objects that can be discarded
if cache replacement becomes necessary in the near future due to storage constraints).

The siblings have to agree on the criterion that takes precedence in the case of cache replace-
ment: utility or cost. They also have to decide the relation between utility and cost: the optimal
case would be when holding only low cost objects with high utility. In fact, one of the system
tasks could be to make the necessary operations so that the utility value of the cached objects is
maximal and the costs for delivering them to (all potential) clients is kept to a minimum. The
same conditions should be considered when making cache replacement.

2.2 Hibernate and Shutdown Operations

In [11] we've concentrated on the split operation needed to increase the number of active
nodes in the federate cache and only mentioned the hibernate and shut down operations.
They are used to reduce the number of active nodes in the distributed video proxy-cache during
periods with low activity by either suspending or stopping their activity. A node in hibernation
has reduced functionality: it is not allowed to contact any origin server in order to retrieve new
content, but it can serve data from its local cache. If a node is shut down, it can’t provide any
type of service to clients. Following we present some additional information related to these
operations.

In order to use them in an efficient manner, a ranking system between the running nodes
which make-up the federate proxy-cache should be introduced. The ranking system is designed
to reward the siblings that serve the largest amount of data (when compared with the cache
size) to clients inside the LAN, while also considering the time when the sibling has served its
last requesting client:

_ TSD(K;)
~ CS(K;)* (CT — LRT)

rank(K;)
where:

e T'SD(K;) = the total amount of data that has been served by the proxy-cache K;;
e CS(K;) = the maximal amount of data that can be stored by Kj;
e CT = the current time;

e LRT = the last moment in time a client request has been serviced (CT > LRT).
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In this way the most active siblings should have the largest rankings. In case of equal ranks
the sibling caching the largest amount of data should take precedence.

We assume that each proxy-cache knows the ranking of its siblings (e.g. the rankings are
exchanged periodically when the siblings are sending digests of their cache content).

Hibernation

A hibernate operation should be performed in two situations:

e the overall rank of the siblings (e.g. computed as a mean from all the rank values) is
constantly decreasing over a specified time interval (e.g. 1 hour, 1 day, etc.) and a
specified threshold is reached;

e the rank of any proxy-cache part of the distributed system becomes smaller than a specified
threshold.

In the first case, decreasing overall rank, the proxy-cache with the smallest rank should be
selected and put in hibernation (that is, it doesn’t forward requests towards origin servers in
order to retrieve new content but can still serve cached data).

The ranking of the siblings in hibernation should be continued, so that nodes in this state
could be reactivated if needed. Reactivation might be considered when the overall rank of
the siblings is constantly increasing and surpasses a superior limit and/or a split operation is
required.

Shutdown

It may happen that the rank of the siblings continues to drop in spite of putting some of
them into hibernation. This could indicate that the request volume on the system is decreasing.
Again, if a certain limit is reached, some of the hibernating proxies could be shut down (e.g.
the ones with the smallest rank).

Shutting down a proxy-cache raises questions regarding the stored data:

e should it be transferred to a running/hibernating sibling?

e should it be discarded?

Most probably, an analysis of the stored data (the TLA, HC and COST vectors together
with the utility values), should be performed in order to asses the utility of the objects and only
the most useful objects should be transferred while the rest should be discarded. The amount
of data that could be transferred should be limited by the amount of free space still available in
the running proxy-caches for caching data from siblings, so that the caches are not filled with
uninteresting data. A hibernating proxy is shut down because it has the smallest rank, so the
data it holds has not been requested very often and/or for a long time.

11



Both hibernation and shutdown can be viewed as operations which ensure the conservation
of computing resources inside the LAN: if a smaller number of proxies can handle the current
load, than put some of the less used nodes in hibernation or shut them down. Shutting down a
proxy-cache does not mean shutting down the computer that runs the process, but destroying
the process-cache process. In this way the newly freed computer resources (CPU, memory and
storage space) can be used by other processes.

2.3 Client Behavior Considerations

Usually when dealing with a video object a client is confronted with one of the following
situations:

1. it can access the object only from its beginning towards its end (no jump are permitted);

2. random access inside the object is permitted (jumps are possible).

Following we consider only the first case, which is quite common when asking for a video from
a remote source. In such a situation, the user usually has to wait for the local buffer to be
filled before starting the play back. Since it is common for clients to cancel the play back of a
video object after a short period of time (either because he had to wait too much, or because he
doesn’t like the video) we define a virtual cancellation point (Cpeint) as well as the probability
that the client cancels playing back the video with regard to this virtual point.

If we denote PY  (f) = the probability that the client cancels the play back of the video

cancel
object v when reaching the frame f, then:

max(Pgancel(f)) = gancel(cpomt)

The question is how and where to define such a cancellation point?

In order to determine the exact point, two approaches are possible:

e static: set the cancellation point after a fix number of GoPs/frames/seconds (e.g. Cpoint =
7, where 7 can be the 7*" GoP /frame/second);

e dynamic: keep a history with the cancellation points for each particular object and com-
pute some kind of mean.

It should be expected for the cancellation point to vary during the period in which a video
object resides inside the cache, depending on the video object’s popularity (hit count/hit rate)
but also depending on its size and quality. Because of this, the static and dynamic approaches
for setting the cancellation point should be combined: when a new object is inserted into the
cache, an arbitrary cancellation point should be set (say Cpoint = 10 seconds), then after the
object receives a minimum number of hits, the dynamic approach should be used.

Having such a cancellation point could impact the way video objects are cached: no new
object (object received from a remote source) should be cached unless the requesting client
receives data pass the cancellation point.

12



Another possible use for this point would be when counting the hits for a cached object:
unless the client that has requested the video watches it pass the cancellation point, the hit
count for the object is not increased. If cache replacement is done considering the utility values
of the cached objects, and if the hit count has a significant importance when computing those
values (see Equation (3)), then this would help discarding objects that are not very popular in
a quick and efficient manner.

It is often the case that the client looses interest towards the end of the video (especially in
the case of long videos), gets bored and cancels the play back. In order to model this, a second
cancellation point could be set in a similar way with the first (either static, or dynamic). This
second cancellation point could be used when performing cache replacement: if an object is
considered for replacement, one possibility would be to first discard the chunk from the second
cancellation point to the end of the object, and only then discard other parts (see Figure 6).

playback direction

1st cancellation point 2nd cancellation point
Figure 6: Cancellation points inside a video object

The data between the two cancellation points can be seen as the video part that is most
likely to be watched by the potential clients.

3 Measurements and Test Setup

We've performed a number of measurements regarding the efficiency of the proposed video
caching system using byte hit ratio (the amount of data that has been serviced from within
the cache when compared with the total amount of serviced data) as metrics. Due to the high
demands in terms of bandwidth of most streaming applications a highly efficient video proxy-
cache is most desirable.

The actual measurements were done under some idealized assumptions, as: clients play back
a requested object from the beginning to the end of the stream (no interruptions/cancels during
the play back) and there are no bandwidth or other hardware resources limitations. Also, no
communication delay or errors were considered. The only limitation is the size of the cache in
the participating nodes. Those assumptions (which make a quasi-optimal test setup) are not
realistic when thinking of a real-world scenario but consist a good comparison basis for such
scenarios.

The data we use (see Section 4 for details regarding the logs characteristics) consist of the
object id, the object size and the moment the request is received in the component responsible
for the proxy-cache’s admission control. Because of the assumptions we made, virtually no
request will be discarded: in the case the size of the object surpasses the proxy-cache’s capacity,
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we still consider its delivery but without trying to cache it and we only increment a counter for
the number of object cache add failures.

During the tests we’ve considered a segmented representation of the video objects, similar to
the one presented in [5]. Under this representation, the size (measured in Kilobytes) of the i
segment equals 2°~1, ¢ > 1 and segment 0 contains block 0. Also, we've considered that when
an object is first requested, it’s first k£ segments are cached. If an object considered for cache
replacement has at most & segments left in the cache, it is fully discarded while if it has more
than %k segments, only the last segment is discarded under the considered cache replacement
strategy. No cancellation points were set.

When performing the tests two values, & = 11 and k& = 15, were considered. They are
equivalent with caching 1 MB respectively 16 MB of data when an object is first requested. In
addition to those two values, we’'ve also decided to emulate a “web-like” behavior for the proxy-
cache: the objects are cached and discarded as if they would have only one segment, completely
disregarding their size.

We've considered a utility based cache replacement strategy (if cache replacement is re-
quired, the objects having the smallest utility values are discarded - the data replication or data
partitioning features were disabled, so no object movement within the federate cache has been
considered). The utility value of each object 0bj is computed using the formula from Equation
3).

Table 1 contains the coefficient’s values for which tests were performed while considering the
utility based cache replacement strategy.

Cache replacement strateqgy coefi1 coefo coefs coefy

1D value value value wvalue
CRS1 0.50 0 0.50 0
CRS2 0.80 0 0.20 0

Table 1: Coeflicient values considered when computing the utility of an object

When considering CRS1 and CRS2, the quality value for all objects was set to 1, meaning
that no transcoding capabilities are considered: the objects are available and requested only
in the original quality. Those two cache replacement strategies consider only size and hit rate:
in CRS1 the two characteristics are considered equal, while in CRS2 the size of the object is
considered to be 4 times more important than the hit rate (CRS2 might be deployed in situations
when the external bandwidth is scarce).

The number of active proxy-caches

We repeat the mentioned test sequence considering that there are 1, 2, 3, 4 and 5 active
proxy-caches inside the LAN. When multiple active proxy-caches are considered (2, 3, 4 and 5),
we assume that the split operation (similar to the one described in [11]) - which is needed to
obtain a new running proxy-cache - has been successfully completed prior to the start of the
evaluation session.
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The amount of available cache space

The tests were run under the consideration that the amount of cache space available ranges
from 1% to 10% of the total amount of transferred data during an evaluation session. In practice
this means running the test 10 times, each time with a different cache limit.

4 Data used for the simulation

The data used for the simulation has been generated using WebTraff [12], a synthetic web
traffic generator. We’ve opted for this tool because of the assumptions we’ve made. It provides
the basic data we need: file id, size and request arrival time. The characteristics of the 4 traces
used are presented in Table 2.

Trace  No. of No. of Zipf slope One-Timers

ID  requests objects (% of total obj.)
1 1000 300 0.3 70
2 1000 300 0.3 30
3 1000 300 0.75 70
4 1000 300 0.75 30

Table 2: Characteristics of the artificial trace logs

The total size of the objects was approximately 3GB and the slope for the Pareto tail of
the document size distribution was 1.2 (the document sizes tend to be clustered with many
small documents and a few large ones). No correlation between the size of the objects and
their popularity was considered (the object size and the object popularity are independent
characteristics).

Our intent was to test the effectiveness of the distributed proxy-cache system under both
lightly skewed (Zipf o = 0.3) and more severe skewed (Zipf o = 0.75) object popularity distri-
butions and with varying amount of one-timers (ob jects requested only once) (30% for traces 2
and 4 vs. 70% in traces 1 and 3).

5 Results and Discussion

The impact of the number of one timers on the byte hit ratio can be observed for the considered
cache replacement strategies when comparing subfigure (a) with subfigure (b) for a Zipf slope
of & = 0.3 and subfigure (c) with subfigure (d) for a Zipf slope of a = 0.75 on all figures from
Figure 7 to Figure 12.

If subfigure (a) and (c), respectively subfigure (b) and (d) are compared, we can observe
the impact of the objects popularity under different proportions of one-timers from the total
amount of requests (70% for the first comparison and 30% for the second).

Surprisingly enough, larger values for byte hit ratio are achieved when the number of one-
timers is greater (70%, when compared with 30% in our tests). If the number of one-timers is
large, than a small number of objects will ensure most of the hit rate and cache replacement
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operations discarding objects that might be useful in the future, will be performed rarely. When
the number of one-timers is small, the byte hit ratio drops as cache replacement operations are
more frequent and objects that might be requested later on are discarded.

Regarding the change of the byte hit rate values with the number of active proxy-caches
inside the system, as one would expect, the byte hit ratio increases with the number of active
proxy-caches, and with the size of the cache, but the benefits tend to diminish as the number of
active proxy-caches increases (the increase in byte hit rate is greater when moving from 1 to 2 or
from 2 to 3 active proxies than it is when moving from 3 to 4 or from 4 to 5 active proxies). This
can be seen in all the measurement figures and seems to indicate that a relative small number
of active proxy-caches are sufficient to ensure maximal benefits in terms of byte hit rate.

When comparing the byte hit rate values with the cache size, we observed that in cases
when finer granularity is considered for adding/removing segments (Figures 7, 8, 9 and 10) the
values for byte hit rate are stabilizing at some particular point past which no further increase
is observed. The exact point when this happens depends on cache replacement strategy as well
as on the popularity of the objects and the number of one-timers.

It can be observed (independently from the cache replacement strategy employed) that the
shape of the curve describing the byte hit rate changes from a log like curve (e.g. Figure 7)
to an intermediary one (something between logarithmic and linear in Figure 9) and finally to
a nearly linear one (e.g. Figure 11) as the granularity for the segment add/remove operations
gets coarser (from 1MB for Figures 7, 8 to 16MB for Figures 9, 10 and “web-like” caching in
Figures 11, 12). Of course, the exact granularity for which this is noticeable may vary with the
size distribution of the objects.

Also the values for the byte hit rate are decreasing as the granularity of the initially saved
part increases (Figure 7, Figure 9, Figure 11 when CRS1 is considered and Figure 8, Figure 10,
Figure 12 when considering CRS2). This is an expected result, as the amount of replaced data
in cases when the granularity is coarse (e.g. “web-like”) might be greater than the amount of
free space needed to host a new segment and the discarded object might be requested again in
the future (a more fine granularity used when discarding segments from the beginning of the
video better favors the byte hit rate than a coarser one).

When Figure 7 (cache replacement strategy set to CRS1, initial segment 1MB) and Figure
8 (CRS2), respectively Figure 11 (CRS1, initial segment 16MB) and Figure 12 (CRS2) are
compared we can see that the obtained values for the byte hit rate are almost identical. This
indicates that regardless of the object size distribution, the influence of the hit rate is much
greater than the influence of the size distribution when it comes to computing the byte hit ratio.

Note: The amount of cache size in all the measurement figures refers to individual nodes.
When multiple proxy-caches are used, the values on the z axis, say 3, refer to the fact that the
size of each proxy-cache in the system equals that particular percentage from the total amount
of transferred data. The size of an aggregate proxy-cache can be computed by multiplying the
number of active proxy-caches with the values on the z axis.

16



6 Conclusion and Future Work

It seems that a relative small number of proxy-caches (5 for the test data we’ve considered)
with reasonable amount of storing capacity are able to ensure a high byte hit ratio. This is
desirable especially in situations when the external bandwidth is a scarce or expensive resource.

The exact values depend on the cache replacement strategy considered as well as on the
granularity used when video data segment insertion and discarding is performed inside the
system. A finer granularity ensures higher values for the byte hit ratio, but one should be
careful as choosing a too fine granularity can defeat the purpose of caching:

e when an object is requested and only insignificant portions of it are cached, so until
sufficient data accumulated within the cache, future requests for the same object will have
to be serviced with data retrieved mainly from origin servers; this might be a problem
when a different segmentation formula from that in [5] is considered;

e when cache replacement is performed, it may take a lot of extra operations until a useless
object is completely discarded from the cache thus adding extra latency.

We intend to investigate the way the byte hit ratio varies in the case different granularities
are considered for adding segments of an object (coarser granularity) and removing segments of
the same object (finer granularity).

The next step is to consider the latency induced by the inter siblings communications and
study how data replication and data partitioning between participants may help achieve im-
proved response time.

Also some additional simulation experiments using different user request patterns, proxy-
cache storage capacities and object size distributions should be performed in order to determine
the thresholds used by the ranking system.
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Figure 8: Byte hit ratio values for different traces (CRS2, initial segment 1MB)
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Figure 9: Byte hit ratio values for different traces (CRS1, initial segment 16MB)
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Figure 10: Byte hit ratio values for different traces (CRS2, initial segment 16MB)
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Figure 11: Byte hit ratio values for different traces (CRS1, “web-like” caching)
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Figure 12: Byte hit ratio values for different traces (CRS2, “web-like” caching)
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