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Abstract—We consider the power-efficient design of an
Internet protocol (IP)-over-wavelength division multiplex-
ing (WDM) network, tackling the problem of installing op-
tical and IP layer equipment to satisfy traffic requirements.
We take into account routing constraints and consider a
comprehensive set of realistic scenarios defined by net-
work topology, traffic matrix, and power consumption val-
ues of network devices in both layers. Furthermore, besides
defining and solving an optimal integer linear program-
ming model, we propose an efficient heuristic to solve
the problem up to medium-sized networks. The proposed
heuristic requires at most 30% of additional power with
respect to the optimal solution, but with a significantly
reduced complexity. We show that the largest power con-
sumption is due to line cards and routers rather than
WDM equipment. Furthermore, we find that multipath
routing reduces the network power consumption with re-
spect to single-path routing, but not significantly. Finally,
we show that a two-step design procedure, in which power
is separately minimized in each layer (i.e., IP and WDM
layers), can find results with a total power consumption
comparable to the one achieved by a more complex joint
multilayer design procedure.

Index Terms—Energy awareness; Multilayer core net-
works; Network design; Optical networks.

I. INTRODUCTION

N etwork equipment is estimated to consume a signifi-
cant and increasing share of worldwide power con-

sumption [1]. As a consequence, the research community
is devoting significant efforts on devising power-efficient
solutions for telecommunication networks [2–5], and sev-
eral research projects address the issue of energy-efficient
networking.

Although power consumption of access networks is today
largely dominant in operator telecommunication networks,
core segments show the largest increase in power consump-
tion [6] and are expected to become a major source of power
consumption in future networks. Today’s network core
segments are usually implemented using two separate

layers: an optical layer exploiting the wavelength-division
multiplexing (WDM) technology and an electrical layer
taking care of transporting Internet protocol (IP) traffic.
In multilayer core networks, switching/routing elements
are high-performance devices easily consuming tens of
kilowatts [7] due to the high data rates they sustain and
the need for cooling systems. Furthermore, optical links
covering long-haul distances require power-hungry optical
amplifiers.

In this paper we consider the network design of an
IP-over-WDM multilayer network. In Fig. 1, a model of the
network architecture is shown. The IP layer is composed of
IP routers in which line cards are located. IP routers are
devoted to IP traffic switching. Line cards, responsible
for the optical–electrical–optical (OEO) conversions, origi-
nate and terminate the IP logical links (bundles of light-
paths1) that are in charge of transporting the IP traffic.
The WDM layer is realized by optical fiber links, which in-
clude optical line amplifiers (OLAs), WDM terminals, and
optical cross connects (OXCs), which route the lightpaths
over the different fiber links. In this context, we optimize
the power consumption not only of the IP layer, by defining
which routers and line cards to install and how to route the
traffic over the set of IP logical links, but also of the WDM
layer where IP logical links are set up.

In the literature, the topic of power-aware design of op-
tical backbone networks has been investigated in different
works, such as [8–10]. Most previous contributions focus on
multicommodity flow (MCF) [11] modeling, that is, the
transportation problem where multiple commodities (traf-
fic demands) need to be routed over a network with limited
capacity. MCF [corresponding to multipath routing (MPR)]
assumes that a traffic demand can be split over different
paths, an assumption that often cannot be applied in tele-
communication networks because routing protocols are
usually constrained to single-path routing (SPR), that is,
the traffic demand between a source and a target node
is entirely routed over the same IP path. On the contrary,
in this paper we design optical networks considering the
constraints imposed by routing policies. We formulate
the design model as an optimization problem with the
SPR constraint, explicitly targeting power minimization.
We wish to verify the intuition that using MPR brings sub-
stantial power benefits over SPR at the network de-
sign stage.
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We extend our previous works [12,13] by 1) comparing
the optimal solution with a new algorithm that can scale
up to medium-sized networks (i.e., up to hundreds of
nodes), 2) evaluating our solution over several research
and operator networks, and 3) considering the impact of
solving the problem on each layer either separately or
jointly. Our main findings are 1) the proposed heuristic al-
gorithm provides solutions close to the optimal ones,
2) MCF routing only slightly reduces the network power
consumption, and 3) similar results are obtained by solving
the design jointly or independently per layer.

The paper is organized as follows. Section II reviews the
related work. Section III details the problem formulation.
Section IV describes the proposed algorithm. The descrip-
tion of adopted networks and power consumption models is
provided in Section V. Results are presented and discussed
in Section VI. Finally, Section VII presents conclusions and
future work.

II. RELATED WORK

We provide an overview of the works focusing on the
green network design.While the term “design”may be used
in different contexts, the main criterion for us to classify a
method as a “network design method” is the lack of con-
straints on the number of installed devices in the network.
This means that the methods determining the set of devi-
ces that can be put into a standby mode are out of scope of
this survey. We look at the methods making decisions about
which routers, line cards, transponders, OXCs, OLAs, fi-
bers, and so forth to install in the network. The works
explicitly focusing on the design of the IP layer (e.g.,
[14]) or WDM layer (e.g., [15]) are left aside of this survey.

We start with the works that cover all types of the devices
(from the installation of fibers up to installation of line
cards) and then look at the works not determining the
fibers to install.

A. IP and WDM Layers With Fiber Installation

The problem of designing a protected backbone network
is formulated as mixed-integer linear programming
(MILP) in [16]. It includes IP routing (both single- and mul-
tipath), logical topology (LT) design, realization of light-
paths in the physical layer, and installation of fibers.
The problem is solved on a network with 20 nodes and
29 physical links using realistic input data. No heuristic
approaches are proposed.

Shen and Tucker present a network design model in [9].
Their MILP minimizes power consumption of the network
and determines the number of fibers installed on a physical
link, established lightpaths and their routing, as well as
split routing of IP traffic. Differently from our work, vari-
ous router configurations are not considered. An optimal
solution is achieved for small networks with fibers accom-
modating 16 wavelengths. Heuristic approaches called
direct bypass and multihop bypass are proposed. The
power-minimized network is compared with the network
designed with the objective of cost minimization (in dol-
lars). No single-path IP routing is considered in the MILP.
The multihop bypass heuristic seems to be based on the
shortest-path routing (indicated also in [17]).

Design of energy-efficient mixed line rate networks is
tackled in [18]. The authors formulate three MILPs for
transparent, translucent, and opaque IP-over-WDM net-
works. The number of fibers on a physical link, established
lightpaths (taking physical layer constraints into account),
and MPR of IP traffic over the virtual topology are kept as
variables. The power consumption of basic nodes (IP rout-
ers and OXCs) is not included in the objective function, but
the devices to be installed can be determined from the var-
iables mentioned above. No heuristic approach is studied.
Similarly to [9], cost minimization [capital expenditures
(CapEx) cost normalized to 10G transponder’s cost] is
considered as an alternative objective function. The
assumption of single-path IP routing is not considered.

Employment of renewable energy sources is considered
in [17]. The authors propose an integer linear programming
(ILP) and a heuristic called renewable energy optimiza-
tion hop (REO-hop) targeting minimization of nonrenew-
able energy consumption. Number of multiplexers/
demultiplexers, number of fibers on each physical link,
number of wavelength channels on each physical and
virtual link, number of ports at each node, and the multi-
path IP routing are kept as variables in the ILP. The
REO-hop heuristic is based on the multihop bypass heuris-
tic from [9]. Traffic demands are attempted to be routed
over the virtual topology so that they traverse the maxi-
mum number of nodes using the renewable energy.
Should the attempt be unsuccessful, shortest-path routing
for the traffic demand is verified. This is in contrast to the
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Fig. 1. IP-over-WDM multilayer core network architecture.
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multihop bypass heuristic, where only the shortest-path
routing is verified. Differently from our work, the NSFNET
network loaded with random traffic demands is used for
the evaluation. Moreover, the IP routing assumption is
not varied. The authors of [17] extended their work in
[19], where they focused on the physical topology design
of IP-over-WDM networks. Variation of the constraints
on nodal degree limit and number of links are the main
differences from [17]. Furthermore, the authors considered
network design for symmetric and asymmetric traffic
(hot node scenario) and CapEx minimization.

A two-step MILP is proposed in [20]. The network at the
IP layer is designed first. It is then used as input for the
design of the network at the optical layer. The variables in-
clude number of wavelength channels between node pairs
on the precomputed K-shortest physical paths, multipath
IP routing, number of fibers on physical links, number of
add–drop dense WDM ports (connecting a reconfigurable
optical add–drop multiplexer to an IP router and to other
nodes), and number of line cards determining router con-
figuration (S2 fabric cards, line card chassis, and fabric
card chassis) at each node. The proposed two-step MILP
is evaluated on a small-size network (six nodes and
eight bidirectional links as in [9]) and the NSFNET
(14 nodes and 21 bidirectional links) without comparison
against a joint procedure. No heuristic approach is
proposed, and no differentiation of IP routing schemes is
performed.

The model presented in [21] assumes precomputed rout-
ing (corresponding to link-by-link grooming and end-to-end
grooming) and counts the number of necessary devices
(routers with line cards, regenerators, and fibers with op-
tical amplifiers) according to predefined rules and formu-
las. No MILP formulation is presented.

None of the works above compare joint and separate
solving of the design problem for the IP and WDM layers.
The comparison of SPR andMPR is tackled only in [16], but
only using a MILP for a protected backbone network.

B. IP and WDM Layers Without Fiber Installation

TheMILP proposed in [22] finds the IP routing, installed
line cards (determining chassis and interconnecting fab-
rics), LT, and its realization in the WDM layer, taking into
account physical layer constraints, installed transponders,
and corresponding slave shelves and racks. The COST239
network (11 nodes and 26 links) is used in this study with
the assumption of a single fiber per link. Heuristic ap-
proaches and variation of IP routing schemes are not
considered.

In [10] the authors present a model for multilayer net-
work design. They consider two types of line cards with
gray interfaces, diversified lightpath capacities, multiple
chassis configurations, and routing and wavelength assign-
ment. Due to the complexity of the formulated MILP, the
problem is optimally solved for a small network (six nodes
and seven physical links) with one fiber per physical link
and three wavelengths per fiber. Differently from our work,

traffic demands are randomly generated. Similarly to [22],
heuristic approaches and variation of IP routing schemes
are not considered. CapEx-efficient design is investigated
as an alternative optimization objective for the network
design.

In [8] the authors focus on two network architectures
(IP-over-WDM with gray interfaces and IP-over-optical-
transport-network-over-WDM). The optimization model
is not explicitly presented, but the authors explain that
the optimal router basic node and the electrical cross con-
nect basic node as well as the degree of the OXC are se-
lected as a result of the optimization. Underlying fiber
topology is given (17 nodes and 26 links). No heuristic ap-
proaches are investigated, and the IP routing is not varied.
The power-minimized network is compared against the
CapEx-minimized one.

III. PROBLEM FORMULATION

Wemodel an IP-over-WDM network (Fig. 1) where nodes
include both electronic and optical devices. At the WDM
layer, OXCs offer optical bypass technology exploiting op-
tical fibers. OXCs may connect incoming WDM channels to
outgoing ones (assuming full wavelength conversion
capability) or terminate them in the corresponding nodes
equipped with routers in the IP layer. The IP layer is inter-
connected with the WDM layer by router line cards per-
forming OEO conversion. IP routers can be equipped
with several line cards where lightpaths terminate. All
parallel lightpaths (regardless of their realization in the
WDM layer) between two IP routers form a logical link
in the IP layer. A lightpath between two particular line
cards may be routed over different physical paths in the
WDM layer. The IP traffic demands are routed over the
logical links defined by the set of lightpaths.

In the following, we first present the model when adopt-
ing the SPR strategy, then the model assuming splittable
MCF. Both formulations fall into the class of MILP prob-
lems, which are known to be difficult to solve for medium
to large network size. All the notation used in this work is
presented in Table I. TheMILP formulations are presented
for the sake of completeness. Both formulations are also
available in [12].

A. SPR Multilayer Problem

Building on the models presented in [4,23] (and follow-
ing [12] keeping cost defined as power and not as CapEx),
let us represent the physical supply network as an undi-
rected graph G � �V;E�, where V is the set of nodes where
routers can be installed and E is the set of admissible
physical links at which fibers can be installed. Each node
i ∈ V can be equipped with an IP router n out of the setN of
IP routers. For each router n ∈ N, Rn and αn are the maxi-
mum switching capacity and the associated power con-
sumption, respectively. Let βe be the power consumption
of a fiber (with corresponding OLAs and WDM terminals)
installed on physical link e ∈ E. B denotes the capacity of a
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fiber in terms of wavelength channels. An OXC of infinite
capacity is assumed at every physical network node.

Consider now the routing of lightpaths over the physical
topology. Let P be the set of all admissible physical routing
paths inG for all node pairs �i; j� ∈ V × V, i < j. Pi ⊂ P is the
subset of all admissible physical routing paths ending at
node i ∈ V. P�i;j� ⊂ P is the subset of all admissible routing
paths in G between nodes i and j for every node pair
�i; j� ∈ V × V , i < j. Pe ⊂ P is the subset of all admissible
physical routing paths traversing admissible physical link

e ∈ E. Let us denote by C the module of bandwidth that can
be installed on each path p ∈ P. Each module of bandwidth
C on a path p requires two line cards (one at each end node
of p) and uses one wavelength channel on every physical
link of the physical routing path. Power consumption of
the two line cards is denoted as γ. δ denotes the maximum
admissible utilization of bandwidth installed on each path
p ∈ P. δ takes values between 0 and 100%. Bandwidth in-
stalled on all physical paths p ∈ P�i;j� for �i; j� ∈ V × V, i < j,
forms a logical link between nodes i and j. All logical links
together with V constitute the LT.

TABLE I
NOTATION USED IN THE MILPS, GAGD, AND METRICS

Symbol Description

Parameters

G � �V;E� undirected physical supply network with the set of nodes V and
the set of admissible physical links E

P set of admissible physical routing paths in G for all node pairs �i; j� ∈ V × V, i < j
Pi subset of all admissible physical routing paths in G ending at node i ∈ V, (Pi ⊂ P)
P�i;j� subset of all admissible routing paths in G between nodes i and j

for every node pair �i; j� ∈ V × V, i < j, (P�i;j� ⊂ P)
Pe subset of all admissible physical routing paths traversing admissible physical link e ∈ E, (Pe ⊂ P)
N set of IP routers that can be installed in the network
Rn maximum switching capacity of router n ∈ N
αn power consumption of router n ∈ N
βe power consumption of a fiber (OLAs and WDM terminals) installed on link e ∈ E
B capacity of a fiber in terms of number of wavelength channels
Le length (in kilometers) of the physical link e ∈ E
Ne

a number of OLAs needed to amplify the signal at edge e ∈ E
βa power consumption of a single OLA
βt power consumption of a single WDM terminal
γ power consumption of two line cards
C module of bandwidth that can be installed on each path p ∈ P
δ maximum admissible utilization of bandwidth installed on each path p ∈ P
dij undirected traffic demand value between node i and node j, i < j
di the total traffic demand of a network node i
K set of commodities corresponding to those nodes in V that are the source of at least one demand
dk
i net demand value for commodity k ∈ K and node k ∈ K

Δ maximum number of generations without improvements (GAGD)
Θ size of the population (GAGD)
Γ size of the offspring (GAGD)

Variables

f abij , f
ab
ij whether or not the traffic demand between nodes a ∈ V and b ∈ V uses the

logical link between nodes i ∈ V and j ∈ V (both directions), f abij , f
ab
ji ∈ f0;1g, SPR formulation

yp number of lightpaths realized on p ∈ P, yp ∈ Z�
ze number of fibers installed on physical link e ∈ E, ze ∈ Z�
xni whether or not router n ∈ N is installed at node i ∈ V, xni ∈ f0; 1g
f kij, f

k
ij the amount of traffic originated at node a ∈ V and targeted to node b ∈ V traversing the

logical link between nodes and i ∈ V and j ∈ V (both directions), f kij, f
k
ji ∈ R�, MCF formulation

Metrics

LMCF number of lightpaths in the MCF solution
LSPR number of lightpaths in the SPR solution
PMCF total power consumption of the MCF solution
PSPR total power consumption of the SPR solution
P2S total power consumption of a network designed with the two-step procedure
PJ total power consumption of a network designed with the joint procedure
ΔSPR−MCF

L relative increase of the number of lightpaths in the SPR solution with respect to the MCF solution
ΔSPR−MCF

P relative increase of the power consumption in the SPR solution with respect to the MCF solution
Δ2S−J

P relative increase of the power consumption due to the two-step
procedure with respect to the joint procedure
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Let dij be the undirected traffic demand value between
node i and node j, i < j. Let the total demand di of a network
node i be the sum of all traffic demands originating or ter-
minating at i, that is, di �

P
j∈V∖fig�dij � dji�.

We then introduce themodel variables. Let f abij and f abji be
binary variables taking the value 1 if traffic demand
between nodes a and b uses a logical link between nodes i
and j, and 0 otherwise. Let yp ∈ Z� be the number of light-
paths realized on p ∈ P. Let ze ∈ Z� be the number of fibers
installed on physical link e ∈ E. Finally, let xni be binary
variables set to 1 if router n ∈ N is installed at node i ∈ V.

We formalize the MILP as Eqs. (1) with the control
variables f abij , f

ab
ji , x

n
i ∈ f0;1g, yp, and ze ∈ Z�:

min
X

i∈V;n∈N
αnxni � γ

X
p∈P

yp �
X
e∈E

βeze; (1a)

X
j∈V∖fig

�f abij − f abji � �

8>><
>>:

0 i ≠ a; i ≠ b

1 i � a

−1 i � b

;

∀ �a; b� ∈ V × V; ∀ i ∈ V; (1b)

X
p∈P�i;j�

δCyp −
X
a∈V

X
b∈V

dab�f abij � f abji � ≥ 0; ∀ �i; j� ∈ V × V;

(1c)

X
n∈N

Rnxni −
X
p∈Pi

Cyp ≥ di; ∀ i ∈ V; (1d)

X
n∈N

xni ≤ 1; ∀ i ∈ V; (1e)

Bze −
X
p∈Pe

yp ≥ 0; ∀ e ∈ E: (1f)

The objective (1a) is to minimize the network total power
consumption. The constraints (1b) ensure flow conserva-
tion and enforce SPR of the traffic demands over the LT.
The constraints (1c) guarantee enough bandwidth on the
admissible physical routing paths to accommodate the traf-
fic. Logical node capacity constraints are imposed by (1d),
namely, the capacity of a node is higher than or equal to the
bandwidth of the attached lightpaths plus the traffic de-
mand generated at the node. The constraints (1e) select
a single configuration for each router at each node. The
constraints (1f) limit the number of wavelengths used at
each fiber.

B. MCF Multilayer Problem

Following our previous work [12] we need to make the
following changes to Eqs. (1) to design a network under
the splittable flows assumption. We introduce the set of
commodities K based on point-to-point demands dij,

�i; j� ∈ V × V, i < j. The set K ⊆V corresponds to those
nodes in V that are the source of at least one demand.
For commodity k ∈ K and every node i ∈ V we define the
net demand value

dk
i �

8<
:
P

j∈V dij for i � k

−dki otherwise
: (2)

With this definition we subsume all demands whose source
is k ∈ V. It holds that

X
i∈V

dk
i � 0 (3)

for all k ∈ K . Notice that the total demand value di of a
network node i can be expressed as

di �
X
k∈K

jdk
i j: (4)

The introduction of commodities reduces the number of
variables and constraints from the order O�jVj4� and
O�jVj3� to O�jVj3� and O�jVj2�, respectively.

To ensure splittable flows, the flow variables must reflect
the actual flow of the commodities between a given node
pair. Therefore, we replace the f abij , f abji ∈ f0; 1g with f kij,
f kji ∈ R�. Consequently, the constraints (1b) and (1c) need
to be changed accordingly to

X
j∈V∖fig

�f kij − f kji� � dk
i ; ∀ i ∈ V; ∀ k ∈ K; (5)

and
X

p∈P�i;j�

δCyp −
X
k∈K

�f kij � f kji� ≥ 0; ∀ �i; j� ∈ V × V; (6)

respectively.

The complete MILP with MCF can be found in [4] with δ
equal to 1.0.

IV. GENETIC ALGORITHM FOR GREEN DESIGN

The MILP can be solved for networks of limited size
(about 15–20 nodes) in a reasonable amount of time. For
larger networks, the MILP can hardly find solutions close
to the optimal one in an acceptable time (experiments on a
network with 22 nodes provided results with optimization
gaps exceeding 20%). Thus, we developed an algorithm
named the genetic algorithm for green design (GAGD) to
solve the design problem up to medium-sized networks in
a reasonable amount of time.

The GAGD is a meta-heuristic inspired by the principles
of natural evolution (genetic algorithm). The algorithm
adopts an iterative search (evolution process) through a
large set of possible solutions (population of individuals)
to optimize a specific target (fitness function).

The fundamental elements of a genetic algorithm are
the notion of the individual and the fitness function. The
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individual is a codified solution of the problem that is
tackled, while the fitness function is the optimization target
of the problem. In the GAGD an individual codifies a pos-
sible solution of the network design problem, that is, an
array in which each element indicates the number of light-
paths to be established and the number of fibers to be
installed between each pair of nodes. Furthermore, the fit-
ness function is the network power consumption as com-
puted in objective (1a). Thus, the individual with the
lowest value of the fitness function represents the least
power-consuming network design.

The main steps of the GAGD are summarized in the
pseudo-code of Algorithm 1. The input parameters required
include network parameters NetPar, power consumption
parameters PowerPar, and parameters to set up the algo-
rithm behavior AlgoPar. More precisely, NetPar includes
the traffic matrix (TM), the physical supply network G,
the bandwidth capacity of a line card C, the maximum uti-
lization of the installed bandwidth δ, and the number of
wavelengths per fiber B. The GAGD does not require input
P, the set of all feasible physical routing paths, because it
checks that the path used by a lightpath is admissible
(based on its length in kilometers). Furthermore, PowerPar
includes the power consumption of the line cards γ, the
power consumption αn for routers of type n for each
n ∈ N, and the power βe consumed by a fiber installed
on physical link e for each e ∈ E. Finally, the algorithm
parameters AlgoPar are the maximum number of genera-
tions without improvementsΔ, the size of the populationΘ,
and the size of the offspring Γ, where Θ > Γ. The output of
the GAGD is the network design netDesign: the LT and the
number of fibers ze installed for any link e ∈ E. The LT in-
dicates which lightpaths have to be established and which
router type has to be installed at each node of the network.
In netDesign the routing of IP traffic demands in the light-
paths and the routing of the lightpaths over the physical
topology are included.

Algorithm 1 Pseudo-code of the GAGD
Require: NetPar, PowerPar, AlgoPar
Ensure: netDesign

1: population � generateFirstPopulation(NetPar, Θ);
2: i � 0;
3: fitness � evaluateFitness (population, PowerPar);
4: while (i ≤ Δ) do
5: offspring � generateOffspring (population, Γ,

NetPar);
6: population � selectPopulation (population,

offspring, Θ);
7: newFitness � evaluateFitness (population,

PowerPar);
8: if (newFitness ≥ fitness) then
9: i��;

10: else
11: i � 0;
12: fitness � newFitness;
13: end if
14: end while
15: netDesign � selectDesign (population);

The evolution process (i.e., the iterative search) starts
from a set of Θ randomly generated individuals. The set
of these individuals represents the first population (line
1). After the initialization and the evaluation of the fitness
function for the individuals of the first population (line 3),
the evolution process begins. At each generation (i.e., an
iteration of the process) the reproduction phase occurs
and the offspring of the current population is created (line
5). In this phase, Γ new individuals are generated. Each
new individual is obtained by combining two individuals
that belong to the old population. Before accepting the
new individual, its feasibility is verified (i.e., check if it sat-
isfies all the constraints introduced in the MILP). If any
constraint is violated, the individual is discarded; other-
wise it is added to the offspring of the current population.

A new population is selected at the end of the reproduc-
tion phase (line 6). The new population is composed of the Γ
individuals of the offspring and by the best �Θ − Γ� individ-
uals of the old population. Then, the fitness function of the
new population is computed (line 7) and the fitness value is
compared with the minimum one and eventually stored
(lines 8–13). The evolution process is terminated when
the fitness function of the best individual of the population
has not improved for Δ number of generations (line 4). In
this case, we assume that the GAGD has reached its steady
state and the network design represented by the individual
with the lowest fitness function is selected (line 15).

A. Joint and Two-Step Design Procedures

The network design problem involves two steps: 1) selec-
tion of the lightpaths to be established (i.e., design of the
LT) and 2) routing of the lightpaths over the physical top-
ology and dimensioning of the number of fibers to be in-
stalled. These two steps are usually solved separately
due to complexity reasons [24], while in our MILP and
in the GAGD these two design steps are jointly solved.
Another reason to prefer the traditional two-step procedure
(named hereafter the two-step design procedure in contrast
to the joint design procedure) is that the LT is usually
defined by an Internet service provider (ISP) that may
be a different entity than the owner of the physical infra-
structure that performs the design at the WDM layer.
Furthermore, the operator may need to modify the LT
several times to adapt to the changes in traffic, while it
is difficult to change the design of the physical layer after
the required infrastructure has been deployed. Finally, an
important difference between the two design procedures is
that the two-step design minimizes the power consumption
of the IP and of the WDM equipment separately, while the
joint procedure globally minimizes the power consumption
across the layers. Thus, the latter may potentially find a
lower power-consuming network design.

We solve the two-step design using two heuristics de-
rived from the GAGD. We split the GAGD into the
GAGD-IP and GAGD-WDMheuristics, which solve the net-
work design, respectively, for the IP and for theWDM layer.
Both the heuristics mimic the same steps of the GAGD
described in Algorithm 1. Clearly, minor differences with
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respect to the GAGD are present in their implementation.
In particular, in the GAGD-IP the individual is just the
LT, while the fitness function is the power consumption
of the IP equipment. The heuristic simply considers the
constraints related to the IP layer; the only information
required about the physical layer is the existence of at
least one feasible path between each pair of nodes. In the
case that no admissible path exists for a given pair of nodes,
the lightpaths between these nodes cannot be established.
The routing of the lightpaths over the physical topology,
and thus the check if the employed path satisfies the maxi-
mum length, is performed in the GAGD-WDM heuristic.
Similarly, in the GAGD-WDM heuristic the individual rep-
resents the number of fibers to be installed, while the fit-
ness function is the power consumption of the WDM layer.
As a consequence, the considered constraints are related
only to the WDM layer that basically consists of ensuring
that the lightpaths are correctly routed over paths shorter
than 3000 km and that on each physical link the installed
fibers can sustain the required capacity.

B. Complexity Analysis of the GAGD

The GAGD has a computational complexity that mainly
depends on the basic characteristics of the evolution proc-
ess, which are the size of the individual, the size of the pop-
ulation Θ, the size of the offspring Γ, and the maximum
number of generations without improvement of the fitness
function Δ.

The most significant element from the complexity per-
spective is the individual which has size proportional to
the number of nodes in the network. In detail, the individ-
ual of the joint GAGD has size 2 · jVj2, while in both the
GAGD-IP and the GAGD-WDM the size of the individual
is jVj2. The size of the individual of the joint GAGD is dou-
ble the size of individuals of other algorithms, because in
the former the individual has to represent the set of light-
paths established among the nodes and also the set of
fibers installed, while in the other algorithms the individ-
ual has just to represent one of the two sets.

The population size and the offspring size are also impor-
tant because these two parameters define the search space
over which the algorithms operate. The larger the values of
these parameters, the larger the search space is, and there-
fore the greater the number of operations of the evolution
process. The value of Δ also influences the complexity, be-
cause it determines for how long the GAGD has to be run.
Moreover, the complexity has to take into account the com-
putation of the paths and the checks of the constraints
introduced in the MILP formulations; these operations
can be done in time O�jVj2�.

Thus, the asymptotic complexity for the GAGD, the
GAGD-IP,andtheGAGD-WDMisequal toO�Δ · Γ · Θ · jVj2�.
The complexity of the GAGDdiffers by a constant factor of 2
(i.e., due to the individual size), which can be neglected
in the computation of the asymptotic complexity, but it
results in an increased computational requirement for the
simulations.

V. SCENARIO DESCRIPTION

We describe first the considered networks and the corre-
sponding traffic matrices and later the powermodel used to
obtain performance results.

A. Networks and Traffic

We examine five different physical networks. Three are
research and educational networks taken from [25],
namely, Abilene (Fig. 2), Germany17 (Fig. 3), and Géant
(see [4]). This choice is dictated by the availability of traffic
data in [25]. The other two physical networks were defined
in the Toward Real Energy-efficient Network Design
(TREND) project [26] as forecasts for the year 2020. Topol-
ogies and traffic matrices were provided by France Telecom
(FT) and Telefónica Investigación y Desarrollo (TID)
[27,28].

1) Research and Educational Networks: The Abilene
topology consists of 12 nodes and 15 physical links. The
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Germany17 topology is composed of 17 nodes and 26 physi-
cal links, resulting in a larger average nodal degree (3.06)
than the Abilene topology (2.5). The Géant topology is the
largest one from [25], with 22 nodes and 36 physical links
resulting in an average nodal degree equal to 3.27. Simi-
larly to [4], the set p�i;j� of paths for potential lightpaths
between every node pair �i; j� ∈ V × V was precomputed
for each network. The total length of each physical path
was limited to 3000 km using the spherical distance for
physical link lengths. This corresponds to 72 physical paths
for Abilene, 6533 paths for Germany17, and 2970 paths for
Géant used by the MILP when solving the network design.

To define the TM, we take the maximum matrix among
those available in a given period for each network (between
July 1, 2004, and July 31, 2004, for Abilene; January 2004
and December 2004 for Germany17; and May 5, 2005, and
June 4, 2005, for Géant). The available time granularities
of the original TMs from [25] are 5 min, 15 min, and 1
month for Abilene, Géant, and Germany17, respectively.
The original TMs are rescaled to obtain traffic volumes
compatible with today’s carried traffic. More precisely, we
consider three different traffic levels by scaling up the
original TMs so that the total demand per node
(
P

i<jdij∕jVj), measured in gigabits per second per node
(Gpn), is equal to 100, 300, and 500 Gpn, respectively.

2) National Operational Networks: The networks de-
fined by FT and TID comprise more nodes than the ones
taken from [25]. The FT physical topology consists of
46 nodes and 76 physical links, while the TID physical top-
ology consists of 33 nodes and 53 physical links [28], with
average nodal degrees equal to 3.3 and 3.2, respectively.
More details about the FT and TID scenarios can be found
in [27,28]. Traffic data is envisioned by FT and TID accord-
ing to three forecasted traffic levels named low load (LL),
medium load (ML), and high load (HL). The total demand
per node (LL/ML/HL) is (472∕728∕1108) Gpn for FT and
(1594∕2232∕3125) Gpn for TID.

B. Power Model

The power model is based on power values collected in
[7,29]. In the IP layer, we assume a line card (four-port
WDMPHY physical layer interface module plus modular
services card) providing capacity C equal to 40 Gbps and
consuming γ∕2 equal to 500 W. Two line cards are needed
for a bidirectional lightpath.

Each node N is designed on the basis of a set of router
configurations, consisting of different numbers of line card

shelves (LCSs) and fabric card shelves (FCSs) without any
line cards installed. At most 72 LCSs can be used in a con-
figuration. However, since in some scenarios we forecast
traffic for the year 2020, we require router configurations
with a larger number of LCSs with respect to this limit to
satisfy the expected traffic requests.

The power consumption of a router of configuration type
n is computed according to the following model:

αn � PLCS · LCSn � PFCS · FCSn; (7)

where LCSn and FCSn are, respectively, the number of
LCSs and of FCSs employed in the router of type n, while
the power consumed by an LCS is equal to PLCS � 2920 W
and the power consumption of a FCS is PFCS � 9100 W ac-
cording to [7].

The number of LCSs in a router of type n is computed as
Rn∕640, where 640 (Gbps) represents the switching
capability of a single LCS, while the number of required
FCSs interconnecting multiple LCSs can be computed as
⌈LCSn∕9⌉ [7]. In the following, we refer to the router of type
n with maximum switching capability Rn with the la-
bel SH-IP-Rn.

OLAs and WDM terminals contribute to power con-
sumed in the WDM layer. We assume OLAs spanning up
to 80 km. Power consumption of dynamic gain equalizers
and dispersion compensating fibers (together with the part
related to the preinstalled OXC) is neglected due to small
power consumption and passive character, respectively.
Hence, the total power consumption of each fiber installed
on a physical link e ∈ E is given by

βe � Ne
a · βa � 2 · βt; (8)

where Ne
a � ⌊Le∕80⌋ is the number of OLAs needed to am-

plify the signal at edge e ∈ E given the physical link length
Le in kilometers. βa is the power consumption of a single
OLA, and βt is the power consumption of a single WDM ter-
minal. AWDM terminal is needed at both ends of the fiber.

Since different power values are available in the litera-
ture for βa and βt (see [7,29] for an overview), we select two
pairs of values (see Table II), corresponding to 1) the refer-
ence values from Table 4 of [29] and 2) high values from
Tables 8 and 9 of [7]. Thus, we cover a realistic range of
power consumption of WDM devices.

TABLE II
POWER CONSUMPTION VALUES OF OPTICAL COMPONENTS AND OF LINE CARDS [7,29]

Symbol Type Details Power [W]

γ∕2 IP/multiprotocol label switching (MPLS)
router line card

40 Gbps capacity, colored,
up to 3000 km reach

500

βa OLA Extended long haul (80 km span) 1) 110, 2) 622
βt WDM terminals (multiplexer∕demultiplexer�

booster∕receiver amplifier)
80 channel (long haul, extended long haul,
ultra long haul)

1) 240,2) 811
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VI. RESULTS

To summarize the analyzed scenarios and parameter
range, we consider two computation methods (MILP and
the GAGD), two routing policies (SPR and splittable
MCF), five physical networks (Abilene and Germany17
for MILP and GAGD, and Géant, FT, and TID for the
GAGD) with the corresponding TMs, two values of maxi-
mum admissible utilization δ (0.5 and 1.0), two pairs of
power consumption figures of an OLA and aWDM terminal
[1) βa � 110 W, βt � 240 W; 2) βa � 622 W, βt � 811 W].
Three traffic levels are considered: LL, ML, and HL. In
the case of FTand TID networks the traffic levels are based
on forecasted data. For the Abilene, Germany17, and Géant
networks, instead, the traffic levels are based on traffic
data originating from measurements. This data has been
scaled so that the total demand per node equals 100,
300, and 500 Gpn, which correspond to LL, ML, and HL,
respectively. Finally, for the GAGD, we consider two design
procedures (joint and two-step) and power consumption as
objective (1a).

All the optimization problems were solved using CPLEX
[30] installed on a high-performance cluster [31] composed
of 128 central processing unit (CPU) cores with 568 GB of
total memory. The time limit was set to 24 h for SPR opti-
mization problems and to 2 h forMCFproblems. TheGAGD
simulations were instead run over a server equipped with
two Quad CPUs at 2.66 GHz and 4 GB of RAM.

All Abilene MCF problem solutions were very close to
the optimal value (gap lower than 1%). The gap exceeded
6% only for three SPR instances (maximum 9%). Results
for the Germany17 network showed larger gaps. One
MCF instance reached a gap of 10.37%, the others being
under 6.08%. Gaps in the range 6.75%–29.73% were
reached for the SPR instances on the Germany17 network.

For the GAGD AlgoPar, the population size Θ is set to 30,
the number of new individuals generated at each iteration
Γ to 20, the maximum number of generations without im-
provements Δ to 50 for Abilene, Germany17, and Géant

and to 10 for TID and FT. A sensitivity analysis on these
parameters showed a negligible effect on the results.

Unless otherwise stated, in the analysis of results we
focus on the SPR policy, the most common routing
assumption, and the joint design procedure of the GAGD
with the objective of power minimization.

A. Power Consumption in IP and WDM Layers

Figure 4(a) reports the power consumption of network
components, considering βa � 110 W and βt � 240 W in
the Abilene network. Results obtained with both the MILP
and the GAGD are reported. As expected, the total power
consumption rises for increasing traffic because more
devices need to be deployed to satisfy traffic demands. How-
ever, the power consumption increase is slower than the
traffic increase. The maximum admissible utilization δ also
plays a crucial role for the network power consumption. For
the 300Gpn case, the total power consumption is 443.79 kW
for the MILP with δ � 0.5, with a percentage increase of
44% with respect to the power consumed with δ � 1.0.

Figure 4(a) also shows the breakdown of power consump-
tion over network components. The largest amount of
power consumption is due to routers and line cards rather
than WDM equipment. Moreover, while the power con-
sumption of WDM equipment presents only a minor
increase with the load increase, the total power consump-
tion with the MILP moves from 130.83 kW with 100 Gpn
and δ � 1.0 to about 700 kW with 500 Gpn and δ � 0.5.
This suggests that traffic requirements should be carefully
estimated when deploying the network to avoid large over-
provisioning and large waste of energy consumption. Power
consumed by line cards is comparable to the power con-
sumed by router chassis, which indicates high potential
of power saving when deploying sleep modes [4]. Finally,
the figure reports the results obtained with the GAGD,
which, interestingly, is able to find a solution which re-
quires at most 25% of additional power with respect
to the MILP. This power increase is mainly due to the
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Fig. 4. Breakdown of power consumption for the Abilene network.
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different types of routers chosen by the GAGD, which con-
sume more power with respect to the ones selected by the
MILP. Indeed, the GAGD is conceived for a directed traffic
scenario, while the MILP is formulated for undirected
traffic demands to decrease its complexity. Thus, the GAGD
can find a network design in which the number of
incoming and outgoing lightpaths is different at each node.
As a consequence, the number of line cards that routers are
required to host is equal to the maximum between the
incoming and outgoing lightpaths. This results in an
overdimensioning of the router capacity with respect to
the MILP case and, thus, in a larger power consumption.

Figure 4(b) reports the results with βa � 622 W and
βt � 811 W. The power consumption of WDM equipment
is still much lower than the consumption of the IP layer
at HL. At LL, the physical topology becomes a tree, and fi-
bers need to be installed to guarantee connectivity in the
WDM layer. While devices of smaller capacity are installed
at the IP layer, the fibers and WDM equipment remain
underutilized, consuming power comparable to routers
and line cards.MILPand theGAGDprovide similar results.

Figure 5 reports a graphical visualization of the physical
and logical topologies obtained with the MILP for the
Abilene network under ML of 300 Gpn, with δ � 0.5,
βa � 622 W, and βt � 811 W. The size of the nodes corre-
spond to the amount of traffic demand generated by each
node, while the line thickness is proportional to either the
maximum number of installed fibers on a physical link or

lightpaths between a pair of logical nodes. The physical
topology evolves with increasing load from a tree to a mesh.
For the scenario shown in Fig. 5(a) the physical topology
uses 13 physical links out of the 15 possible ones, and
the resulting topology is similar to the original supply
network of Fig. 2. On the contrary, the LT [Fig. 5(b)] is
quite different from the physical one, since many direct
lightpaths (bypassing intermediate IP routers) are prefer-
ably deployed. Moreover, several parallel lightpaths are
installed between Chicago and Los Angeles, since a large
amount of traffic is exchanged between these two
cities. Note that there is no direct logical link between
Chicago and Los Angeles because the distance between
these nodes exceeds the maximum length of a lightpath
(3000 km).

In Fig. 6 we report the physical and logical topologies ob-
tained with the GAGD. The physical topology is almost the
same as the one obtained with the MILP, apart from more
fibers needed on the links between Sunnyvale and Denver
and between Chicago and Indianapolis. The additional fi-
ber capacity is required due to the slightly different LT
[Fig. 6(b)] with respect to the LT of the MILP [Fig. 5(b)].
Indeed, several lightpaths are established by the GAGD
along the path Chicago–Denver–Los Angeles because traf-
fic demands are considered as directed traffic relations
with the same demand value in both directions. More pre-
cisely, the traffic from Chicago to Los Angeles is served
with a two-hop path having as the intermediate node
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Fig. 5. Physical and logical topologies of the Abilene network designed with the MILP, 300 Gpn, δ � 0.5, βa � 622 W, and βt � 811 W.
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Denver, while the traffic from Los Angeles to Chicago fol-
lows a path via Kansas City as the intermediate node.

We then consider the Germany17 network. Figure 7 re-
ports the results obtained considering the different power
consumption values for OLAs and WDM terminals. In both
cases, the GAGD requires at most 30% of additional power
with respect to MILP, and this gap is mainly due to the ad-
ditional power required by routers. Moreover, the total
power consumption of the network is comparable with
the Abilene network. For example, with βa � 622 W,
βt � 811 W, 500 Gpn, and δ � 0.5 the Germany17 network
consumes almost 800 kW with the MILP, similarly to the
Abilene network. However, the power share of fibers is
lower than in the Abilene case, since the physical links
of Germany17 are much shorter and require fewer OLAs.
The power consumption of line cards and routers, on the
other hand, is bigger in the Germany17 case. To better
explain this issue, Fig. 8 reports the physical and logical
topology obtained with the MILP with 300 Gpn, δ � 0.5,
βa � 622 W, and βt � 811 W. The physical topology
[Fig. 8(a)] uses 22 physical links out of the 26 available
ones. The LT is highly meshed especially at the Frankfurt
node [see Fig. 8(b)], since a lot of traffic is originated from
and targeted to it. Concentration of traffic at one node
results in a need for routers of high capacities (and high
power consumption), as discussed next.

The physical and logical topologies for Germany17 de-
signed with the GAGD are shown in Fig. 9. The GAGD
finds a physical topology [Fig. 9(a)] with a lower number
of used physical links with respect to the MILP. Indeed,
the power consumption of the WDM equipment is slightly
lower than in the MILP solution. However, the total power
consumption of the network [objective (1a)] designed with
theMILP is lower, because theMILP chooses a LT that con-
sumes a significantly lower amount of power with respect
to the LT found by the GAGD.

Finally, Fig. 10 reports the power breakdown of the FT
network designed with the GAGD. Similar results for
Géant and TID are not reported due to lack of space.
The total power consumption is consistently higher for

the FT network with respect to the Abilene and
Germany17 networks. Indeed, the FT scenario is targeted
for the year 2020, assuming higher values of traffic with
respect to the current ones. Moreover, the topology has a
larger number of nodes (46) and physical links (76). How-
ever, despite this traffic increase, the power breakdown is
very similar to the one of the two other scenarios, with rout-
ers and line cards being the largest power consumption
sources.

In summary, the largest power consumption is due to
line cards and routers for the considered scenarios, even
when using high power consumption for network ampli-
fiers. The proposed GAGD heuristic efficiently approxi-
mates the MILP results.

B. Router Breakdown

We investigate the type of routers that are installed in
the network, starting from Abilene. Figure 11(a) reports
the breakdown of routers considering the MILP and the
GAGD. Interestingly, many low-capacity (and consequently
low-powered) routers are installed (mostly SH-IP-640).
Then, higher capacity devices are used as traffic increases
and δ decreases. However, low-capacity devices are still
used, with SH-IP-640 and SH-IP-1280 representing 50%
of installed devices with the MILP even with 500 Gpn
and δ � 0.5. Focusing on the GAGD, the chosen logical
topologies require installing routers with larger capacities.
Thus, more power-hungry routers are used compared to the
MILP, and a wider set of installed router types is used.

We then consider the Germany17 network, reported in
Fig. 11(b). Differently from the Abilene case, the set of in-
stalled routers is more diversified due to the high concen-
tration of traffic in Frankfurt.

Finally, Fig. 12 reports the results obtained with the
GAGD over the FT network. The high amount of traffic ex-
changed in this network imposes the usage of a wide set of
devices even for LL (left part of the figure), and the most
power-hungry devices are used for HL (right part of the

0

 100

 200

 300

 400

 500

 600

 700

 800

 900

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

Po
w

er
 [

kW
]

100Gpn
δ=1.0

100Gpn
δ=0.5

300Gpn
δ=1.0

300Gpn
δ=0.5

500Gpn
δ=1.0

500Gpn
δ=0.5

WDM Equipment
Routers

Line cards

0

 100

 200

 300

 400

 500

 600

 700

 800

 900

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

M
ILP

GAGD

Po
w

er
 [

kW
]

100Gpn
δ=1.0

100Gpn
δ=0.5

300Gpn
δ=1.0

300Gpn
δ=0.5

500Gpn
δ=1.0

500Gpn
δ=0.5

WDM Equipment
Routers

Line cards

Fig. 7. Breakdown of power consumption for the Germany17 network.
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figure). The higher capacity routers are grouped in sets for
the sake of the figure’s clarity: in each of these groups rout-
ers have capacity within the range reported in the key.
Moreover, the number of installed routers is smaller than
46, that is, the number of nodes of the FT network. Indeed
some nodes of the FT network are neither sources nor desti-
nations of traffic.Thereforeno routersneed tobe installedat
these nodes.

In summary, the amount of traffic and its spatial distri-
bution strongly influences the set of installed devices.More-
over, theGAGDtends touseamorediversified set of devices.

C. Routing Strategy Impact on Power Consumption

We consider the impact of routing on the total power con-
sumption, comparing the SPR results with the MCF ones.
Clearly, the MCF problem (Subsection III.B) is a relaxation
of the more realistic SPR (Subsection III.A) because it
adopts fluid routing that can be taken as a lower bound
for power consumption. Thus, we expect worse perfor-
mance when adopting SPR strategy with respect to MCF.
To capture this effect, we introduce two metrics: the rela-
tive increase of the number of lightpaths ΔSPR−MCF

L and the
relative increase of power consumption ΔSPR−MCF

P . Both
metrics are expressed in percent with respect to the net-
work designed using MCF. We define the number of light-
paths obtained solving MCF and SPR as LMCF and LSPR,
respectively. Then, we define ΔSPR−MCF

L as

ΔSPR−MCF
L � LSPR − LMCF

LMCF · 100: (9)

Similarly, we define the total power consumption PMCF,
PSPR, and ΔSPR−MCF

P as

ΔSPR−MCF
P � PSPR − PMCF

PMCF · 100: (10)

Figure 13 reports the results obtained with the MILP for
the Abilene network, plotting ΔSPR−MCF

L [Fig. 13(a)] and
ΔSPR−MCF

P [Fig. 13(b)]. Interestingly, ΔSPR−MCF
L never ex-

ceeds 10%, with a decreasing trend for the scenarios in
which more capacity is required. This suggests that the
number of lightpaths is very similar for both MCF and
SPR. Furthermore, ΔSPR−MCF

P is lower than 11% for all
cases, suggesting that adopting SPR marginally impacts
the power consumption.

We also compare the MILP results obtained with MCF
and SPR over the Germany17 network, as reported in
Fig. 14. Differently from the Abilene case, the adoption
of the SPR strategy has a large impact on ΔSPR−MCF

L ,
requiring evenmore than 30% of additional lightpaths with
respect to the MCF case [Fig. 14(a)]. However, power con-
sumption using SPR is at most 26.5% higher than when
using MCF [Fig. 14(b)].

In Fig. 15, we report ΔSPR−MCF
P and ΔSPR−MCF

L computed
with the GAGD for all the considered networks. Similarly
to the MILP results, all values of ΔSPR−MCF

P are within 20%,
with Géant being the network with the largest impact on
the power consumption. In other words, the adoption of
MCF does not significantly reduce the network power con-
sumption. Finally, ΔSPR−MCF

L is following the same behavior
of ΔSPR−MCF

P with higher values. This confirms that the
power consumption is mainly due to line cards and routers,
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whose total power consumption is proportional to the
number of established lightpaths.

Summarizing, the introduction of realistic constraints,
namely, the SPR routing policy, increases the power con-
sumptionandthenumberof lightpaths,butnotsignificantly.

D. Two-Step Versus Joint Design Procedures

Now we explore two network design procedures, two-
step and joint, as described in Subsection IV.A. The joint
procedure minimizes the power consumed by the IP and
the WDM layer, as in objective (1a), while in the two-step

procedure the design and the minimization are performed
independently per layer. Thus, the joint procedure should
bring higher power reductions because better solutions are
likely to be found.

The results for the joint design procedure are obtained
using the GAGD assuming MCF routing. Results obtained
with SPR routing policy are similar, and they are not shown
due to space limitation. We define with P2S and PJ the total
power consumption of a network designed, respectively,
with the two-step and the joint procedures. The power in-
crease obtained by solving the design when using the
two-step procedure with respect to the joint procedure is
defined as
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Fig. 10. Breakdown of power consumption for the FT network designed with the GAGD.
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Δ2S−J
P � P2S − PJ

PJ · 100: (11)

Figures 16(a) and 16(b) report the power increase per-
centage for two power scenarios. For almost all the
considered traffic and networks the two procedures find
either similar network configurations or different con-
figurations but with similar power consumption. However,
in some cases the two-step procedure is able to find better
results. Indeed, the joint procedure, if optimally solved
with the MILP, would always find a result equal to or
better than the two-step procedure. However, in this case,
results are retrieved using a meta-heuristic (i.e., the
GAGD) for complexity reasons. Thus, these results are
not optimal, and it is possible that in some cases the
two-step procedure provides slightly better results than
those of the joint procedure due to the suboptimality of
the heuristics. Several factors, such as the simulation
run, the TMs, or the physical topologies of the networks,
can have different impacts on the results obtained with
the two procedures and may lead the two-step procedure
to achieve better results. However, in most of the cases,
the joint procedure is achieving, as intuitively expected,
equal or better results than the two-step one.

The two-step procedure usually returns slightly worse
results than the joint procedure, but the difference is not
significant. Furthermore, the designers of the logical and
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of the physical topology are different entities; typically the
former is an ISP while the latter is the owner of
the physical infrastructure. Thus, the design is usually
performed separately. According to these considerations,
we conclude by suggesting that the two-step procedure
should be preferred.

VII. CONCLUSIONS

We investigated the problem of power-efficient design of
IP-over-WDM networks, explicitly targeting the power con-
sumption minimization. We formulated the problem as a
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MILP, and we proposed the GAGD, a genetic algorithm
that can scale up to medium-sized networks. Performance
results obtained over an extensive set of network scenarios
and parameter values indicate that both the MILP and the
GAGD provide power-efficient networks. The total power
consumption when adopting SPR is at most 26.5% higher
than when assuming splittable MCF. Furthermore, most of
the power in an IP-over-WDM network is consumed by
routers and line cards, even when high power consumption
of OLAs and WDM terminals are assumed.

We also found that the GAGD requires at most 30% of
additional power with respect to the optimal solution.
We compared the two-step versus the joint version of
the algorithm, showing that the two-step version should
be preferred because it presents similar power consump-
tions and allows each ISP to design its own LT and the
owner of the physical infrastructure to design the WDM
layer.

As future research activities, we plan to study the design
problem adopting next-generation devices, whose power
consumption will be more proportional to load. Finally,
we want to assess how the introduction of sleep mode
capabilities in the IP layer influences the design phase.
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