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Abstract—In this paper, we propose a network coding using a
lattice for the two-way relay channel with two nodes communi-
cating bidirectionally through a relay, which we call modulo-and-
forward (MF). Our scheme extends the network coding in the
binary channel to the Gaussian channel case, where XOR in the
binary case is replaced by modΛ for the Gaussian case, where
Λ is a high-dimensional lattice whose shaping gain is close to
optimal. If the relay node re-transmits the received signal after
the mod Λ operation, we can reduce the complexity compared to
decode-and-forward (DF) and can get a better power efficiency
compared to amplify-and-forward (AF). When the transmission
powers of two nodes are different, we use superposition coding
and partial decoding at the relay node. Finally, we plot and
compare the sum rates of three different schemes, i.e., AF, DF,
and MF. We show that by applying the proposed scheme, we can
get better performance than AF and DF schemes under some
conditions.

I. INTRODUCTION

In wireless communication, if the distance between a trans-
mitter and a receiver is large or the channel condition between
them is bad, the probability of error increases and the total
throughput decreases. To solve this problem, we can place a
relay node between the transmitter and receiver, which can per-
form amplify-and-forward (AF), decoding-and-forward (DF)
or compress-and-forward (CF) [6],[7]. In AF scheme, the relay
node just amplifies the received signal from the transmitter
and retransmits the amplified signal to its destination. Thus
the complexity is low but the achievable rate can be affected
by the amplification of noise. In DF scheme, the rate can be
higher but the decoding complexity is high. After decoding
the message, the relay node re-encodes it to transmit to the
destination. Furthermore, there can be a performance loss due
to the fact that the signals have to be decoded at the relay
node, which will be discussed in this paper. To overcome the
problems of the two schemes, we propose a new scheme which
is doing modΛ operation at the relay node. In this scheme,
we can lower the complexity compared to DF because it only
decodes the received signal partially. Also, it is more efficiency
compared to AF in terms of power.

Two-way channel [1] was introduced by Shannon in 1961
which is depicted in Fig. 1. In Fig. 1, Nodes a and b are
transmitting their signals to each other. To help the trans-
mission of the two nodes, a relay node is located between
two nodes, which is called the two-way relay channel (TRC)
[10], [2], [4], [9]. In [4], [5], lattice strategies were used to
construct DF schemes. Our MF scheme is different from [4],

Fig. 1. Two-way channel model

[5] in that no decoding at the relay node for the lattice coded
parts is performed. In [11], integer lattices were used for TRC,
which was generalized to more general lattices in [12]. This
paper generalizes [12] to the case when the transmitters have
different powers.

II. TWO-WAY RELAY CHANNEL

A. Two-way relay channel

In the TRC, two nodes exchange their signals with help of
a relay node. Fig. 2 depicts the simple process of message
passing between Nodes a and b. In this paper, we assume all
nodes are half duplex, i.e. they do not transmit and receive
simultaneously. Messages of Nodes a and b are delivered to
Nodes b and a, respectively, in two phases. In the first phase,
Nodes a and b transmit their signals to the relay node at the
same time. Because we assume half duplex mode, there is
no direct path between Nodes a and b. After receiving the
signals, the relay node performs an appropriate operation and
broadcasts the resulting signal to Nodes a and b in the second
phase. At each node, their own signal is treated as interference
but it can be canceled because they know what they sent
before.

B. Amplify-and-Forward

This scheme was analyzed in [2] for the TRC. In Fig. 2, the
signals transmitted from Nodes a and b are Xa, Xb with power
Pa, Pb, respectively and the signal transmitted from the relay
node is XR with power PR. Without loss of generality, we
assume Node a’s transmit power Pa is greater than or equal
to Node b’s transmit power Pb. The received signal of the
relay node is YR and Ya and Yb are received signals of Nodes
a and b, respectively. Gaussian noises at Nodes a and b and
at the relay are denoted by Za, Zb and ZR, respectively and
power of all noise is set to 1.

In the first phase, the relay node receives the superposition
of signals transmitted from Nodes a and b and the Gaussian
noise.

YR = Xa + Xb + ZR (1)
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Fig. 2. Two-way relay channel using two phases [10], [2], [4], [9]

The relay node amplifies the received signal by multiplying
an amplifying factor γ.

XR = γYR (2)

We can satisfy the relay power constraint by choosing

γ =
√

PR

Pa + Pb + 1
. (3)

In the second phase, the relay node transmits XR to Nodes
a and b. We first focus on the message from Node a to Node
b. The received signal of Node b is

Yb = XR + Zb

= γYR + Zb

= γ(Xa + Xb + ZR) + Zb . (4)

Since Node b already knows the signal Xb sent by itself in the
first phase, Xb can be removed from Yb. After canceling the
known part of the signal, the new signal can be represented
as

Y ′
b = γ(Xa + ZR) + Za . (5)

From the received signal of Node b we can get the achievable
rate of the AF scheme, which is

Ra =
1
2

log2

(
1 +

PRPa

PR + Pa + Pb + 1

)
. (6)

Similarly, the achievable rate from Node b to Node a is

Rb =
1
2

log2

(
1 +

PRPb

PR + Pa + Pb + 1

)
. (7)

C. Decode-and-Forward

In this section, we introduce the DF scheme for the two-way
relay channel. In the first phase, Nodes a and b transmit their
signals to the relay node simultaneously thus it is a multiple
access channel (MAC) and we can get the achievable rate
region for the Gaussian case as follows assuming Gaussian
signaling.

Ra ≤ I(Xa;Y |Xb) =
1
2

log(1 + Pa) (8)

Rb ≤ I(Xb;Y |Xa) =
1
2

log(1 + Pb) (9)

Ra + Rb ≤ I(Xa,Xb;Y ) =
1
2

log(1 + Pa + Pb) (10)

The relay node decodes two signals separately and re-encodes
them. The rate of each node can be different because of the
difference in the transmit power. Thus we split the message of
Node a having a higher transmit power than Node b into two

Fig. 3. Network coding model

parts, one having the same rate as the rate of Node b and the
other having the rest similarly as in [4]. The first part of the
message of Node a and the message of Node b are XORed
and encoded using a Gaussian codebook and then the second
part of the message of Node a is added to the resulting signal.
In the second phase, the relay node transmits the re-encoded
signal to Nodes a and b and this is a broadcast channel with
a degraded message set. Since the channels from the relay to
Nodes a and b have the same noise variance, we can get the
following achievable rate region for the channel.

Ra ≤ 1
2

log(1 + PR) (11)

Rb ≤ 1
2

log(1 + PR) (12)

The achievable rates should be supported by both phases, so
the achievable rate region for the end-to-end transmission is

Ra ≤ min
{

1
2

log(1 + Pa),
1
2

log(1 + PR)
}

(13)

Rb ≤ min
{

1
2

log(1 + Pb),
1
2

log(1 + PR)
}

(14)

Ra + Rb ≤ 1
2

log(1 + Pa + Pb). (15)

D. Modulo-and-Forward

In this section, we explain our proposed scheme in detail.
This scheme is a generalization of the network coding example
[8] for binary channel to the Gaussian channel. Fig. 3 shows
an example of the binary network coding in [8]. Nodes 1 and
2 intend to send their signals X1 and X2 to Nodes 6 and
5, respectively. At Node 3, the signals from Nodes 1 and 2
are added by

⊕
(XOR) operation and then the added signal is

transmitted from Node 4 to Nodes 5 and 6. Node 5 already
knows X1 because of the direct path between Nodes 1 and
5. Also, Node 6 knows the signal from Node 2. To decode
the intended signal X1 at Node 6, again use

⊕
operation.

That is, by X2

⊕
(X1

⊕
X2) operation, we can decode X1.

Also, Node 5 can decode X2 similarly. We explain how this
binary network coding using XOR operation is extended to
the Gaussian case.

In our scheme, we use the lattice scheme in [3] as a
building block, which achieves the Gaussian channel capacity
asymptotically. The end-to-end message passing is depicted
in Fig. 4. We assume that Pa ≥ Pb as before and use
superposition coding at Node a as was done in [4]. As seen in
Fig. 4, at Node a, a fraction of power equal to Pb is assigned
to message Wa1 and the rest of power Pa − Pb is assigned
to a coded message Wa2 using a Gaussian codebook. Both

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings.

3899
Authorized licensed use limited to: Korea Advanced Institute of Science and Technology. Downloaded on May 21,2010 at 14:26:43 UTC from IEEE Xplore.  Restrictions apply. 



(a) First phase

(b) Second phase

Fig. 4. Channel model for proposed scheme

messages Wa1 and Wb are lattice coded using lattice Λ [3] and
multiplied by a power factor

√
Pb, where the power (second

moment) of Λ, i.e., the power of a signal uniform over the
fundamental Voronoi region of Λ, is assumed to be 1. Also,
we assume that the messsages are uniformly distributed in
the fundamental Voronoi region of Λ. At Nodes a and b,
random dithers Ua and Ub are subtracted from the messages.
The dithers are uniformly distributed in a Voronoi region of
Λ, which are assumed to be known by both the transmitter
and receiver using a pseudo random number generator. These
dithers guarantee that the transmitted signals Xa1 and Xb are
independent from the messages Wa1 and Wb, respectively.
After dithering, the resulting signals pass through modΛ. We
assume a high-dimensional lattice whose shaping gain is close
to optimal. This can minimize the power of transmitted signals
Xa and Xb. In the first phase, Nodes a and b transmit their
signals Xa and Xb to the relay node and the relay node
receives signal YR, which is summarized below.

Xa = Xa1 + Wa2 =
√

Pb ([Wa1 − Ua] mod Λ) + Wa2

Xb =
√

Pb ([Wb − Ub] mod Λ)
YR = Xa + Xb + ZR

We first consider the message passing from Node a to
Node b. At the relay node, Wa2 is first decoded as Ŵa2

and subtracted from the received signal YR and we get
Y ′

R = Xa1 + Xb + ZR. With a high probability Ŵa2 will be
equal to Wa2 if the encoding rate of Wa2 is below its capacity.
We multiply the resulting signal by a minimum mean square
error (MMSE) factor α that minimizes the effective noise [3]
and the sum of the two dithers Ua + Ub are added. Let K be

the signal after the first modΛ operation at the relay node.

K =
[

α√
Pb

Y ′
R + Ua + Ub

]
mod Λ

=
[
Wa1 − Wa1 +

α√
Pb

Y ′
R + Ua + Ub

]
mod Λ

=
[
Wa1 +

[
−Xa1√

Pb

− Ua

]
mod Λ +

α√
Pb

Y ′
R + Ua + Ub

]
mod Λ

=
[
Wa1 − Xa1√

Pb

− Ua +
α√
Pb

Y ′
R + Ua + Ub

]
mod Λ

=
[
Wa1 +

Xa1√
Pb

(α − 1) +
α√
Pb

ZR +
α√
Pb

Xb + Ub

]
mod Λ

(16)

The third equality is satisfied by using the following equality.

Xa1 =
√

Pb ([Wa1 − Ua] mod Λ) (17)

A random dither UR is subtracted from K followed by mod Λ
and then scaled by

√
PR1, which is denoted by XR1. The

decoded message Ŵa2 is added to XR1 to generate XR, i.e.,

XR = XR1 + Ŵa2

=
√

PR1 ([K − UR] mod Λ) + Ŵa2

(18)

Note that the relay’s power PR is split into PR1 and PR2,
the powers of XR1 and Ŵa2, respectively. At Node b, Ŵa2

is decoded first and subtracted from the received signal. The
resulting signal is

Y ′
b = XR1 + Zb (19)
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(a) Pb = 10dB, PR = 10dB (b) Pb = 30dB, PR = 10dB (c) Pb = 10dB, PR = 30dB

Fig. 5. Comparison of the sum rates

This is normalized, i.e., multiplied by 1√
PR1

, then the MMSE
factor β is multiplied and the dither UR is removed. The
resulting signal is given by

Ŵa1 =
[

β√
PR1

Y ′
b + UR

]
mod Λ

=
[
K − K +

β√
PR1

Y ′
b + UR

]
mod Λ

=
[
K +

[
− XR1√

PR1

− UR

]
mod Λ +

β√
PR1

Y ′
b + UR

]
mod Λ

=
[
K − XR1√

PR1

− UR +
β√
PR1

Y ′
b + UR

]
mod Λ

=
[
K +

XR1√
PR1

(β − 1) +
β√
PR1

Zb

]
mod Λ,

(20)

where the derivation is similar to that of (16). Also, Node b
already knows Xb and Ub so they can be removed. As a result,
we get

Ŵ ′
a1 = [Wa1 + Zeff ] mod Λ. (21)

Except the intended message Wa1, all other parameters are
treated as the effective noise

Zeff =
[

Xa1√
Pb

(α − 1) +
α√
Pb

ZR +
XR1√
PR1

(β − 1) +
β√
PR1

Zb

]
mod Λ.

(22)

We can maximize the total rate by minimizing the power of
the effective noise that is a function of α and β.

E[|Zeff |2] = (α − 1)2 +
α2

Pb
+ (β − 1)2 +

β2

PR1
(23)

The optimal α and β are Pb

Pb+1 and PR1
PR1+1 , respectively and

the corresponding effective noise power is

E[|Zeff |2] =
1

Pb + 1
+

1
PR1 + 1

. (24)

If we assume that the shaping gain of Λ tends to πe
6 (∼

1.53dB) as n goes to infinity, which is optimal , the achievable

rate Ra1 of message Wa1 in the limit is

Ra1 =
1
2

log2

(
1

1
Pb+1 + 1

PR1+1

)

=
1
2

log2

(
1 +

PbPR1 − 1
Pb + PR1 + 2

)
. (28)

The achievable rate of message Wa2 is

Ra2 = min
{

1
2

log
(

1 +
Pa − Pb

2Pb + 1

)
,
1
2

log
(

1 +
PR − PR1

PR1 + 1

)}
.

(29)
The total achievable rate is given by

Ra = Ra1 + Ra2. (30)

The achievable rate of the message from Node b to Node a
can be obtained similarly as follows

Rb =
1
2

log2

(
1 +

PbPR1 − 1
Pb + PR1 + 2

)
. (31)

III. COMPARISON

In this section, we compare AF, DF, and our schemes. First,
we compare the sum rates of three schemes and an upper
bound for the two-way relay channel. An upper bound for
this channel is given in [4]

I(Xa;Yb) = min{I(Xa;YR|Xb), I(XR;Yb)} (32)

For the Gaussian channel, the upper bound is

Ra = min
{

1
2

log2(1 + Pa),
1
2

log2(1 + PR)
}

(33)

Rb = min
{

1
2

log2(1 + Pb),
1
2

log2(1 + PR)
}

(34)

For each scheme, sum rates are given by (25), (26), (27), where
RAF , RDF , and RMF are sum rates of AF, DF, and MF,
respectively. Fig. 5 shows the comparison of the sum rates. We
change the transmit power of Node a while fixing the transmit
power of Node b. At the relay node, we set the fraction of
power for the signal XR1 to be the optimal fraction of the
total transmit power of the relay node. In Fig. 5 (a),(b), the
sum rate of DF is almost always greater than the other two
schemes and the sum rate of MF is always greater than AF
scheme. In Fig. 5 (a), when Pa is low, MF gives the best
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(a) (b) (c)

Fig. 6. Comparison of Case 1 and Case 2

RAF =
1
2

log2

(
1 +

PRPa

PR + Pa + Pb + 1

)
+

1
2

log2

(
1 +

PRPb

PR + Pa + Pb + 1

)
(25)

RDF = min
[
min

{
(
1
2

log(1 + Pa),
1
2

log(1 + PR)
}

+ min
{

1
2

log(1 + Pb),
1
2

log(1 + PR)
}

,
1
2

log(1 + Pa + Pb)
]

(26)

RMF = log2

(
1 +

PbPR1 − 1
Pb + PR1 + 2

)
+ min

{
1
2

log
(

1 +
Pa − Pb

2Pb + 1

)
,
1
2

log
(

1 +
PR − PR1

PR1 + 1

)}
(27)

sum rate. However, in Fig. 5 (c), the AF scheme can be better
than MF when Pa is low because MF is affected by more self
noise from Xa1 and Xb. When Pb ≥ PR, as PR1 increases,
the achievable rate for the MF is almost always greater than
AF because MF is more power efficient than AF due to the
modulo operation. Note that in Fig. 5 (c), DF can be worse
than AF and MF due to the overhead of decoding of both
users’ signals.

We now show the benefit of performing superposition at
Node a for MF. We compare two cases. Case 1 is when we
separate the message Wa into Wa1 and Wa2 and send them
both as described in Section II. Case 2 is when we do not
send Wa2 and send only the message Wa1 with a lowered
power Pb to match the power of Wa1 and Wb. As seen in Fig.
6, the achievable rate of Case 1 is always greater than Case
2 because Ra2 is zero in Case 2. In other words, in Case 2
the amount of power Pa − Pb is wasted. In Fig. 6 (a)(c), the
achievable rate of Case 1 decreases at certain point and the
point is when the rate between Node a and the relay node
becomes smaller than that between the relay node and Node
b since the second phase becomes a bottleneck.

IV. CONCLUSION

We have proposed a new scheme for the two-way relay
channel. The proposed scheme has less complexity compared
to DF and has more power efficiency compared to AF. For
the different transmission power of two nodes, we allocate
the power difference between two nodes to a signal to be
decoded at the relay node. We show that partial decoding
can achieve a higher rate than a scheme without it. Also, we
compare the sum rate of three schemes and show that the rate

of proposed scheme is almost always greater than that of AF
and sometimes better than that of DF.
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