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Preface

Planning and Scheduling is the field of Artificial Intelligenthat is concerned with all aspects of
the system-supported or fully automated synthesis, eikeguind monitoring of courses of actions,
activities, and tasks. With that, it provides a technologyificreasing the autonomy of systems by
making them more flexible, robust, and adaptive. Consefudrtias a particularly large application
potential in a variety of industrial and administrative agencluding the growing-business ané-
work sectors.

This road map document aims to take stock of current expioitaf the technology and points out
future research and development steps for both improviagetbhnology in current applications and
widening the spectrum of future ones. The road map is jointkvily members oPLANET, the
European Network of Excellence in Al Planniadunded by the European Union under tagprit
programme from October 1998 to December 2000.

The road map addresses a number of themes under the glolabfvééming to extend the exploita-
tion of the technology far beyond the current stage. To thi, éwo main aspects are considered:
further technological developments required and a numb&ey application areas for various in-
dustrial and business sectors.

The road map comprises five chapters. Two are devoted to ohatigical themes, nameknowl-
edge EngineeringndOn-line Schedulinganother three are concerned with the application areas of
Robotics Intelligent ManufacturingandWorkflow Managementespectively.

Each chapter comprehensively reviews the State of the Alnamespective sector. It identifies direc-

tions for further exploitations of the technology and — guddy these — suggests improvements of
planning and scheduling methodologies and techniquesllfzieach chapter provides development
plans for focused research and development actions in thé simedium-, and long-term run.

Each chapter of the road map corresponds to a so-cattetinical Co-ordination Uni{TCU) of
PLANET. These units were built to provide a forum for network mensheorking in the particu-
lar areas. Each TCU organised series of coherent and foausdahops, among others. Parts of
their results are reflected in this road map document, thpteh&of which are edited by the respec-
tive TCU chairs, namelRuth Aylett, Simon De Givry, Malik Ghallab , Paul Kearney, andLee
McCluskey.

The following authors contributed to this road map: Rachiani (LAAS-CNRS, Toulouse, France),
Ricardo Aler (University Carlos Il de Madrid, Spain), Ruililett (Salford University, UK), Michael
Beetz (University of Bonn, Germany), Susanne Biundo (Usite of UIm, Germany), Daniel Bor-
rajo (University Carlos Ill de Madrid, Spain), Luis Cagti{University of Granada, Spain), Amedeo
Cesta (IP-CNR, Rome, ltaly), Alexandra Coddington (Sdlfbmiversity, UK), Patrick Doherty
(Linkdping University, Sweden), Patrick Fabiani (ONER®qulouse, France), Simon De Givry
(Thales LCR, Orsay, France), Miguel Angel Garcia (Univigr§tovira i Virgili, Tarragona, Spain),
Malik Ghallab (LAAS-CNRS, Toulouse, France), Patrik Hasl(Linkdping University, Sweden),



Joachim Hertzberg (GMD Bonn, Germany), Felix Ingrand (LABSIRS, Toulouse, France), Peter
Jarvis (SRI International, Menlo Park, USA), Paul KearnByit{sh Telecom, Ipswich, UK), Jonas
Kvarnstrom (Linkoping University, Sweden), David Lesa{British Telecom, Paris, France), Roger
Mampey (ONERA, Toulouse, France), Nicola Matino (CentrodRthe Fiat, Turin, Italy), Nikolay
Mehandijiev (University of Manchester, UK), Lee McClusk&n{versity of Huddersfield, UK), Yan-
nick Meiller (ONERA, Toulouse, France), Alessandro Saﬂfi(ﬁ)rebro University, Sweden), Bernd
Schattenberg (University of Ulm, Germany), Ulrich Schdafmstadt University of Technology,
Germany), Gérard Verfaille (ONERA, Toulouse, France).

June 2001 Susanne Biundo

Co-ordinator ofPLANET
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Part I.

Robot Action Planning

Malik Ghallab

(LAAS-CNRS, Toulouse, France)

with contributions for the state of the art from

Daniel Borrajo (Universidad Carlos Il de Madrid,

Spain), Patrick Fabiani (ONERA, Toulouse, France),

José Manuel Molina (Universidad Carlos Il de

Madrid, Spain), Araceli Sanchis (Universidad Carlos

11l de Madrid, Spain), and Bernd Schattenberg (Uni-

versity of Ulm, Germany), and contributions from

the TCU nodes that are described in the last sec-

tion.






1. Introduction

1.1. Planning in robotics

Planning in robotics is a computational activity, amongesalothers, carried out only when needed
for achieving a task or reaching a goal. It is neither cenimlis it focused into a single system.
Planning within a robot takes several forms and uses diftdgges of representations. The purpose
of these various forms of planning is in general to syntreesiz abstract trajectory in some search
space, predicting outcome, choosing and organizing actblifferent types for reaching goals or
for optimizing some utility functions.

In order to perform prediction and choices for achievingc#iped goals and utilities, robot planning
relies on:

e Models of the environment and of the robot capabilities;
e Specification of required goals and/or utility criteria;

e Online input from sensors and communication channels.

The specifics of planning in robotics, as compared to othetiegition domains of planning, are
mainly the need to handle

e Heterogeneous partial models of the environment and ofabety as well as noisy and partial
state information acquired through sensors and commuaicahannels

e Direct integration of planning to acting and sensing

Robotics without planning corresponds basically to haddapthe environment structure, the robot
skills, and its strategies into a purely reactive contrdlislis a perfectly feasible approach as long as
the handcoding is inexpensive and reliable enough for tipéicgion at hand. This will be the case
for a well-structured and stable environment and for a raaotying out repeatedly a single task or
a fairly reduced set of tasks, with a limited man-robot iattion. Learning capabilities, supervised
or autonomous, and programming aids, such as hardwareede{gay., memorizing the motion of
a pantomime), or software tools (e.g., graphical prograngninterfaces), may extend the scope of
applicability of the approach. However, if a robot has toefacdiversity of tasks and/or a variety of
environments, then planning capabilities will signifidgrdimplify and robustify its programming
and augment its usefulness. Planning capabilities areonbé topposed to reactive activities of a
robot, handcoded or learned, neither they have to be opgodedrning capabilities. They have to
be closely integrated to them. For all forms of robot plagnsuch integration is a highly challenging
problem.

Among the various forms of robot planning, there is in paitc
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Path and motion planning

Perception planning

Navigation planning

Manipulation planning

Task planning

e Communication planning

Path and motion planning is concerned with the synthesisgefoanetric path, from a starting posi-

tion to a goal, and of a control trajectory along that path Hmeecifies the state variables of a robot
and their derivatives in the configuration space, taking attcount the kinematic and dynamic con-
straints. This is a very well studied area [115], which appéaday to be quite mature and offering

a wide range of efficient and reliable methods.

Perception planning is concerned with information gatigeplans. It arises in tasks such as model-
ing environments or objects, identifying objects, lodaligzthe robot, or more generally identifying
the current state the environment. Perception planningeadds questions such as which informa-
tion is needed and when, where to look for it, which sensasrarst adequate for this particular task,
and how to use them. It requires models of available sengbtilgir capabilities and constraints. It
relies on decision theory for problems of which and when imfation is needed, on mathematical
programming and constraint satisfaction for the viewpsiection and sensor modality control.

Navigation planning combines the two previous problems pltrpose is to synthesize a strategy or
policy that combines localization primitives and sensasdxl motion primitives, e.g., visual servo-
ing, in order to reach a goal or to explore an area.

Manipulation planning is similar to navigation. The outfstitategy here combines sensory-motor
primitives using forces and touch (haptics), vision, ramge other sensors to handle objects and
assemblies.

Task planning corresponds to the classical Al planningleral, with general-purpose state-transition
operators. However, Robotics task planning has to dealtimith and resource allocation, dynamic
environments, uncertainty and partial state knowledgd, mastly incremental planning with con-
sistent integration to acting and sensing.

Communication planning arises in multi-robots cooperaimd in Man-machine interaction. It ad-
dresses issues such as when and how to query needed informaliich feedback should be pro-
vided.

PLANET is not active in all these research areas. Robot Planning i&to be aware of them and
of their common features, which are mainly the handling of

e Uncertainty
e On-line constraints
e Dynamic environments and feedback loops

e Cooperation and multi-agency

4 Thew gm' ROADMAP



CHAPTER 1. INTRODUCTION

PLANET TCU on Robot Planning has to build on top of the various robahiping forms and to
promote Integration of sensory motor capabilities withiluslative, goal-oriented capabilities. This
requires a consistent Integration of heterogeneous reptations for modeling and reasoning on
space, time, kinematic and dynamics, on the physics of sermso uncertainty, on logical properties
and various domain constraints, including computatiomelstraints. It requires the integration of
various forms of planning together, and to learning, in otdeextend sensory-motor controllers.

1.2. Situation of the domain

Today, the maturity of robot planning is mainly at the levélsome planning components. Path
and motion planning corresponds to a well mature area,mglgin computational geometry and
using efficiently probabilistic algorithms. It is alreadgmloyed in robotics and in other application
areas such as CAD or computer animation. Task planning berfedim a wealth of algorithms
in the classical framework (Strips and ADL), with technigugich as heuristic search, disjunctive
refinement, or SAT coding. It is not widely deployed in rolostfor various reasons, among which
the restrictive assumptions and expressiveness of theicddramework. Perception planning is
a younger and much more open area, although some focuselkmplre well solved, e.g. the
viewpoint selection problem with mathematical programgniechniques.

Another well mature area is that of high level reactive colfdrs. These are rule-based or procedure
based systems that permit preprogrammed goal-directedeast-reactive behaviors. They are
implemented in PRS, RAP, Propice, SRCs and other simildesys which are well advanced and
well integrated to the sensory-motor level. Most laboratabots run on them.

An important aspect of the maturity of the field corresporapdssible technology transfer. Within
robotics, there is certainly a wide potential of technolaigvelopment as demonstrated by few in-
dustrial projects within the industry. However the markevelopment for robots, beyond the highly
structured and specifically engineered area of manufagfuobots, is today very slow. There are
several limiting factors for industrial deployment of ralgdanning technology, e.g. the develop-
ment of sensory-motor functions, the reliability and ségysroblems, and the cost problem which
undermine the development of many service robot applinatidhe technology transfer of reactive
controllers is a first step that is already going on, withinl aatside robotics, e.g., in transportation
systems. Special purpose navigation and perception pigrcapabilities can also be transferred
in other domains. The usefulness of path and motion planinil@AD, in computer animation and
graphics has already been demonstrated. Perception p¢pisrof interest in surveillance systems for
example. Tasks planning with time and resources can beeabiplimanufacturing for process plan-
ning, workflow management, or network management. Intedrptanning and execution systems
have been deployed in well-structured domains such as thageaent of autonomous spacecratft,
e.g., the Deep Space One experiment. This is a very impaxtaplication area, it will be addressed
by a specific TCU withirPLANET.

1.3. What needs to be done

A main challenge in robot planning is that of integrationattlis not onlysystem integratiorof
components into a consistent architecture, but also andlyntie design of representations and
algorithms that permit such integration. In particulasearch should focus on issues such as:

HTTP://WWW. @m‘ -NOE.ORG 5



1.3. WHAT NEEDS TO BE DONE

¢ Planning with information gathering and sensing

e Heterogeneous planning techniques

e Heterogeneous representations

e Access to world state through sensing

e Execution models

e Dynamic planning and acting

e Planning and sensing

e Planning depth and on-line constraints

¢ Incremental planning with fault detection, diagnosis prezry
e Reaction and deliberation architectures

¢ Planning and learning

Another important research topic is the evaluation of iratgd planning systems and the analysis
of their performance. One should be able to answer quessiocis as when and why a robot archi-
tecture with planning may perform better than without. Berfance criteria such as the type and
variability of sets of environments and sets of tasks deith,vof the achieved robustness, of the
cost of programming and verification of the robot softwarewtl be studied. Experimental setups,
comparison, benchmarks should be developed and diss&ainat

Typical robotics projects that address some of the abouessare for example:

e Cooperating service robots for tasks such as transpantaiarveillance, cleaning, search and
gathering of object, e.g., office assistants

e Surveillance and monitoring of the traffic network

e Exploration robots, environment monitoring

Several current projects at the Robot Planning TCU nodésvitlin these categories. These are in
particular:

e Rhino, a robotics museum tourguides at the Univ. of Bonn

Hilare, cooperating service robots at LAAS - CNRS

Supermarket cleaning robots at Siemens

Jerry, a robot arm for manipulation tasks in space, at IRSItha Univ. of Genoa

¢ MAKRO a robot for sewage maintenance operations at GMD

WITAS, a traffic surveillance aerial robot at the Univ. of kiiping

6 Thew gm' ROADMAP
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e MACTA, cooperating robots for an automated laboratoryhatWniv. of Salford

e RoboCup, cooperative acting and sensing in robotics spat#re Univ. of Freiburg

These projects are presented in detail in section 3 of tlidm@p together with the various research
topics currently investigated at the TCU nodes. Sectionvldes a state of the art focused on some
essential issues, complementary to the good surveys aaknek works existing in the literature
on basic robot planning components, e.g. on Path and molaming or on Task planning. The
Roadmap surveys current work on the Integration of planniieing and sensing (section 2.1), on
handling uncertainty in robot planning (section 2.3), andtee Integration of planning and learning
(section 2.2).

HTTP://WWW. QET -NOE.ORG 7
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2. State of the Art

2.1. Integration of Planning, Acting & Sensing

Section proposed by Bernd Schattenberg, University of UIm

2.1.1. Planning and Acting

The generation of plans for autonomous systems like robwtsaftware agents cannot be separated
from their execution. Mostly, actions are intended to bdqrered within dynamic and unpredictable
environments. This makes any plan extremely susceptibléafinres. One approach to overcome
this problem is described in another part of this documehie domain model explicitly represents
uncertainties in the environment specification and pravisgategies for all execution problems.
However, the techniques for handling uncertainty dependroexplicit and accurate domain analy-
sis, e.g. probability distributions.

A more pragmatic approach is to combine a classical planrgéoe process with the plan’s execu-

tion. The execution component continuously reports tharptay system about the progress being
made, including action failures and unexpected world cban@he transferred information enables
the planning system to adapt (partly) committed plans oreioegate new (sub-)plans. All of the

presented approaches agree, that this is necessary foefigility and robustness of the overall

system. Another benefit is the way domain models are cre&aitlires do not have to be foreseen
explicitly.

Surprisingly, this technique was not adopted in many plagrdind execution systems. Only few
up-to-date planners are capable of continuous interagtitntheir execution clients.

As a rule, the control of autonomous hard- or software agentione today by reactive systems.
We find architectures with symbolic representations liactive action packagda RAPRAP [86]
and that used in thprocedural reasoning systeRREPRS [104]. Also very popular in Robotics is
SAPHIRA [148] with its fuzzy controllers and derivatives of teebsumption architectuf®6], which
are characterized Heyers of competence

All these approaches have in common the notiometiaviorsof the execution components. The
term behaviors addresses fixed pre-compiled patterns iofgavhich are selected depending on the
actual situation of the executor. As a first step towards thegration of adeliberativeplanning
process into such a plan execution environment, there atersg where the executors send “off-
line” queries to the built-in planners, e.g. [93], [102] 45B].

An alternative system design puts the execution controltim planner itself. Such systems typically
generate plans to perform the entire task and monitor tleailization afterwards. One of the first
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planners following this approach wasANEX [85]. It uses thesTRIPSplanning engine and controls
plan execution by monitoring state changes at executiomr.tiin case of an execution failure, it
continues to execute independent, unaffected parts ofltre gf no such independent sub-plan
is left, a new (complete) plan is generated. A more recentesgmtative of this technique is the
execution agenvf O-Plan [67].

Many researchers argued that repair plans have to be pobtaenhance performance. In the
case of execution failures, they allow to complete the pabtask, starting from the current failed
state. Unfortunately, planners in most frameworks typyogét unspecific feedback information like
“action x has failed”. This means that computational expensive “fsmmatch” re-planning has to be
done. To make re-planning more tractable, some systemgdgrtheir execution layer with reactive
plan repair capabilities, e.g. [160].

In [125] planning problems are regarded as specificationgdmplex actions. The generation of
plans corresponds to their execution in form of logic progsa IPEM [23] (Integrated Planning,

Execution and Monitoringwas the first system to integrate non-linear planning aad pkecution.
Partial plans are completed stepwise using classical inea# techniques. After every such step a
sequence of executable actions is determined. Their éredefads to a new current state which is
the basis for the next completion step in the planning swtesy.

The Continuous Planning and Execution Framewanker[134] is a system with emphasis on the
interaction of planning and execution in an asynchronousbyking architecture. It relies on the
planning systensiPE2 [168] andPRS[104] for execution management. In this framework plans
can be generated to arbitrary levels of refinement and themdsgpulated at runtime by the executor
component. Manipulating means translating into sequences of executable actionspairing of
flaws.

The saGEsystem [109] tightly integrates plan execution into thanpling process. This is done by
extending the non-linear plannecrPopr[143] by two new types of flawain-execute@ndexecuting
The latter is introduced to express the fact that actionsnateinstantaneous. An action cannot
be executed until all of its preconditions have been satisdied achieved by executing preceding
actions. After an action is marked executaldeGe delays its execution as long as possible in order
to avoid committing prematurely to a partially construcfgdn. The planner runs continuously and
returns results as soon as they are obtairetzE provides an advanced re-planning capability. It
introduces user-defined and domain-specific failure hasdidich remove a failed portion of the
plan and update the domain model accordingly. This avoideating failures during re-planning
and re-executing.

The reactive planning systeBURTON [169] is developed for autonomous spacecraft control. dsus
compiled temporal logical descriptions of state transitinodels of the various spacecraft compo-
nents and generates from them reliably correct instructiequences. It is the first system to use
consequently symbolic representation of the applicatiomain down to the lowest level of plan
execution.

TheNew Millennium Remote AgeRtMRA [142], the predecessor &urton is the first Al planning
system to be used in an autonomous spacecraft. The systdmlsddeep Space One, which has
been launched in October 1998 to explore the asteroid 199RIKIBA does not have the elaborated

10 Thew gm' ROADMAP



CHAPTER 2. STATE OF THE ART

modeling approach a8URTON yet, but although some modules of the probe are controlletlex
sively by an on-board execution module, the high-level @i the planning system itself and has
been successfully tested several times during its mission.

2.1.2. Planning and Sensing

The last section addressed many problems concerning pengrtasks in uncertain and changing
domains and it proposed some solutions by integrating pignimto execution control. However,
the basic assumption of most of these systems is that at meydgdmplete and correct knowledge
is available for free, which of course does not hold in anylisda environment. Therefore, this
section will deal with the aspect of acquiring informatidrat is necessary for a successful mission
accomplishment.

It is of particular importance for robot planning systemsézp knowledge about the environment
consistent and up to date. In this context abstract andcaatifooking cost-models known from
agent-literature get very concrete and obviously missidtical. The costs for obtaining informa-
tion are directly recognizable and understandable: It na&e ta robot many actions to perceive
knowledge about its environment. Furthermore, some ofénsiag actions may be irreversible. An
example for information gathering is moving to a distantaliben and then using an optic sensor to
check an object’s presence. But the reader may also thinkrédiming some chemical experiment
to determine the concentration of a volatile toxin.

Two basic methodologies will be discussed in the following sections: we will refer to them as
Planning for SensingndSensing for Planning

2.1.3. Planning for Sensing

This methodology uses planning to support the sensoryrectd an agent or robot, and it can be
found in most existing systems. The basic idea is to add lkedygd gathering actions to a contin-
gency planning approach. These sensing actions sétisfyledge goalahich are unknown domain
variables in open preconditions. Such frameworks reptethenoutcome of sensing by conditional
branching. Please note, that the teranditional branching is used to distinguish alternative action
sequences and the planning search tree. Many terms in #asaae not uniform: E.g. some ap-
proaches call the root node of a conditional branohtingencysome do so for the paths along the
branches.

The semantics of action nodes and conditional brancheg/pieally that ofpossible worldsn an
epistemic modal logic. Unknown domain variables induceesgvsuccessor worlds, one for each
possible value. Sensory actions allow to separate the ssmceorlds, i.e. in terms of the logic to
“know” that an expression has a given value.

An example: The planner inserts a sensing action fouknownBoolean-valued information in
the current partial plan. This creates two conditional blees, representing a partitioning of the
successor worlds: One in which the value of the fadtriswnto be true, and one in which it is
knownto be false. Execution of this sensing action enables thaetdagé&nowat execution time in
which partition of the possible worlds it is and to pursue ¢berect plan path.

The logic based planner presented in [96] can be viewed asplementation of the methodology
described above. Actions are modeled in an epistemic gigerilogic framework [95]. It dis-
tinguishes betweemoving actionsand sensing actions The moving actionsare formalized as in
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classical planning by domain constraints and preconditgdfect and frame axioms. Thsensing
actionsare using additional axioms involving epistemic operatdiserefore, the formalism can ex-
press that after performing a sensing action an agent kndvesher some property holds or not, as
well as that the sensing itself has side effects.

Related to this point of view is the one taken upsinGe [109]. It is based orucpoP[143] and
serves as a query planner for theus information mediator [24], which aims at providing flexible
and efficient access to large numbers of information sourtes domain is modeled inwL-ONE
type language to determine the relevant sources for a giverygi.e. the contents and characteristic
features of a database or knowledge source are represeardaatescription l0gicSAGE incorporates

a mechanism calledun-time variableqd23]. These place holders are located in effects of opesator
to collect values returned by their actions at executioretinOnce the values are bound to such
variables by successfully executed sensing actions thepeased by the plan execution component
in the following plan stepssAGE delays working on any open condition that involves suchtrme
variables, and waits for sensed information to update itealn model.

A very important feature 0SAGE is its ability to introduce “unforced” additional sub-gealo
queries. Thus the system is actively seeking for new inftiong108], in order to adapt its for-
mal cost model for information sources. This mechanism lesaaGE to compare query plans and
to prune the sets of databases relevant to subsequent alsrgore effectively.puccini [98] is

another partial order planner that performs sensipgccini serves like its well known predeces-
sor X1l as a planning engine for an Internet soft- bot which has cotvat massively incomplete
information about its environment. The algorithms are dase the idea that a precondition is true
either because it is observed to be true or it has been magléyran action. The authors introduce
observational linkghat do not induce additional ordering constraints: thigbdes preconditions to
be supported by prior observation or later verification.

The action representation languagyeDL [97] is used, a derivative ofDL [141]. It supports univer-
sally quantified information goals and universally quaatlficonditional, and observational effects.
The effects arevorld state changeandworld state reportsthe latter assign values tan-time vari-
ables(see above). The use of a three- valued logic allows to mauegrtainty explicitly, which is
again described in terms of a possible world semantics.

The authors introduce three annotations for literals icpnglitions and goals. One indicates classi-
cal goals with the intention to achieve them “by whatever nggaossible”. If they contain run-time
variables the agent has to learn the variable’s truth valtige. second annotation is used to describe
so-called maintenance goals, i.e. fluents that must not &egeld. The last annotation indicates to
sense a fluent at the time the goal is introduced in the plagether with the first annotation this
can formalize tidiness goals like “restore the initial \&lu Any un- annotated literal is marked to
depend only on the state of the world and not on the agentwleuge.

An important aspect of this work is the identification of aadpé but large class of problem do-
mains, wherein the presented formalism is regarded tregthbcause actions can be encoded with-
out knowledge preconditions: theowledge-free Markov domaingn these domains the actions’
effects only depend on the state of the world at the time af pkecution. Therefore, all knowledge
sub-goals will be of the same form: The agent needs to knowahee of a fluent exactly at the time
the action is to be executed, and it does not matter if thetagféatts the fluent by side effects of
sensing.
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CASSANDRA [147] is also based on thecPopP[143] algorithm and is able to handle uncertainty
about actions’ outcomes. As in classical conditional plagnsecondary preconditionsepresent
context-dependent effects of the actions. Together wittkfiown” preconditions this models un-
certain effects. It introduces condition-action ruledastlecision stepsndinformation gathering
steps The decision steps make the agent’s choices explicit wtoclditional branches in the plan it
should follow. The decisions are based on the knowledgeigedvby the execution of information
gathering steps. Therefore, decision preconditions agtdd as knowledge goals and are added to
plans each time new sources of uncertainty are encount@redlrule base is built up incrementally
during the planning process from those uncertainties tteatiaed to establish preconditions in the
given conditional branchescASSANDRAS labeling system for uncertainties in a plan is similar to
that of PuccCINI (see above). Positive labels are propagated to denote lgiarets that contribute
to goal achievement in the current conditional branch arghtie ones that for those which pre-
vent goal achievement. Unlabeled elements mark “contextraié actions which may or may not
be executed on this path. Threat resolution is done in aicigmanner by promotion, demotion,
separation via non-codesignation, and preservatiorgémeration of a sub-goal to disable the threat-
ening effect by placing it in a separate conditional bramnditioningin [144]). In contrast to most
other conditional plannergASSANDRA s able to reunify the proper conditional branches in phrtia
plans.

Sensory Graph-PlasGp [166] is an extension of the well-knomBRAPH-PLAN system [48]. It
handles planning problems with uncertain initial stated wafith actions that combine causal and
sensory effects. The underlying semantics is again thavsdiple worlds which the system tries to
make distinguishable for an plan-executing componenthiBoand, specific epistemic formulas are
used to express that an agent knows in which world it curyast!

Each action has the usual causal effects plus zero or oimervational effectdenoted by arbitrary
logical expressions composed®RAPH-PLAN propositions. Such effects return one bit of informa-
tion when executed: True if the logical expression is trudg@world immediately prior to execution,
and False otherwise. Consequently, action instancesraexdlito preconditions in two separate con-
ditional contexts. This situation is mirrored in a layerddnming graph with each layer representing
one possible world.

Another planner that has been extended to handle contiregeand information acquisition is the
probabilistic planneBURIDAN [113]. The resulting system [79], allows actions with cdwsa in-
formational effects. The input is a probabilistic distiiion over the initial states, a goal expression,
a set of probabilistic action descriptions and a probahiliteshold. This makes it possible to define
noisy sensors. The system produces a contingent plan tHasntlae goal expression true with a
probability of at least the threshold. Again, the possibtelds produced by observations and uncer-
tain action effects are divided in equivalence classes bynéegt-based labeling mechanism. Each
action in the plan is annotated with a context label whicheisegated by observations and inherited
by previous steps. Labels determine under which circunesgan action should be performed.

The methodologies used in this system differ in some way fronventional techniques. In particu-
lar, all operations on the plan aim at increasing the prdibalior goal satisfaction. Threat resolution
in this context is done not only by the classical promotiod damotion mechanismsConfronta-
tion adopts the triggers of “benign” consequences as goals wiashthe effect of decreasing the
probability of the threatening consequendgonditioningis a technique from classical conditional
planning [144]. It ensures the threatening step never taxbewted in the same execution trace as
the producer or consumer of the threatened link. This tegheis used within branches that connect
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information producing actions to subsequent actionscataig which observation labels of the first
permit execution of the second: The system can separatetiext of the threatening step from the
context of either the link’s producer or consumer.

2.1.4. Sensing for Planning

The systems described so far consider the execution compem@owledge only at the time the
plan is actually executed. The approaches of the followewdisn try to “complete” the integration
of the planning system in the overall architecture by eshhbig a bi-directional flow of information

and thereby providing the planner with domain knowledgeuieq at run-time? This paradigm —
sensing for planning- incorporates information producing processes into gasiand is motivated

by problem descriptions of realistic domains.

In general, search space for conventional conditionalrmtanexplodes for relatively small ranges
of the contingencies. There are many examples, we give desiome here: The robot has to get
the right key for a door identifiable by an in advance unknowdidit number. Even a few doors
make this problem intractable. A pragmatic approach inghisation would abstract from the key’s
identification and solve the contingency by “looking at” ttheor lock at execution time. Then it
could plan how to get the key — of course assumed, that thisltée done without getting stuck in
dead-ends.

But there is made another assumption by all systems that isivial at all and very hard to relax:
The sensory input is given as logical predicates. The quesibw to build symbolic information out
of sensor readings is a wide field of research but out of thpesodthis document.

In [30] the authors use constraint satisfaction technidqaegetermine the value of preconditions in
aucprorlike planner [143]. The CSPs are formulated to ensure starsty of the partially ordered
plan- sequences during the planning process.

The system incorporatdateractive constraintf§or acquiring unknown domain values at run-time.
Such binary constraints are treated as follows: If no véeidb associated with a domain, then
the constraint is suspended. If both are already associtited the constraint is propagated as in
a classical CSP. In case of only one variable being “unknokngiwledge acquisition is performed
which leads either to some characterization of the unknaaviakle’s domain or to a failure. Finally,
both variables can be instantiated and the Boolean valugeofdnstraint can be calculateglump

[138] is an agenda-based planning system that follows a aiassical planning paradigm. Sensing
actions are represented in the same way as non-sensonspescd he preconditions of such sensor
operators can be used for set-up actions. Followisgripsstyle representation, Add-lists contain
at least the sensed information and Delete-lists refer ditiadal side-effects of the sensomsump
uses special dummy constants for values that will be aagdjliyesensor readings. Any subsequently
processed goals that refer to one of these constants wilkfegrdd until the executor has obtained
the reading. Execution begins as soon as all goals in théapplan have been either solved or
deferred. When selecting the actions for execution therobhait prefers sensor processes over other
parallel plan steps. Once a requested sensor reading isethtaumP is restarted immediately with
the new information. The new plan is returned, and the pmpesceeds untiBumpP has found a
complete plan.

In this context the authors discuss the problems in findingitalsle and efficient sensing strategy:
The planner has to select the appropriate goals for defatithie appropriate time. Therefore, they
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present an execution cost-model for plans with sensingrg&nd its empirical evaluation [137].

2.1.5. Conclusion

Although much progress has been made in the field of integygtianning, sensing and acting into
one common framework, there are many aspects still not adddein this area: There exist only
few formal models of the information gathering process mgiplanning. The integration of new
knowledge, that perhaps even rules out already made conemiignn the plan, is an open question,
especially when looking at correctness or even completeoka given planning method. Another
guestion is the executability of plan steps; today’s systesely on benign environments, heuristic
information or make strong assumptions about the domainghird aspect is the combination of
all three concepts: planning, sensing and acting. The mgst® far only deal with two of them.

We think that an interleaving planning approach combinetth wiformation acquisition during plan

generation would have strong synergetic effects towaatdestand efficient autonomous systems.

2.2. Learning in Robotics

Section proposed by Daniel Borrajo, #obslanuel Molina, and Araceli Sanchis, Univer-
sity Carlos Il of Madrid

2.2.1. Introduction

Many robotic systems applied in industry are autonomousil@obbots working in stationary en-
vironments, i.e. automatic floor-cleaning, automatic addg, transporting parts in a factory, etc.
Other applications of robotic systems involve interactianith dynamic environments, where the
autonomous robot deals with unexpected events, such agualing robots. The successful op-
eration in such environments depends on the ability of adiapt to the changes. Thus, for most
agent-based tasks, having a perfect domain theory (moflefvothe actions of the agent affect the
environment is usually an ideal.

We differentiate here three ways of providing such modebBgents (planners/controllers):

e High level planning, learning and control. One of the firspregaches to planning, learning,
and execution within autonomous robotic tasks was the Shrakmot [136]. It had a planner,
STRIPS and a learning method based on compacting the solutioaagpto given problems
into new operators that could be used in future planningsst@pwell as means for replanning
in case things went wrong [85]. However, it was soon disaedehat approaches based on the
classical paradigms (abstraction, planning, heuristiccd® etc.) were not completely suitable
for unpredictable and dynamic environments.

e Manual design of reactive planners. Other approaches @ensaction as the new paradigm
to build intelligent systems. One classical instance &f kimd of architecture is the subsump-
tion architecture which was proposed by Brooks [56] and leshisuccessfully implemented
on several robots. The base of the subsumption architeist@rgiece of code called “behav-
ior” or “skill”. Each behavior produces an action (reacts)a given situation, and the global
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control of the “planning” system is a composition of behasioDifferent systems, from fi-
nite state machines to fuzzy controllers [105], have beed @isr the implementation of these
behaviors. In most cases, the way in which these behaviors laglt was by careful and
painstaking “ad-hoc” manual design of skills by a human &,

e Automatically acquiring skills for reactive planners. Aher approach that solves the above
mentioned disadvantages of manual design consists on atitaity learning those behaviors.
There have been already many different approaches foritepskills in robotic tasks, such as
neural networks [131], genetic techniques [76, 111, 120],k8/olutionary strategies for con-
figuring neural networks [43, 121], inductive collaboratitechniques [92], or reinforcement
learning techniques [122, 152].

Another task that can be learned consists on acquiring mapsadvigation purposes, as in the
XAVIER robot [110], or learning to improve path planning as in #t@GUE system applied to the
same robot [101]. As an example, tReliNO robot employed learning capabilities for localization
and navigation[161, 59]. Another example is the work by dmeprevious authors [163] that uses
neural networks and naive Bayesian learning for generafiitjbased maps as well as topological
ones.

In this document we will cover some examples of the use of inaclearning for robotic tasks,
mainly for learning skills. Other books and surveys coveiriore detail many of these aspects
[65, 89, 151, 165], as well the sequence of workshops onitggnobots.

2.2.2. Neural networks

The concept of designing new computational structuresgualhthe available information on the
very efficient world of biology, specially the case of neunatworks [88, 54] is a fascinating ap-
proach. The most interesting feature of this approach ishiwdogical neural networks have been
designed to be adapted to the real world [99, 135]. This satgdke biological approach as the most
appropriate to solve the problems existing in the mobiletimis field [94, 69]. The redundancy, the
parallelism and the resulting robustness of the computatistructure are the interesting points of
the biological approach. These mechanisms are not onlpgaglinside the brain structure, but also
at the level of groups of animals, giving very interestinguiés in collective behavior of insects, for
instance.

One way to use a neural network for learning a robot skill siesin the use of a feed forward
network withn input units andm output units [128]. The inputs are usually related to theotob
sensoring mechanism, while the output units representdtiens to be performed, such as wheel
velocities. The use of a neural network controller has shamvantages [128]: neural networks are
resistant to noise, exist in real environments, can geiaerttieir ability to new situations, and could
easily exploit several ways of learning during its lifetime

Another successful approach to learning a robotic skill img neural networks has been thelRH
and ALVINN systems [145, 146]. In this case, the learning task was to leaw to drive an au-
tonomous vehicle in a highway.
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2.2.3. Evolutionary Computation in Controllers

In the last few years, new approaches that involve a formmiikited evolution have been proposed
in order to build autonomous robots that can perform usefskg in unstructured environments [57,
64, 123] . The big interest in this approach is due to the difsation with traditional robotic
and Artificial Intelligence approaches, and their beligfttimteresting robots may be too difficult to
design. Thus, it would appear reasonable to use an autopratiedure, such a genetic algorithm,
that gradually builds up the control system of an autononmament by exploiting the variations in
the interactions between the environment and the agetit ittsegemains to be determined if it is
feasible.

In particular, two questions should be answered: what tdve®oand how to evolve it? The choice
of what to evolve is controversial. Some authors have prepds evolve controllers in the form of
explicit programs in some high-level language. Brooks [pifposes to use an extension of Koza's
genetic programming technique [112]. Other authors prepo®volve controller rules using a form
of classifier system [74, 77, 75, 130], or using a fuzzy cdlrd124]. Finally, others propose to
evolve weights in neural network controllers, fixing theharecture [26, 43, 44, 87, 128].

2.2.4. Reinforcement learning

Currently, one of the most common approach to learning mbehavior is based on reinforcement
learning techniques [106, 156, 153] within the Markov DixisProcesses (MDP) paradigm [122,
155, 164], or Partially Observable Markov Decision Proees§®OMDP) [61]. The main objective
of reinforcement learning is to automatically acquire kienge to better decide what action an agent
should perform at any moment to optimally achieve a goal. Agnmany different reinforcement
learning techniques, the most cited one is Q-learning [1&&Hually, they integrate reinforcement
learning, planning and execution based on approximatedrdi;yprogramming. In order to define
any reinforcement learning problem, some issues have tofsdered [129]:

¢ Delayed reward. Other learning systems require knowing for each learnirigagie/instance
(perceived state and action to be taken) the class they dpétofyes, it achieves the goal, or
not, it does not achieve the goal). Many times, the agent doesnmediately know whether
it has achieved its goal after execution an action, sinceghtrbe only achieved (or not) after
the execution of several actions. This createstémporal credit assignment problernhat
consists on “a posteriori” marking which actions from a sape of actions have a positive or
negative impact on achieving or not the goals. These maldw #he proper reinforcement of
the learning instance.

e Exploration versus exploitation. In many discovery/learning tasks, there is a relation be-
tween using pre- acquired knowledge when planning (extioit), or trying new alternatives
(exploration). In those cases, an exploration strategyt ieslefined, and it influences the
learning rate and its quality.

e Partially observable statesln many situations, sensors of agents provide only panti@iri
mation of the domain. This problem implies that an agentadogteive from the environment
states with different levels of information, that could redke agent not to differentiate some
states from others, or perceiving two different states asisq
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¢ Nondeterministic rewards and actions.In many environments, the execution of an action in
a given state does not always arrive to the same state, leohngise associated to sensors,
and actuators. This implies that the reward of executing@iomin a given state, can be
different depending on if the next observed state is a gaéd sir not.

e Integration of several acquired skills. In most domains, different behaviors are learned,
and the problem is how to combine those acquired behavioost BF the times, the solution
involves a decomposition of the learning task in subtashd,later learn the skills associated
to those subtasks [152].

¢ Representation of action descriptions.In the case of classical reinforcement learning tech-
niques, there is no representation of the actions, singeatenot used for explicit planning.
It is only needed to keep the action name, and the proceduexézuting each action in the
environment.

e Global vs. local reinforcement. The reinforcement procedure for most techniques is local to
an operator (the term operator is understood here as thecton between two states through
the execution of an action).

e Representation of states.In most cases, instantiated states are used, or non-syralli
based generalized states when the state space becomeshmgatned below.

e Type of planning schemeReinforcement learning has been usually applied for reagtian-
ning (with some exceptions).

e Temporal credit assignment problem.In some tasks, the concept of time delayed reward is
very important; how to assign credit to actions whose revigighly known after some time
has passed [154].

e Cooperation among agents.Some people have focused on the interaction among different
agents [159]. He explores the cooperation among agentsdninghinstantaneous informa-
tion (perceptions, actions or rewards), sequences of pgoceaction- reward, and learned
policies.

e Large state and action space®hen using reinforcement learning techniques with largeest
and/or action spaces, an efficiency problem appears: teeo$ithe state-action tables. Cur-
rent solutions to this problem rely on applying general@atechniques to the states and/or
actions. Some systems have used decision trees as in thar@itp algorithm [62], kd-trees
(similar to a decision tree) in the variable resolution dyi@programming algorithm [132],
the PartiGame algorithm [133], neural networks [118], vecjuantization [84], or belief
networks [51, 68].

2.2.5. Integrated approaches

Approaches that integrate planning, learning and exeetitiorobotic tasks are:

e Christiansen [63] also addresses the problem of learniegabgrs (task theories) in a robotic
domain.
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e Other systems for robotic tasks are [42] and [107]. The fingt deals with the concept pér-
missivenesghat defines qualitative behavior for the operators. Tloeseé one uses Inductive
Logic Programming for learning the operators of the domairdbing a transformation from
the sensor data into predicate logic. They need some typemf packground knowledge,
either a predefined domain theory in the form of initial opers, or external instruction and
knowledge on how to perform the transformation.

e Other approaches have only been applied within simulasuch as Lope [92], that allows to
learn a model of the environment by performing actions oari observing the new states it
arrives to.

2.3. Robustness and Adaptivity in Planning

Section proposed by Patrick Fabiani, ONERA, Toulouse

2.3.1. Decision-theoretic planning for tracking problems

Robot tracking problems are a challenging combination Gexint planning problems that have
previously been studied in Robotics [115], but separatelgibility and collision constraints must
be satisfied in the presence of uncertainties in the positiéthe pursuer and the target.

Navigation can be based on odometric and landmark techsiguith easily recognizable landmarks
like in [31]. Natural landmarks can be used as well [72, 1080}, require more sophisticated vision
techniques. Landmark-based navigation has been addrésesedlifferent points of view in the
literature [50, 149, 157, 117]). The principle is simplethé robot primarily localizes itself relative
to landmarks, the planner must guarantee that the robotsedllandmarks often enough along its
path [90].

The problem of maintaining visibility with the target whiéoiding collision with the obstacles is
addressed in [116], but position uncertainties are notrtaki® account. When the target is fully pre-
dictable, that is, when its future trajectory is completielypwn in advance, a dynamic programming
approach [45] can be used to compute a trajectory of the puthat has minimal length.

As shown in [116], this approach becomes intractable intpdf the target is only partially pre-
dictable. Then, the approach can be applied to choose ammiimmand that aims to maximize the
likelihood that the target will remain visible during a shimterval of time in the future. The pursuer
iterates this computation while tracking the target andatgsl its motion heading at each iteration.
This is essentially the approach taken in [81], where therggd contribution is that the planner
takes into account the uncertainties in the pursuer’s ageta positions.

Taking position uncertainties into account naturally k&mlplanning the pursuer's motions in order
to take advantage of the landmarks in the workspace to retthedenprecision of the estimate of the
pursuer’s position (and consequently that of the targdtgmever this does not immediately conflict
with keeping the target in the pursuer’s field of view. Thistivates the embedding of this approach
into a game-theoretic framework.

The theory of Games and Decision [150, 120] provides a caeméframework to express dynamic
decision problems in the presence of uncertainty. [78, J08Yides an overview of problems of
reasoning with uncertainty in Robotics and probabilisppr@aches are most often chosen. [114]
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presents an application of Hidden Markov Models to roboigmetion. Yet, probabilistic inference in
Bayesian Networks [140], Markov Decision Problems (MDP)][Lor Partially Observable MDP’s
(POMDRP, [167]) of quite reasonable size may be a task of hghputational complexity [53].
[25] presents an application of MDPs to robot navigation prapose state aggregation in order to
reduce the computational complexity. [52] is remarkablpraposing to reuse ideas from Graphplan
[49] for reachability analysis in solving MDPs in generalheTidea in [127, 82, 126] is to try to
follow a similar approach and compute efficiently a pruneghping graph in which to perform plan
optimization. The problem is to be able to keep track of annogttion criteria in the planning
graph, which is not easy in the original Graphplan approach.

2.3.2. Discussion

On the basis of this state of the art, let us now discuss themstobustness and adaptivity with
respect to deliberation, planning and reactivity (notngkinto account learning). We consider au-
tonomous systems with perception capabilities in an uateetnd changing environment, in which
closed loop acting is generally required. Let us distiniguis

¢ Reactive systemsorrespond to closed loop controlled systems and are lasedntrol laws
taking sensing inputs and giving command outputs, theiatieh is reactive, but this does not
mean that they rely upon planning capabilities: navigatitth repulsive potential fields based
on range sensors, or elastic band control laws based on teetide of a target reference is
generally not considered as planning - such methods candukeafficiently provided that one
can prove that there will always be a correct behavior inialbsions, which requires a robust
conception.

e Adaptive planning correspond to closed loop planning or conditional plagnithe planner
uses information on the environment and the sensing catpebilo produce (on-line or off-
line) a conditional plan, or a strategy, that will then bedisa- line to obtain an action to
perform depending on the sensing inputs or estimated sfatigeorobot; the optimization
stage of the plan can be obtained by any technique, inclygiingntial fields, elastic bands,
or compliant motion methods, the main difference being thatplanner will verify before
execution the achievement of a termination condition ompisgormance of a desired level of
service along the plan.

e A system can bepen-loopcontrolled and follow aobustplan that works whatever happens
in the environment.

e Systems with adaptive planning capabilities have a reattdhavior, whether the plan is pro-
duced on-line or off-line. On-line adaptation of the plamuld the be called adaptive re-
planning to our sense, the difference being that replanisimgeded whenever the planner's
"knowledge” about its environment and capabilities hastatered so that the robot does not
have a solution for the new "possible cases”. This is cledglyatable.

e Systems with planning capabilities do not necessarily lzakeactive behavior, if the planner
is able to produce open-loop plans that work in all situation

Consequently, a robotics system relies upon planning dittbdation when it is able to optimize/verify
on the base of its "knowledge” about its environment and biiias and before execution the
achievement of a termination condition or the performarfce desired level of service.
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According to what is said above, in order to assess the usefsland eventual need for planning in
robotics, let us remark that:

e reactive systemawithout planning capabilities can be efficient in cases i@tibere reactive
behavior is proved to be correct behavior in all possiblaadibns, which requires ebust
conceptionand thus generally correspond to special cases (analgidations, special hy-
potheses);

e non-reactive systentan work if they haveobust planning capabilitiesan open-loop plan that
achieves the goals and performs the desired level of sewhegever the uncertainties and the
changes in the environment ig@bust plan. Situations where this is "always” feasible seem
to be sufficiently rare, fortunately for researchers in di@pplanning techniques. Producing
a robust plan requires to take into consideration all thesibdiies, thus considering them as
a set for which there can becampact representation(geometry in navigation, ...). Finding
a solution may be hard, yet deterministic planning techesoapply in that context.

e adaptive planningan produce more or less robust solutions but generallyinegjto optimize
a sequence of decision over a number of possibly reachatissor over a space of possibly
reachable information states (space of probability distions over the state space) ; thus
adaptive planningcan be considered as generally more costly, and often cenagily more
costly than classical deterministic planning techniques.

A robot using planning will not necessarily be more effeetihhan a robot that does not, but robot
without planning capabilities can only be designed so thatlieves its missions in special cases
where a robust and optimized behavior can be achieved byfigpmeans, under particular special
hypotheses. Those hypotheses have to be precisely state@dfied, otherwise the behavior of the
robot can appear to be not optimal. Planning techniquesi@xte variety of missions that robots can
achieve and can also allow to prove the optimality or corress$ of a plan, or the non-existence of a
plan in a wider set of environments. Once again, this discogioes not take learning capabilities
into consideration.

Autonomous systems need planning capabilities in ordeetide on the best sequence of actions
and perceptions to perform either to achieve a specified igoal state space, or to perform the

best level of service on a specified planning horizon. Tragkiroblems correspond to the second
category. Yet, most often the problem is eventually solweglbnning intermediate goals to achieve,

falling though a little bit in the first category.

As a matter of fact, recent work on a problem of tracking aiphyt predictable target with uncer-
tainties and visibility constraints [81, 80] shows that imcartain and changing environments, there
can be a planning horizon that achieves the best comprorateebn the robustness of the plan with
respect to uncertainties and its adaptivity to the changékd environment: real time constraints,
but also limited perception capabilities can lead to prafehorter planning time over a shorter pre-
dictive horizon. In that case, planning should consist firdtnding the right planning horizon and
define the goal to achieve on that horizon from the initialpbean definition.

When there are real time constraints in a tracking problevo,time scales are “competing” :

e At is the time for the target to move by a distanceXof ;
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e Jt(At) is the time for the planner to compute the best moving detit&ing into account all
possible moves of lengtd Az of the target during time\¢.

For the planner to beobust we need:
St(At) < At

otherwise the plan is producétbo late” .
Similarly, when the pursuer’s perception capabilities landited, two time scales are “competing” :

At is the time for the target to move by a distanceXof ;

AX is the maximum radius of the region of the state space in wthielpursuer iScertain
to find the target in one observation’ AX is limited by the perception capabilities of the
pursuer.

AT is the time for the target to move by a distanceXoX ;

dt(Az) is the time for the planner to compute the best moving detiiking into account alll
possible moves of lengtd Az of the target.

For the planner to bmbust we need :
t(AX) < AT

otherwise by time the plan is producetop late”) the region that can be reached by the target
cannot be covered in one shot by the pursuer: the pursuet guasanteed any more to keep track
of the target. On the contrary, 8t(AX) < AT, then the pursuer is guaranteed to keep track of
the target.

The planning horizon achieving the besimpromise robustness/adaptiwiypuld then be: such as:

h = min{AT, max{At/6t(AX) < AT}}

Producing a robust plan, is closer to a satisfiability probléke in classical planning. Yet, robots
have to deal with situations where the robust solution dogsxist and classical planning approaches
cannot produce afoptimized compromisewhich is the job of decision-theoretic or game-theoretic
planning. On the other hand, decision-theoretic plannsngpmputationally complex and probably
far less efficient than classical planning techniques wherbast solution exist.

22 Thew gm' ROADMAP



3. Robot planning research at TCU nodes

3.1. GMD

Joachim Hertzberg
http://ais.gmd.de/ARC/

PLANET work at GMD is anchored in the Robot Control ArchitecturefR@) team of the Institute
of Autonomous Intelligent Systems (AiS).

In ARC, we investigate hybrid robot control architecturésittamalgamate reactive components
working in close sensor-motor coupling, on the one hand, @eliberative components working
on an explicit symbol level, on the other hand. Of particitéerest are the flow of information from
the sensor-motor components to the symbol level, and theinvagich the reasoning components
modify physical robot action.

The rationale for this work is this: As a piece of software,ohat control system is special in
that it must cope with data in many different grades of grarty (from sensor readings to user-
supplied mission data) and yield purposeful action on dffié time scales (form collision reflexes
to optimal long-term mission planning and organization)ccérdingly, a robot control program
needs a special structure and organization that intedratetincoherent pieces into coherent overall
action—it needs a special architecture. However, to quot@rkin [1] (p. 207): "The nature of the
boundary between deliberation and reactive executiontisveth understood at this time, leading to
somewhat arbitrary architectural decisions.”

The vision behind our work is to formulate and demonstratgcttire and organization principles for
robot controllers as well as a controller design methodpliigit together allow concrete controllers
for concrete robot applications to be designed in a prieciplay.

We approach the problem from three different angles:

Tools Arguably, a robot controller is best designed in the prograng style of concurrent pro-
gramming; it should be open towards running distributedtyseveral computers as well as
towards controlling a team of physically different robotsnaobile/stationary hardware com-
ponents. The high-level control programming environmentvall as generic control archi-
tectures must support this style. Based on work about theTrtik Architecture (FTA, [5]),
we aim at developing a high control system specification amglémentation level, on top of
which concrete or generic robot control architectures casgecified.

Case Studies We are building robot controllers for concrete robots in femse of case studies.
These studies are application- driven (like, build the misdevel controller for a sewer robot,
[4]) or method-driven (like, build a controller based on D@ynamics and classical action
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planning, [2]). Driven both by application needs and byriest in the respective methods, we
are investigating active perception as an instance of a idrdrol issue [3] that, by definition,
comprises reflexive and deliberative aspects, involving-lievel, raw sensor data as well as
high-level, abstract, symbolic data and tasks, which haveetintegrated.

Methodology We are studying control in natural cognitive and/or biotagiagents, as far as re-
ported in the literature.The aim is to identify innovativentrol principles or features that can
be operationalized on a robot control architecture levad, @ provide prototype implementa-
tions thereof.

3.2. LAAS, Toulouse

Rachid Alami, Malik Ghallab, Felix Ingrand
http://www.laas.fr/RIA/

The Robotics and Al group at LAAS, is currently working on iears research themes related to
Robot Action Planning.

3.2.1. Robots that cooperatively enhance their plans

Following our work on multi-robot cooperation, we have deped a general architecture for multi-
robot cooperation based on a scheme called “M+ Cooperatsleachievement”.

This scheme is essentially based on on-line combinatioooad individual planning and coordinated
decision for incremental plan adaptation to the multi-tof@ntext.

Its main originality comes from its ability to allow the rotsato detect and treat - in a distributed and
cooperative manner - resource conflict situations as welbasces of inefficiency among the robots.

The system has been illustrated through a simulated systbioh allows a number of autonomous
mobile robots to plan and perform cooperatively a set ofisgrg tasks in a hospital environment.

3.2.2. Propice-Plan: Toward a Unified Framework for Plannin g and
Execution

PropicePlan [70, 71] is an integrated software designedwuestigate the links between planning
and plans execution. It implements supervision and exatupabilities, combined with different
planning techniques:

e plan synthesis to complement existing operational plans

e anticipation planning to advise the execution for the bggion to take when facing choices
(by anticipating plans execution), and to forecast prolsléhat may arise due to unforeseen
situations.

This system relies on a common language to represent platisng, operational procedures and
constraints, in order to make transitions between planaimjexecution activities seamless.

PropicePlan is used in two complex real-world problems:niplag and control for autonomous
mobile robots, and for the transition phases of a blast ftegna
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3.2.3. A non-deterministic planner

We have developed a new planning approach that authorizasitanomous robot to reason about
the inaccuracy of the world description and of its possiblel@ions. We represent the uncertainty
with the possibility theory; this allows us to distinguisktiveen two types of non-determinism:
a non-determinism from insufficient modeling and a non-heteism from uncertainty. Besides,
we introduce perception actions as well as a model of the@mvient dynamics through “contin-
gent events”. We have implemented an experimental plabased on Graphplan search paradigm.
This planner is able to produce plans that are robust withe&tsto contingent events, and whose
goal-achieving ability is evaluated a priori. The obtair@dns can be conformant or conditional
depending on the context and the user requirements.

3.2.4. Integrating Planning in LAAS Architecture

One important research theme related to Robot Action Priaisihow to embark planning onboard
robots, and how to integrate it with the other components.

LAAS Architecture (see [22]) allows a robot to plan its taskaking into account temporal and
domain constraints, to perform corresponding actions andontrol their execution in real-time,
while being reactive to possible events.

It is composed of three levels: a decision level, an exenuéeel and a functional level. The later is
composed of modules that embed the functions achievingsdata processing and effector control.
The decision level is goal and event driven, it may have séVayers, according to the application;
their basic structure is a planner/supervisor pair thabkssato integrate deliberation and reaction.

The LAAS architecture relies naturally on several représ@mms, programming paradigms and pro-
cessing approaches meeting the precise requirementdisgdor each level. We developed proper
tools to meet these specifications and implement each Iéwbkeaarchitecture: IxTeT a temporal
planner, Propice a procedural system for task refinementapdrvision, Kheops for the reactive
control of the functional level, and for the specificatiordantegration of modules at that level. Val-
idation of temporal and logical properties of the reactiaetp of the system, through these tools, are
presented.

3.3. ONERA, Toulouse

Patrick Fabiani, Roger Mampey, Yannick Meiller
http://www.cert.fr/dcsd/cd/planetnode.html

Our research group addresses problems of decision andpdgion autonomous systems in coopera-
tion with other systems in uncertain and changing enviramsjavhich is mostly the case in realistic

applications. The group’s research activity in planningnisre specifically dedicated to aerospace
and underwater robots, but inevitably also to ground rab&tether activity of the research group is

to develop decision aid tools either for the management fspace systems or for the conception
and control of large systems (traffic, logistics, produc}io

Past work in our research group addressed the problem ofgxdacution control and robot motion
planning:
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e Studies on planetary rovers led to the development of a plaowtion control tooProCoSa
that has been successfully implemented recently on an watksr exploration robot [29].

e Work on the problem of dealing with uncertainties and plabusiness led to address both
problems of perception planning in robot navigation [90jrosurveillance applications [83]
and the issue of hierarchical motion planning [91].

Our group’s general approach is at the crossing of Autont@tintrol and Artificial Intelligence in
the sense that we have been trying to combine a decisiometieor game-theoretic framework for
decision making, hopefully based on a tractable probdicilrepresentation of uncertainties on the
one hand and geometric and symbolic reasoning tools on tler band. This was equally true in
the automatic surveillance projeBerception[27] or in the Tandemproject on a mixed patrol of
aircraft including unmanned air vehicles (not to mentionltragent aspects of the problem). This
is particularly clear in more recent work on a problem of kiag a partially predictable target with
uncertainties and visibility constraints [81].

Lately, the opportunity of using more widely classical d&mn- theoretic frameworks such as POMDPs
in order to solve realistic robot planning problems has b&tedied [139] [58], yet without really
conclusive results. The computational complexity of sajvthe stochastic dynamic programming
equations often makes the problem intractable in most rneddp realistic applications. POMDPs
lead to the use of very general probability distribution®rmthe state space without any compact
representation. Yet recent work leads us to further ingasti in that direction and try to combine
compact representations of uncertainty, symbolic or genow®ols and stochastic optimization al-
gorithms.

A first approach is to try and use the specifics of the plannimgaln and use symbolic reasoning
tools in order to reduce the size of the search space. Trgimguse recent approaches in classical
planning, preliminary results concern the use of tokensdnagh planning approach [127, 82, 126]
in order to keep track of the optimization criteria and cohthe level of state space splitting at
planning time. Other work addresses the problem of multieh@$timation for decision making
on the basis of a compact, but yet not unimodal, probabiligridution : an application to robot
localization is described in [28].

3.4. Orebro University

Alessandro Saffiotti
http://www.aass.oru.se/Research/Robots/

Research related to planning@tebro University is carried out at the Mobile Robotics Ietiory
of the Center for Applied Autonomous Sensor Systems (AAS8E objective of this lab is the
development of general principles and techniques thatvaliee autonomous operation of mobile
robots in natural, dynamic, and uncertain environments.“rizjural” we mean environments that
have not been specifically modified to accommodate the rodésare especially interested in the
issue of how to connect abstract reasoning and physicahitten with the environment.

In the context of planning systems, autonomous roboticsgmts two major challenges. The first
one is the need to combine both high-level means-end reagoand fast reactions to changing
environmental conditions. The second one is the massigepoe of uncertainty induced by several
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heterogeneous sources, including the actions of othetsgecomplete prior information, limited
sensing capabilities, and imperfect robot’s actions.

The following research lines of our laboratory are reladssues of planning.

¢ Integration of behavior-based execution and behavior piag. We study the integration of
means-end reasoning with execution of lower level robotabiglis. The main issues here
are: (i) the development of a formal framework to relate exien of composite behaviors to
achievement of composite goals; (i) the definition of BRadaa formalism for purely reactive
plans based on fuzzy logic; and (iii) the study of a moded-fierm of execution monitoring to
be used with B-plans [10, 7].

¢ Run-time deliberation in uncertain environmenfge aim at combining results and techniques
from the areas of robot navigation and of intelligent agenty particular, we investigate
techniques that allow the robot to decide when to go on witttation, and when to stop and
ponder about a new situation. Our initial efforts are diegctowards the integration of an
existing navigation system based on fuzzy logic with a dehlbor based on the so-called BDI
model [11, 12].

e Generating and executing plans under uncertaimie investigate the generation and imple-
mentation of plans in the presence of several sources oftamty. We focus on the impact
of uncertainty in representing and reasoning about actiseissing, and complex plans. We
also focus on the problem of detecting unsatisfactory hiehand better opportunities under
uncertainty.

e Anchoring symbols to sensor dat/e are engaged in the theoretical and applied study of the
problem of anchoring: the process of creating and maimgitine correspondence between
the symbols used by high-level processes to denote obputisthe percept that refer to the
same physical objects. In the context of planning, anclgdemeeded to ground the symbols
used by a planner to describe actions to actual sensor andmsignals. Moreover, possible
problems with anchoring (e.g., failure to perceive an ajgwist be considered by the planner
[9, 6].

We are also starting a hew research activity on cooperatiietics, where we intend to tackle the
issue of planning and executing tasks that require the dmatidn of perceptual activities between
multiple, possibly heterogeneous robots. We use RoboCopeasf the test-beds for this activity.

3.5. Rovira i Virgili University, Tarragona

Miguel Angel Garcia
http://www.etse.urv.es/recercalrivi

The Intelligent Robotics and Computer Vision (IRCV) groupttee Rovira i Virgili University is
concerned with the development of efficient software sohgito a variety of problems in robotics
and computer vision. Three of our working areas are relatedtot planningHeterogeneous World
Modeling Sensor Planningind Multiagent-Based Disassembly Planning and ScheduliDgtails
about the IRCV group can be found at:
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3.5.1. Heterogeneous World Modeling

World models are important components of knowledge-basbdtic systems, since they allow the
integration of information gathered from different sernssources in order to obtain a reliable com-
puter representation of the environment in which a robofitesm operates. Such a representation
is useful for planning the actions of the system, taking iatocount updated knowledge about its
workspace. Actions determined in this way are more likelpédorm successfully than if they were
generated through pure reactive behaviors that only cersidsensory information processed on the
fly.

Since robotic systems rely on a wide variety of sensors, tlsei world model must support the
coexistence of heterogeneous information. This inforomathay also be synthetically generated,
representing a priori knowledge about the environmenttiHeumore, a suitable world model must
be compatible with knowledge-based systems, which arditradlly based on symbolic represen-
tations.

The IRCV group has been working on the definition of a hieraadhwvorld model that supports the
integration of heterogeneous information at differentelswof abstraction [14, 15]. This model is
based on a structured representation that describes thentsmf the physical workspace at multi-
ple levels of abstraction through a hierarchy of orientedrbing boxes (OBBs). This hierarchical
representation is implemented by means of a frame-baséghsy3 he latter provides a high degree
of flexibility and facilitates the incorporation of the wdrinodel into a larger symbolic, knowledge-
based robotic system. The proposed representation ssppertntegration of global and local het-
erogeneous information. Global information consists afrgetric, scalar and procedural attributes
which are either valid or applicable to the contents of ea@B@s a whole Local information uti-
lizes adaptive triangular mesh of arbitrary topology andugeto provide a detailed description of the
shape of 3D surfaces associated with individual OBBs, akagedcalar data associated with specific
points lying on those surfaces.

The IRCV group has also been working on the development afritifgns aimed at the automatic
generation of a world model such as the one described abavearticular, we have developed an
efficient technique for generating hierarchies of objemtsnftheir bounding spheres [19]. We have
also been working on the efficient approximation of objectasaes through adaptive triangular mesh
[13, 16, 20]. Finally, we have proposed an efficient algonitto integrate object surfaces acquired
from different points of view [21].

3.5.2. Sensor Planning

Determining the locations where a sensor should be placeddier to observe a certain working

area is an important problem in robotics, especially wheroddamodel, such as the one described
above, is to be built and kept up-to-date. The problem of figdhe next position where a sensor
must be placed in order to observe the maximum amount of loregspace, taking into account

its previous locations and the amount of space observedrsisfanown in the literature as the

Next-Best-View problem.

The IRCV group has been working on the development of an effigolution to the next-best-view
problem, considering that the sensing device is a rangeos¢hs, 18]. A range sensor is a device
capable of generating range images. A range image differs & conventional gray-level image in
that every image pixel does not keep a level of light intgnsitit a measure of the distance between
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the sensor and a point on the surface of an object preseneioliberved scene. The proposed
algorithm determines the next location of the sensor tHnaugoting process that takes into account
the orientations of the boundaries of the surfaces that baea observed so far. The final aim is
the acquisition of all the surfaces that constitute the abjeontained in the scene, assuming that
the sensor moves over an "observation sphere” that embadli¢se objects to be sensed. This
voting-based solution is far more efficient that previoukisons based on visibility analysis and
optimization techniques.

The research line on sensor planning is a complement of thikel wodeling research line, since

it aims at the automatic acquisition of a world model. Camtid work on both lines is going to

be carried out in the immediate future after the acquisittbra low-cost range sensor (Triclops)

based on stereo vision. This sensor generates both a cmmadntolor image and a range image.
Therefore, it allows the recovery of object surfaces aloiith associated color and texture attributes.
This sensor will be mounted on a robotic arm, with the aim afegating automatic world models of

complex scenes while the robot wanders inside them.

3.5.3. Multiagent-Based Disassembly Planning and Schedul ing

The need for disassembly appears in many industrial desyiincluding: remanufacturing, mainte-
nance, repairing, recycling and disposal. Determiningnagit disassembly sequences is known as
disassembly planning. Within disassembly planning, itdsgible to distinguish between complete
disassembly and selective disassembly. Complete disbbsémiolves disassembling all the com-
ponents of a complex object. Selective disassembly ingalligassembling a subset of components
from the assembly. Selective disassembly is more apptepftat de-manufacturing applications,
such as maintenance, repairing and recycling.

The IRCV group is working on the problem of geometric selectilisassembly planning, which

consists of determining a minimum sequence of component® textracted in order to remove a
predefined number of selected components from a given agge@nize that sequence is determined,
a scheduler must coordinate a multirobot system composedwefral articulated arms in order to
execute the previous plan and physically carry out the desably. We are currently investigating

the implementation of a disassembly scheduler based onageittt technology. Real experiments
will be performed upon Lego assemblies by utilizing two CRZbA articulated robots.

The research line on multiagent-based disassembly plgranid scheduling is within the research
line on multiagent-based scheduling, with which the IRCdgr participates in the Dynamic Schedul-
ing TCU of PLANET.

3.6. Salford University

Alexandra Coddington
http://www.salford.ac.uk/iti/projects/MACTA/macta.h tml

At the University of Salford we are currently working on a jgct known as MACTA-LAB which
started on 1st July 1998 and which is due to finish on 30th J0668.2The MACTA-LAB project
continues work undertaken during a previous 3 year projeotv as MACTA (1st June 1994 - 31st
May 1997) which is described in the following paragraph.
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During the previous MACTA project a heterogeneous mulfatigsystem was developed comprising
one computer-based software agent (known as a "Reflectient®gand several behavior-based

mobile robots (known as "Behavioral Agents”). The role af RReflective Agent, which incorporates

the planner UCPOP, is to first generate a plan which achieve af user-supplied goals. This

process involves deciding which of the Behavioral Agentsexiecute the final plan. The Reflective

Agent then translates the plan into a set of scripts whiclsang (each script is transmitted as part of
amessage) to each Behavioral Agent selected to execufdahafThe Behavioral Agents (which are

implemented both in software as simulated agents, and ohwzaie as mobile robots) then execute
their scripts and report success or failure. The Behavidgdnts are sensor-driven and operate
using a behavioral control architecture which means thdeugertain sensory conditions a set of
behaviors will be activated in order to produce an apprégramergent behavior.

The current MACTA-LAB project is concerned with applyingetmulti- agent architecture devel-
oped during the preceding MACTA project to the area of autexhdaboratories. The developing
area of "immobile robots” or "immobots” suggests that lardistributed, sensor-rich systems (such
as automated laboratories, networked building energyesystand space probes) can be viewed as
multi- agent systems in which the robots do not move. The dith@MACTA- LAB project is to
produce a software tool to aid the design, development aald&ion of automated laboratories. Re-
flective Agents (processing symbolic information) and Betial Agents (processing non-symbolic
information) will be defined in order to support a WHAT-IF?pdoration of the consequences of
design decisions.

The functional requirements of a water testing laborat@yehbeen analyzed and these requirements
are being modeled in terms of a heterogeneous multi-agemhtibot” application. The multi-agent
architecture includes a Reflective Agent which is beingredéel to incorporate planning, diagnostic
and resource allocation capabilities, and a number of BetahAgents with reactive, sensor-driven
capabilities.

3.6.1. Current systems being developed

We are developing a software tool which will enable the desidevelopment and evaluation of
alternative automated laboratory layouts (a prototypeenided for future use as an industrial tool).

The potential applications are automated water testingrédbries.

The MACTA-LAB project has 2 industrial collaborators: UK Ratics, Manchester, and ALcontrol
UK, Bradford

3.6.2. The technology used

An extension of the planner SNLP (implemented in Lucid Comrhisp on a SPARCstation LX) is
being developed which enables the interleaving of planaimdjexecution as well as reasoning about
time and resources.

The mobile robot control architecture is an implementatida behavioral control architecture using
OCCAM. The SPARCstation LX communicates with the robotagisin RF link.

3.6.3. Future work

We are interested in 3 main areas.
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The interface between planning and execution. Currently, there is no clearly defined inter-
face between planning and execution (i.e. between the ttatige used to represent plans which
is output by a planner, and the input required by executi@ntg). In our research we had to im-
plement code which converted plans output by UCPOP into mdomwhich could be used by the
execution agents (in our case, mobile robots).

planning for multiple execution agents with differing capa bilities  Our planner (incorpo-
rated within a Reflective Agent) generates plans which agew@ed by more than one mobile robot
which have differing capabilities. This means that firshg planner has to decide which robot will
execute which of the actions in a plan. When assigning rdbaistions, where robots have different
capabilities, it is important to ensure the robot is capatflexecuting the action (e.g. there is no
point assigning a robot to pick up an object if the robot dogishave the capability to pick up ob-
jects). We believe that execution agents should be giveeeiastatus for the purposes of planning
- planners such as UCPOP treat execution agents as any atiaengter when instantiating actions.

Integrating Planning and Scheduling In our work the planner must allocate execution agents
to actions as part of the planning process. In addition, @mcexecution agent has been allocated to
an action, the planner may need to plan for the agent to beedodiation at which that action is to
be executed. When planning to achieve water testing ladmyréasks, the planner must reason about
time and resources. These require the integration of ptgnaind scheduling.

3.7. University of Bonn
Michael Beetz

The research group RHINO focuses on the design of intelliggstems with special emphasis on
planning, image processing, robust state estimation, afmhamous robot control under uncertainty.
The group evaluates and analyzes planning techniques amibicprinciples for real time decision
making by implementing and testing them on autonomous mabbots (a RWI B21 mobile robot
and an Active Media Pioneer robot). The RWI B21 robot is epagpwith a manipulator, stereo
color cameras, a ring of sonars and two laser range finders.

3.7.1. Research Areas

Research on robot action planning concentrates on thewfioigp areas: structured reactive con-
trollers, planning reactive behavior, autonomous leayaifsymbolic robot action plans, autonomous
robotic agents, and the application of robot action plagnacthnigues to distributed Supply Chain
control.

e Structured Reactive Controllers. We investigate computational mechanisms that enable au-
tonomous robots to exhibit competent, goal-directed bieh@iv mixed man-machine environ-
ments. In our research we apmjyructured reactive controllers (SRC®) couple high-level
reasoning with continuous low-level control processes.CSRim at enabling autonomous
robots to accomplish non repetitive sets of complex jobsckvhare mostly — but not all —
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routine, reliably and without wasting resources. SRCs atkections of concurrent control
routines that specify routine activities and can adapt Swwes to non-standard situations
by means of planning. SRCs execute three kinds of contragsses: routine activities that
handle standard tasks in standard situations, monitoringegses that detect non-standard
situations, and planning processes that adapt, if negegsaitine activities to non-standard
situations.Selected publicationgd39, 41].

Planning reactive behavior of autonomous mobile robotsWe consider robot action plan-
ning to be the computational process of generating andingvtigh-level robot control pro-
grams based on foresight. Our research goal is to equip @oouas robot controllers with
robot action planning capabilities that enable them togrerfbetter than they possibly could
without having these capabilities. Planning processesoreabout structured reactive plans,
plans that specify how the robot is to react to sensory inpatrder to accomplish their goals
and revise plans while they are executed [40]. Our work ootrabtion planning concentrates
on three aspects.

— Methods for robot action planning (such as Probabilistredittion-based Schedule De-
bugging);Selected publicationd32, 37].

— Realistic models for symbolically predicting concurregactive robot behavioSelected
publications:[36, 35]; and

— Runtime plan adaptation for autonomous rokfeedected publicationd40, 38]

Autonomous learning of symbolic robot action plans. Autonomous robots, such as robot
office couriers, need control routines that support flextelk execution and effective action
planning. In our research on autonomous robot learning weldp XFRMLEARN, a sys-
tem that learns symbolic structured navigation plans. Ga@avigation task, XFRMLEARN
learns to structure continuous navigation behavior antessmts the learned structure as com-
pact and transparent plarSelected publicationg34, 33].

Autonomous robotic agents.Autonomous service robots such as office couriers or museum
tourguides have become challenging testbeds for devejapid testing computational mod-
els of competent agency. In the previous years we have warketivo robotic museums
tourguides and an autonomous robot office couelected publicationd60, 162, 39].

Interactive, planning-based Software agents for Distribed Supply Chain Management.
In this research project we apply technigues from robobagtianning, in particular, transfor-
mational planning of reactive behavior and reactive exeoubf concurrent processes to the
problem of supply chain management planning and control.

Research Projects and Memberships in Research Netwo  rks

Our research group carries out and participates in theviiig research projects:

32

TOURBOT: Interactive Museum Tele-presence through Raob&iatars; Esprit project IST-
1999-12643

XFRM-Learn: Model- and Diagnosis-based Transformatidrning of Symbolic Plans for
Mobile Robots
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e MAP-SCM: Interactive, plan-based Software Agents in thetiibuted Supply Chain Man-
agement

In addition, the research group actively participates anftllowing European research networks:

e VIRGO: Vision-Based Robot Navigation Research Network
e AgentLink: ESPRIT-funded Network of Excellence for agbased computing.

e PLANET: European Network of Excellence in Al Planning

3.8. University of Link 0ping

Patrick Doherty, Patrik Haslum and Jonas Kvarnstrom

3.8.1. Link 6ping Node Planning Activities

Research in planning at the Linkdping node is pursued inctr@ext of the WITAS Unmanned
Aerial Vehicle Project. The WITAS UAV project is centerecband the study and design of delib-
erative/reactive architectures to support autonomousatipea of a surveillance aircraft. The main
example application is traffic surveillance, includingksisuch as finding and tracking individual
vehicles, and identifying complex patterns such as erdatiing, U-Turns, overtakes, etc. The main
sensor used is an active vision system with both digitalwvialed infrared cameras. For navigation,
the use of a differential GPS and inertial navigation systerassumed. Research activity in the
project is intended to be pursued using both simulation ahabhflight tests.

Work related to planning is currently centered around thieddng topics.

¢ Plan Specification and Execution — The current D/R architeatan be described conceptually
as a non-hierarchical (3) layered architecture consistihg layer of deliberative services
such as path planning, mission planning, chronicle redimgmia process layer consisting
of traditional control loops for sensing and actuation, andeactive layer which manages
dynamic task, or plan, execution.

In Al, a number of languages for task/plan specification hagen developed recently (eg.
RAPS, Propice, etc). We've also looked at languages desifprecontrol and real-time pro-
gramming (eg. Esterel), and are trying to integrate uselehs from both areas.

e Predictive Mechanisms for Planning — For planning in dorsdimat include independent, or
sparsely interacting, agents, knowledge of the expectbdvier of such agents is essential.
Prediction also provides a way to enhance robustness, iflexiand efficiency of reactive
programs, forming a sort of middle ground between purelyctiea behavior and planning
from first principles.

As an alternative to approaches based on probabilities) darkov processes, we are ex-
perimenting with predictive models which make assessmeitise normality of an agent’s
behavior at the level of sequences of events rather thanemtsthemselves.
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e Forward Chaining Planners — We have recently developedafdrchaining planner, TALplan-
ner [73], based on ideas proposed by Bacchus and Kabanzaislparadigm, planning is
performed by searching the space of states, where eachttngjeof states represents a po-
tential plan. Sequences of states are filtered using doneperdient knowledge about the
application. The basis for TALplanner is a highly expression monotonic narrative-based
temporal logic for reasoning about action and change. alniésults have been shown to be
quite promising. A version of TALplanner is implemented agmtered in the AIPS’2000
planning competition. An interesting topic being pursuedhie integration of the predictive
mechanism described above with TALplanner and the appitatf the resulting module to
the WITAS traffic surveillance domain.

e Planning in Incompletely Specified Domains — In many realiptanning applications, the
assumption of complete information about world state isfeasible and the CWA can not
be used for the concise and efficient representation of ivegetformation. On the other
hand there is a broad spectrum of incompleteness assumsttiiwveen the CWA and the full
open world assumption. Etzioni et al were one of the first tspe relaxation of the CWA
and developed an algorithm for the Localized Closed Worlduhsption (LCWA) which was
integrated with a planner. We have been pursuing a more igeme&ans of representing the
LCWA based on the use of circumscription, quantifier elinim® and viewing questions
about world state as database queries. Preliminary reshta that several of the LCWA
approaches are subsumed by the method and one retains sodirabraplete behavior in
addition to polynomial performance of the algorithm.

e Perception Planning — A number of researchers are purswengeption planning by use of
knowledge producing actions and their integration in piagrfiormalisms. A related topic is to
plan for the use of sensors when there are several and tortekadcount resource limitations
associated with the use of sensors, and to replan sensoe dsmimg actual use. We are
pursuing these topics for our UAV platform. An especiallyeiresting issue is to dynamically
modify various vision algorithms associated with the actiWsion system on-line, based on
the current flying context.

3.8.2. Empirical Evaluation of Planning Activities

In the WITAS project, we have set up a quite sophisticatedanesh infrastructure which consists
of a simulation platform for the operational environments plan to fly over and the integration
of the D/R architecture with the simulation tool which is dder testing the functionality of the
architecture. One interesting feature of our approachas tiiere will be a real-to-life correlation
between the simulation environment and the actual opaatienvironments (OE) we will fly in.
We will try to achieve this by using a terrain model for the Céhgrated via the use of a laser sensor
which gathers elevation data for the OE, and the use of aakral photos for ground texture. The
elevation data is accurate to within 1 decimeter in the xdirgctions. The terrain model can be used
in simulation and as part of the on-board geographical kadge base used by the UAV, for instance
for navigation. We believe this approach has great potefaraempirical evaluation of UAVS in
simulation as well as in actual fly zones.

The UAV and traffic surveillance domain provides severahplag problems, both challenging and
quite different from those otherwise considered in plagniesearch. The goal of the UAV is typi-
cally to gather certain information, rather than to charfgeworld state. It can sense certain aspects
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of the environment, but only covering a relatively smalltpzirit at a time. The task has similarities
to research on planning for information gathering in soezhlisoftbots”, but is much complicated by
the fact that the world is highly dynamic, with many agentsracconcurrently with, and regardless
of, the UAV.

3.9. University Carlos Ill of Madrid
Daniel Borrajo

e Problems and projects this node is currently working on Rea®lanning
Learning Behaviors for Reactive Planning by means of:

Reinforcement Learning in the Robocup

Evolution Strategies to learn weights in Neural Networks
Classifier Systems to learn symbolic rules

Genetic Algorithms to learn fuzzy rules

ok D PE

Integrated architectures for planning, learning, aretakng in robots, and in the Robocup

Learning Operators for Deliberative Planning
Design of a new control architecture able to represent dediiive planning and reactive plan-
ning
Integration of planning and acting in real applications
e Current systems being developed, their status (protofyykstrial tools,...)
Prototypes of reactive control systems
Prototypes of learning systems (detailed above) applitdréal robots
Simulator of "Office assistant” performing: transportatisearch for objects (or individuals)
collecting objects surveillance

e When does this node expect to have results?
For the learning systems: from today to five years
For the simulator: two years
For the design of new architecture: three years

e What are the potential applications?
Adaptation of systems to real environment by means of lagrni

e What are the industrial collaborations of an academic nodeyhich applications?

We do have collaboration with industries, but in relatiorotber types of planning and learn-
ing.

e What is the technology used?
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1. Learning Techniques
Neural Networks Evolutionary Strategies Genetic AlgarithFuzzy Logic Induction Re-
inforcement learning

2. Simulators Khepera Sim SimDAI Robosoccer

3. Real Robot
Khepera (two units)

e Prospective view: other problems worth to be pursued? Weabpen problems?
Integration of planning and acting: deliberative versusctize
Continuous learning
Generalization of knowledge learned

Integration of several learning systems, by sharing comrapresentations

3.10. University of Ulm

Susanne Biundo

Currently, research activities at the Ulm node are devoteti¢rarchical planning and to system
support in the construction and maintenance of provablgistent domain models.

3.10.1. Hierarchical Planning for Autonomous Systems

The main aim of this project is to develop a hierarchical plag system that integrates deliberative
planning, plan execution, and information gathering. TRehange of information between the
plan generation and execution components is implementsdcdin a way that information gathering
actions and plans can be parts of the usual domain plans dragridevels of abstraction. Their
goal- directed execution is interleaved with planning amal information obtained this way is used
to guide the further planning process. In addition execufailures are reported to the planning
component, which then initiates a replanning process fdied task.

The approach relies on the HTN methodology, which it extdndards several directions. The ex-

tensions include an increased expressiveness of the yimidgplanning language. Control structures
are introduced and executable programs are integratecbd#edy of basic HTN methods. The plan-

ning strategy to be implemented allows for incremental pilag and stepwise refinement and for the
exploitation of information gathered during planning. Mimsportantly, the strategy also enables the
continuous integration of new tasks into the current plagrirocess.

Furthermore, a formal, logic-based semantics will be mtedifor this planning method. Based on
this semantics, formal properties of plans like correctnesfety, and feasibility can be formulated
and proved. This is in particular important in view of safatyitical applications.

The application potential of the approach is manifold. tlides the control of autonomous sys-
tems like robots as well as the control of software agents dlso suitable for applications in the
command and control area.
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3.10.2. Systematic Domain Model Construction

In complex and large-scale planning applications, likeapiag for autonomous systems, the devel-
opment and maintenance of the underlying domain models tigcat task. Consequently, system

support in constructing these models and in keeping themsistamt is essential when aiming at these
applications.

To this end, a concept to assist users in the incremental addlar construction of verified models
of planning domains has been developed [46, 47]. It is based ®mporal logic representation
formalism and considers domain models as formal structuédl-defined and safe operations for
the union, extension, and refinement allow to build complemadin models out of already existing
simpler ones. A deductive component will automaticallyfpen the proofs necessary to guarantee
both the consistency of single models and the safety of tipasaon models. A GUI will be used to
keep users from the details of the underlying logical foiemal

While the concept has been completely worked out and a mbaencept prototype implementation
was completed, a new project currently begins to work on aersophisticated implementation. The
prototype of this system will be available within one year.

In addition to the topics addressed above, research itteaes activities of the group are centered
around formal methods in planning that allow for the speatfan and proof of formal properties like
the correctness of plans and planning systems, the safdtspanstness of plans, the consistency of
models, and the reliability of systems.
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4. The Nature of Knowledge Engineering

Knowledge Engineering (KE) in Al Planning is the procesd temls with the acquisition, valida-
tion and maintenance of planning domain models, and thetsmieand optimization of appropriate
planning machinery to work on them. Hence, knowledge emging processes support the planning
process - they comprise all of the off-line, knowledge-laaspects of planning that are to do with
the application being built.

The main characteristic of a domain model is that it is pdesibr an agent to use one to make
rational deductions about the domain it represents. Iriquéar to planning, itis commonly assumed
that a model contains a declarative description of a domaththat the model’s most important
component is a set of action descriptions. The conventiansdom is that a declarative model
should be developed to a large extent independently of @duenpig engine and any other software
that will form the rest of the application. This tends to ettse process of validating the domain
model. It also gives the stakeholders and developers moxibifiy in the use of their product
and lessens the investment risk; an independent domainimagebe used with a range of general
planning engines, and may be used in many other ways notssdgsonnected to planning.

Acquisition of a domain model may involve a prolonged analysis of the iegfbn domain by
knowledge engineers, using structured interviews witkedtalders, system manuals, existing mod-
els, software documentation etc. A list of questions shbelésked, as shown below in (1) and (2).
Hertzberg in section 3 of reference [32] declares a simitdrdf questions in his discussion of the
characteristics of application domains.

(1) Fundamental environmental assumptions: Is the problem one of scheduling or planning,
or a combination of the two? Can actions be modeled detestigally? Do they have to be
modeled with duration? Do we have to model the resource thegume? Can we assume the
planner has complete knowledge of the world?

(2) Pragmatic environmental assumptions: What are the kind of plans required? What is the
relation between planning and execution? What are the ttiizgtion criteria for plans?..

Once environmental assumptions are known, the processadidanodeling itself can begin, lead-
ing to the kinds of knowledge in (3) and (4).

(3) Domain structure and dynamics:  The identification of the relevant objects and object classe
in the domain, their properties and relations (predicatasyl constraints among these predi-
cates. Dynamic knowledge is dependent on (1), but typidallglves specifying how these
predicates change truth value as actions are executed.

(4) Domain heuristics:  General approximate rules and the general applicabilityeohniques
that have been found to help in plan generation, where tseiteads to a speed-up in planning
and/or an increase in the quality of the output plans.
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4.1. THE AGENTS INVOLVED IN THE KNOWLEDGE ENGINEERING PROGES

The type of application is determined by the requiremends fll into categories (1) and (2). The
results of this early analysis is fundamental to or impligithe domain modeling language used to
capture the information in (3) and (4), as well as criticathie choice of planning algorithm.

Validation of a model is the process that promotes its quality in ternistefnal and external criteria
by the identification and removal of errors in the model. in& criteria includes properties such
as syntactic correctness and logical consistency; in gétiegse properties can be proved formally
and are not problematic. External criteria includes proesrsuch as accuracy, correctness and
completeness. Given that the sources of the model will nieindbe a mathematical object, these
properties can never be proved correct (in the same sensa tbquirements specification can never
be proved correct). Note the distinction between validatid a domain model and validation of
a planning system. The former supports the latter, and ecatie much earlier stage in system
development.

4.1. The Agents Involved in the Knowledge Engineering
Process

There are several kinds of roles that have to be filled in tbhrtieal side of the knowledge engi-
neering process: planning experts, domain engineers, id@rperts, software and HCI experts, and
end users. Often a person may have more than one role; aglksear academia may have to fill
every role. Assuming there is a distinguished formal sysigthin which the domain model is being
encoded, it seems necessary to have several kinds of ‘d@atethnguages” to this formalism to suit
participants in different roles. You would not want, for exgle, a user to help in the static validation
of a domain model by reading through a complex logic fornmalis

4.2. The Bigger Picture

Knowledge acquisition for knowledge-based systems andinemments engineering in software en-
gineering are very active areas in Computer Science, andsseciated with a growing body of
literature, methods and technigues. They are related areasumber of respects. In particular, one
can consider that the results of knowledge acquisition aggirements engineering both involve
some kind of domain model [64]. Using our general definitiboee, KE for planning may be seen
as a special case of these general areas. Hence it may pefuétosderive methods and adapt tools
from these areas, although there are peculiarities of pigntihat clearly distinguish engineering
planning knowledge from them:

e The knowledge elicited in planning is largely knowledge atbactions and how objects are
effected by actions. This knowledge has to be adequate itecb(and ultimately in form)
to allow efficient automated reasoning and plan constractia contrast, knowledge elicited
about processes/actions in traditional software engingaeends to be done with the purpose
of helping in the analysis and understanding of a systemtamhe@ used in the forming of a
specification of a new system.

e The ultimate use of the planning domain model is to be partsyfséem involved in the “syn-
thetic” task of plan construction. This makes it very spedifithe world of KBS, where many
successful systems are, in contrast, aimed at solving dg&igror classification problems.
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CHAPTER 4. THE NATURE OF KNOWLEDGE ENGINEERING

Despite the difference of purpose, adopting tools and tgces from these general areas seems
likely to be a good strategy. For example, the insights ghiinem the use and development of
methods such as KADS [2], and the use of requirements mgpleltguages and methods in software
engineering (e.g. [29]) need to be used when developing Kiede for planning applications.

4.3. Some Planning Projects which have exploited KE tools
and techniques

The following is a list of planning projects that have addess or are addressing the issues of KE
and/or knowledge representation:

e O-Plan, SPAN and I-N-OVA: Edinburgh/ARPI projects thatkiagplan representation and KB
planning (e.g. see [65])

e The Planform project, aimed to create a simple knowledg@eergng tools environment (e.g.
see [1])

e The SIPE-2 system, featuring advanced HCI tools (e.g. & [5
e The multimission Vicar Planner applied to automated imapegssing

e The Remote Agent Experiment, the control of NASA's Deep gghby an Al planner.

Experience in applied work in planning suggests that thpwstof the KE process, such as “activ-
ity descriptions” are a vital core concept for many typesea#soning beyond planning. KE tools,
methods and languages need to be suited to the much wideofrobgpturing knowledge of activ-
ity whether or not planning is involved in guiding and ditiegt those activities towards purposeful
outcomes.

4.4. Actions for the Planning Community

An overall finding of this project has been the general lackraiwledge in the (European) planning
community of knowledge engineering issues. This may wadioate from the algorithm-bias that
planning and planning researchers seem to exhibit!

Hence a first step in our action plan would be to perform a vewtthe knowledge and requirements
engineering literature and create a catalogue of tools ecfthtques that may be relevant to the Al
Planning area. Important questions that such a review rmsster include:

1. Are these tools actually in use outside the laboratory?
2. How have these tools been evaluated?

3. What lessons can the Planning community learn from thdéodetogy for research and de-
velopment in related areas?

Hertzberg in the last section of reference [32] declares tiwre is a lack of a “vocabulary for
describing the characteristics of domains, plans ... hidontext of Knowledge Engineering, the
pursuit of such a classification system and/or vocabulagysenorthy of action.
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5. Related Areas

In this section we consider research areas which contriilmkaowledge engineering for planning.

5.1. Formal Methods in Software Engineering

Formal Methods in software engineering covers (1) the eamnd analysis of a (formal) specifica-
tion of software within a structured formal language, and2 refinement of a formal specification
into an efficient implementation. The formal specificatianduage has to be appropriate to the ap-
plication at hand, be sufficiently abstract to allow formahsoning, and be well supported with a
tools environment. The primary concerns in formal methad® ishow that the initial specification
is internally consistent and externally valid, and to prelat that the derived implementation is
correct with respect to the specification. These procesgemaant to improve the quality of the
software process and product, as they are aimed at the darijification and removal of bugs. Su-
perficially at least, there is a strong similarity betweenfal specification languages and planning
languages. Both kinds of languages are designed to allowmesrg represent actions precisely and
declaratively. Take VDM-SL (the Vienna Development Metlkd8pecification Language [35]) and
a STRIPS-language. Both are based around the notion ofeq athiiw the developer to create op-
erators, and in both cases those operators are defined usingmul postconditions. Further, they
are both based on the assumptions of closed world, defardispence and instantaneous operator
execution. VDM encourages the creation of state invarifomtgalidity and documentation purposes;
state invariants are also used in some planning language#hd main rationale here seems to be
plan generation speed-up.

The difference between those using formal specificatioreszdbe systems and those using a plan-
ning language to model a planning domain, is that in the forcase the specification is used as a
blueprint for design, whereas in the latter case the spatiic is used as input to a planner to be
reasoned with in order to construct plans to achieve goatateSin languages such as VDM-SL
and Z [57] are built up from mathematical data types such s seappings, sequences etc. With
the exception of work in deductive planning [9], much of therkvcarried out in planning research
assumes little or no structure to types (predicates are @ftsumed to be “function free”).

We can learn from the development of formal methods. Oneqoiattly successful use of a formal
system in Al planning and scheduling is in the use of PetrisNetg. [50]). It is agreed that, in
general, the take up of Formal Methods in mainstream softwawelopment has been problematic,
mainly for the reason that the formalisms are not understialedto most stakeholders in the system
being developed. In the same way, we would not want to let sersiook at pieces of ADL or scruti-
nize HTN operators! One of the approaches being pursuednmaiamethods is the use of “methods
integration” [4], that is using an informal, graphical fteend method to allow non-mathematicians
to develop the specification. Languages such as Z and megiiotisas OMT have been fused this
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way [4]. After initial informal development, tools trangtathe diagrammatic language to a formal
specification language. A formalist then fills in more detaif the specification (the informal lan-
guage invariably leads to underspecified action schemathjre result is (ideally) mapped back to
the friendly front end for further validation.

For an introduction to the algebraic and model-based fospatification one can consult reference
[66]. This reference also describes how a Tweak-like planar be be represented in VDM-SL, how
its plan-space operations can be specified using VDM opastiand how the whole specification
can be rigorously translated into a logic program.

5.2. Domain Analysis

With present planning technology, finding heuristics anghdim control knowledge to improve plan-
ning efficiency and plan quality is an important aspect ofkkhewledge acquisition processf(sec-
tion 7). In the problem domains there tends to be a rich siractidden” in the domain description
and some rules follow naturally from this structure, givea planning algorithm. Instead of letting
a domain expert formulate this knowledge or let a machinmiag system discover itcf. next sec-
tion), it is often possible to find it automatically. In sholif a machine can do something for you,
don't do it yourself!”

Domain analysis (DA) is the automatic pre-processing ofhmpilag domains to extract knowledge
about the domain and problem. DA is different from machirmeneng in that nothing is learned: The
knowledge found is always a logical consequence of the doarad problem description. Some DA
techniques depend on the planning problem instance, whikr®are independent of the problem
and just need a stable and fully-known domain description.

DA technigues can aid planning and knowledge engineeringlémning in several ways:

Planning speed-up and plan quality improvement: This has been the focus of research in
domain analysis so far. It can be done either “off-line”, baly once for each domain, or
“on-line”, i.e. for every problem instance, depending oe A technique.

Model validation: ~ Static analysis can aid in the internal validation of a dondescription, e.g.
to find state invariants for user inspection, and to analieeeffects applying of hand-coded
control knowledge.

Matching planning technology with domains: Domain analysis deals with structural features
of planning domains and problems, and thus it can help in sihgahe right planner and/or
the right control knowledge for this planner in an automatay.

There is a large variety of domain analysis techniques destin the literature, but most of them
are integrated with a specific planning system and are ndbbl@as separate modules. A reason for
this is that domain analysis does not directly produce obkimowledge: It is only in combination
with knowledge of the planning algorithm that domain knadge can be effectively used for control.

TIM [22, 23] finds types and state invariants, as do DISCOPL28, c-Constraints [63] and others
[59]. RIFO [53] removes irrelevant facts and operator ing&ions, while RSA [62] and RedOp
[31] find different types of constraints on what action sewes are necessary or relevant for solving
a given problem. Detection of symmetry [23, 18] and goal orde[40] can also speed up planning.
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Some DA techniques find knowledge which is useful in comlmatvith particular planning algo-
rithms, e.g. STATIC [20] or Alpine [39], others are helpfulrfa class of them, e.g. TOP [62] for
total-order planners. Several planners have some anglysgsocessing step, e.g. the graph con-
struction with mutexes in Graphplan [11] or precomputatidieuristics [58, 12].

The extraction of properties such as types and invarianideaa way to automatically characterize
planning domains and problems [44]. It can also be used tectisubproblems, e.g. a TSP or
shortest-path problem, embedded in a planning problem [45]

5.2.1. Action for the Planning Community

According to the points above, the planning community stioul

e Decouple domain analysis techniques from planning engseeas to enable arbitrarily com-
bining different DA techniques and planning engines. Fds tb be possible, the domain
description formalism that is input to the planning engingstrsupport expression of domain
knowledge.

¢ Analyze hand-coded control knowledge in use and desigmaatto tools to find as much of
that knowledge type as possible.

5.3. Machine Learning (ML)

Inthe Al research literature, there are many systems tletlearning” tools in the development of a
planner, or within the planning product itself. This is atraxdtive area from the symbolic ML point
of view, as planning involves the acquisition of knowledge &igh level cognitive skills. Planning
programs can then be used as the performance componentslimtavy learning techniques. ML
techniques, on the other hand, can help planning in severg:w

Knowledge acquisition: ML techniques could be used to remove the bottleneck oftielici
knowledge in much the same way as ML techniques have beenindesht-ends for ex-
pert systems. For example, it may be more useful to inducesyh#olic specification of
complex actions than trying to get an expert to describe timgiormal terms. For instance, in
references [14, 28] experimentation is used in the domaixtiact domain knowledge, while
in [68] a domain expert agent uses observation with the samgope, and in [24] domain
actions are learned from an autonomous agent moving arouadabotic domain.

Model validation: Complex models contain errors, for example errors of inedmess and in-
completeness. If classified training data is available tf@nexample, a theory revision tool
could be used to help identify and remove errors.

Learning to improve the quality of plans finding plans of good or optimal quality is very im-
portant. Here “quality” is any metric applied to a plan, eegonomic cost of applying the plan,
time required to execute it, number of operators in the pdde, Examples of such planners
are QUALITY [54], Hamlet [13], Scope [19].
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5.3.1. Exploiting ML for Planning Speed-up

Perhaps the most popular application of ML to planning islammeneration speed-up, where learn-
ing concerns itself with improving planning efficiency (deasing resources in time and space).
Acquiring heuristics for any knowledge-based task is afécdit as acquiring the model's dynamics

and structure. In the case of planning, to hand-code hasi#te user would need to know how

the planning engine works to be able to define correctly tihesgistics. Therefore, ML techniques

have the potential to overcome this knowledge acquisitmitidneck by automatically learning those

heuristics, with the possibility of presenting them to tieeiuto refine or validate them. There have
been many approaches, for example:

Macro-operator learning:  Macro-operators are sequences of planning operators dvat lteen
compiled into a form that can be easily retrieved to form dipbsolution to a planning prob-
lem. Early work concentrated on macros to help in generdblpra solving [41, 56]. In the
FM system [48] macros were used to make problem solving inIBERobots domains highly
efficient.

Analogy/Case Based Reasoning:  This approach uses planning problems that have already been
solved to guide the solution of similar problems e.g. Chéf[&nalogy [67], CAPlan/CbC
[51, 7].

Learning sequences of subgoals: Itis also possible to learn sequences of subgoals as steppin
stones in the planning process. For example SteppingS&0jeHAS [61] (which is also CBR
based).

Learning heuristics:  Planning is usually seen as a search process, thereforpdsgsble to use
heuristics to guide this process. The main kind of systemmggsed are Pre-processing systems
and Trace-based systems.

Trace based “deductive” systems are similar to DA techrédoehat they use the domain descrip-
tion, but in addition rely on a few traces of the planner affelving planning problems to create
control knowledge for that domain. Most of them use EBL empdR)y-EBL [49], ULS [16], for
total order planners [8], and SNLP+EBL [37] for partial orgganners. There are also hybrid sys-
tems, like DERSNLP+EBL [34] that combines CBR and EBL. FM][d4ged a deductive technique
to create the hypothesis space for the conditions of a hieuttigt was further refined using induction
as more traces became available.

Trace-based systems can be purely inductive, relying snastl planning traces to build control
knowledge. They generalize from the specific traces to kplddning control knowledge, examples
are given in references [49, 21, 43, 42]. Multi-strategyteys combine deductive and inductive sys-
tems to overcome the limitations of both kind of approacteeg. (FM [46], AXA-EBL [17], Hamlet
[13], SCOPE [19], EvOoCK [3]).

5.3.2. Conclusions

ML is as relevant for KE in planning as itis for KE in other fisldML-based tools have the potential
to reduce the knowledge acquisition bottleneck. For irtaif learning and/or analysis is used, not
so much knowledge for planning efficiency has to be acquired.
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However, it is true that not enough effort has been done ttydgp techniques to real-size planning
problems. This does not mean ML is not relevant, but that aflatork needs to be done in that area.
In particular, a lot has to be done in studying the interactetween a ML system and a planning
expert/user/knowledge engineer (for instance, to vatidaiowledge automatically acquired). Also,
there are problems with the learning techniques themselves instance, EBL generally requires
correct, complete and tractable domain theories and hae teséd carefully so as not to actually
degrade system performance (the “utility problem”). Witldictive learning, the choice and order
of training examples may be critical to the success of thenleg system [38].
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6. Knowledge Engineering Support Tools
and Environments

6.1. Tool Support

Naturally, the amount and coverage of tool support requitepends on the size and nature of the
application. Many researchers seem to use nothing moreltasic syntax checkers in support of
their model building process. They then “debug” their mogbatlusively through dynamic testing.
For an application requiring a larger domain model, thisrapph appears at best inefficient.

For knowledge acquisition, tools are needed to supponiies with domain experts and encoding
of their knowledge. Learning tools (see above) that for egl@nmduce operator descriptions from
traces of actions may also be used. A further possibilityiprovide an interface to the model’s
formal language that allows a domain expert to directly elegalanning knowledge. This could well
be more efficient than having a “middle-man”, and may pres@émthe user the feeling of control
and ownership of the problem.

Developing domain models in isolation from a planning ergimeans that we can split the process
of into user inspection, static validation, and dynamiddation (animation).

In user inspection, an appropriate tool would be one thatshapk and forth between a user-friendly,
diagrammatic language and the domain model language. i@ kind of tool would be similar to
a graphical front-end to a formal specification language.

Tools for static validation essentially perform domainlgei: They reason with the model to check
that it is self-consistent, to check that it is complete (fagtricted sense) and to output consequences
of the model that might be useful in for user inspection. PFaneple, tools may check that an
operator is consistent (it never inputs a valid state angudatan invalid state); reason with operators
and output state invariants to be visually checked by a wsesutput necessary goal orderings, to
check for impossible goal combinations and help in dynaestirig.

Dynamic validation entails acquiring a set of test casesaswmbciated (optimal) plans and using
these to test the functioning of the planner as well as thiditsabf the model.

Both the O-Plan and SIPE projects have developed tools #iptih the knowledge engineering
process. With O-Plan we have the “Common Process Method”g5p With SIPE we have the
Act Editor [52]. Both are essentially sophisticated diegcgraph presentation tools, i.e. they let the
developer examine the nodes in a HTN operator and the teinpamatraints between them. Two
deficiencies of the O-Plan/SIPE visual tools is that (1) thewide no visualization or checking
for the state based model that the user builds around thetmpgr There is no definition of what
properties the operators available for refining a task malst hor the transitions that a domain object
can pass through or the states that it can exist in. (2) Tresdoben no evaluation of these tools to
determine if they help domain model development and to wkigne.
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6.2. Actions for the Planning Community

Following on from (1) and (2) above:

e Carry out research studies to evaluate the effectivenessiroéntly available visualization
tools, and derive lessons that can be used in the designuséftdols.

e Aim to design visual tools that draw on the whole of the donmaimdel (objects, object hier-
archies, invariants, states, as well as actions) and hatheanking self consistency, accuracy
and error removal.

6.3. A KE Support Environment

After having discussed the nature of KE, and the kinds ofsttikély to be found in a KE environ-
ment, we now use Figure 6.1 to show the kind of architectuag ititegrates these artifacts. This
“idealised planning KE environment” was inspired by therffdam project proposal [1], although
of course it could be changed to other topologies. It may teeexample, that the interface tools
to the domain model could be assumed to be interfacing tspkes of the system, in which case
“Planning Application” would be at the core of the envirormme

Note that we concentrate here on the knowledge-based asgabe environment; as the application
of planning technology will generally be a complex taskeis necessary that issues of configura-
tion management, version control etc must also be addre$éede and other vital concerns relating
specifically to software engineering and project manageém@éhnot be considered further, as they
lie outside the “knowledge-based” concerns.

Users, Managers and Domain Engineers may want to add anst &adpwledge, apply measurements
to the model, inspect the model, animate the model (usinghplsiplanner) or explore the truth of
properties of the model.

Existing data and models may form a substantial part of thamhg system, and will need a cus-
tomized acquisition tool to convert it into the internal rfwat.

The results of previous analysis and feasibility studiey prave useful - hence information from
known system models and from the project’s requirementsipation will influence the develop-
ment of the planner.

Existing plans are a database of the kind of plans expeabedi tine final planner. Hence they can be
used in may ways: For initial knowledge acquisition, as a@wof heuristics for the planner, and as
validation of the final planner.

So that knowledge is not “hand coded” into the planning aeciirre, and to avoid problems in
maintenance of the system, it seems sensible to keep sepdgatithmic, heuristic and fundamental
domain knowledge until these can be fused into a plannindjcapion. Ideally, this fusion will be

performed by a compilation tool. This tool would, using agpef the domain, evaluate to find out
which planning technology was most appropriate and fromlhild up a final planning application.

After an initial knowledge acquisition and static validatiphase, the compiler can be used to pro-
duce an application on which traditional dynamic testing lbagin.
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Figure 6.1.: An ldealised Planning Knowledge Engineeringinment
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7. Knowledge Requirements

What kinds of knowledge must be captured in order to buildamping application? How can we
provide better formalisms for capturing and expressingrétagliired knowledge?

A domain modeling language should:

e Be structured. It should provide mechanisms that allow dermpctions, complex states and
complex objects to be broken down into manageable and nivziie units. For example,
the dynamic state of a planning application could be brokewrdinto the dynamic state
associated with each object. On this structure can then bg Wways of checking the model
for internal consistency and completeness.

e Be associated with a method. This will give a set of orderegssto be carried out in order
to capture the domain model, thus guiding the knowledgenemgithroughout the process.
It could contain activities such as modeling of state changied the discharging of proof
obligations.

e Support the operational aspects of the model. The langsifigehework should include a set
of properties and metrics which can be evaluated to assesslal'moperationality and likely
efficiency. It should be possible predict whether the moael be translated to an efficient
application.

¢ Be tool supported. These tools will support the steps in teéhod and, using the structure
of the model language, be able to provide powerful suppeorstatically validating, analyzing
and operationalizing the model.

e Be expressive and customizable. The language needs to bmatigapplicable, yet customiz-
able in some sense so that it “fits” well with applicationsnc®i there is a whole range of
assumptions involved in planning which may or may not holdrrapplication (e.g. to do with
uncertainty, resources, closed world) it may be that theetiog language will have “variants”
to deal with different assumptions.

e Have a clear syntax and semantics. As a basis for the othectasgbove, and for the analysis
of models encoded in the language, it should be possible pomualels to a “meaning” within
some well-known formal system such as a modal logic.

It seems that no modeling language fulfills all these catetianguages that have been developed
from the point of view of knowledge acquisition include DDW15], TF [65] and OCL [1]. The most
commonly used domain description language, PDDL [27], Ifsléinly the last. PDDL, however,
has the potential to be easily extensible and at the samewidely accepted and used within the
planning community.
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7.1. Actions for the Planning Community

Evaluation of knowledge engineering methods: How do we evaluate and benchmark knowl-

edge engineering methods? It appears very expensive i tefrtime and effort to carry out

case studies, and even then we only have the results of the Itappears that the only other
way is to compare a method to existing methods in similar dosar base a KE for planning

method on an existing one e.g. a planning-oriented form obiSAIt could be argued that the
general problem of method evaluation tends to make researevoid looking into KE as it is

harder to publish (given the problems of evaluation of theeaech).

Human Planning Knowledge: How should the problem of encoding human planning knowl-

edge be dealt with? What are the benefits and trade-offs? dimefits are that if the system
can draw on human control knowledge in a specific domain thandistilled knowledge can
be used to great effect in planning. However, it is also alergolver that requires a lot of
effort to build and maintain. In a sentence, it might be dbityt if you want your problem

solved in today’s technology then you better encode coltrolvledge. To quote Ginsberg's
example, flights are scheduled hence we should plan thenebtife taxi ride to the airport.
The domain independent heuristic in this case is “plan thstmmenstrained things first”. How
do we put this intuition into practice?

Acquisition of control knowledge: How can search control knowledge be captured, while hid-

ing the details of a planning system’s implementation? Asjlmlty is to capture and for-
malize “deeper” knowledge about the domain, and leave itfitaaning expert how to make
use of this knowledge in the context of a specific planningtigm. Another way is trying
to understand the relation between structural featuresaifl@ms and properties of planning
techniques on the one hand and the corresponding contrell&dge on the other. This can
automate the choice of relevant control knowledge.

How can domain and/or control knowledge be formalized apdegented in a clean way? Can we
find a way of better way of linking domain specific control kredge to domain independent control
knowledge?
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8. Taxonomy of Planning Methods

Consider an experienced systems analyst or software esrgit is working on a system that would
be enhanced by the ability to reason about actions or to glathis section we consider how Al
planning methods should be indexed so that a person in tkiiggocan readily identify applicable
methods or, recognizing that this is a research area, thapgrthat might most readily develop the
required technology. We start by outlining work that hasradsged this problem in some way and
conclude by suggesting how future work should progress.

8.1. Existing Taxonomies

Refinement Planning Kambhampati [36] aims to provide a unified overview of planthgsis
strategies. He constructs a “refinement planning” strategy then shows how the majority
of planning methods are a special case of this method. Whidentork has enabled planning
researchers to identify subtle distinctions between plapnmethods it is not intended to be
exploited by people outside the planning community. Theehitnof the framework to our
stereotypical systems analyst or software engineer argmmoediately obvious.

The Agent, Task, and World Triangle  Aylet and Jones [5] describe a three point framework for
categorizing planning methods. We summarize each in turn.

Agent Dimension: A planning problem may demand the control of a single agentutiple
agents. The degree of cooperation in the multi-agent casalsayvary. For example, two
robots carrying a tray must be closely coordinated while taloots working on completely
independent task will not demand much coordination. We ralsst consider the abstraction
level at which a planner must work down too. In the case oft®detailed planning possible to
the actuator level may be necessary while with human aggpitsally higher level instructions
can be given.

Task Dimension: Does the problem demand one or several tasks to be plannéagtther
and what is the degree of interaction between those tasles idlit sufficient to specify only
the goal state of a problem or must intermediate conditiaich ss safety constraints also be
expressed.

World Dimension: How many objects and relations will be required in the cotuglzation
of the problem. Can the world be considered static and changily under the actions of
the agent(s) for which we are planning or will it change inelegiently or even intentionally
attempt to disrupt our plans. Will the planner be able to amsaomplete and accurate infor-
mation about the world or will the agent have a degree of uaigy in its beliefs and the need
to plan to acquire information.
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8.2. PROBLEM SOLVING METHODS

While Aylet and Jones provide an appealing taxonomy whichitimely might be of use to our
analyst or engineer, they only place their own work withinlitmight be beneficial if further work
considered positioning a range of planning methods on taeise

8.2. Problem Solving Methods

Benjamins et al. [6] extend the work on problem solving mdghim other areas of Al to the planning
area. There framework provides a list of the basic knowleddgs used in planning methods, basic
methods for composing planning strategies, and a set afrssatlesigned to enable our analyst or
engineer to ascertain which methods are applicable to axgiveblem. While the work is well
founded formally, it is arguably still too far removed fronuroanalyst or engineer to be of use. It
would be useful to consider combining this work with that gfe&t and Jones to create a well founded
taxonomy which is expressed in terms accessible to a systealgst or software engineer.

8.3. Suggestions for further work

Work in line with that of Kambhampati is not designed to askig people in understanding or
applying Al planning technology. While such provides elam® insights for Al planning researchers
more work is needed in line with Aylet and Jones and Benjaratre. In the short term it would
be useful for a organization suchPAANET to produce a taxonomy of the planning methods under
development by its members in a framework akin to that giveAydet and Jones. This would be a
major step towards the sort of guidance our analyst or eegiregjuire. It might also identify gaps
in the coverage of planning methods that could motivaté&rrAl planning research.

8.4. Knowledge Engineering Requirements for Applied
Technical Areas in P LANET

We need to summarize the real world problem areas dealt wiBLANET in terms of Knowledge
Engineering. For example in WorkFlow Management therevaoskey contributions from KE in Al
planning.

First, existing workflow systems take a model of a busineesgss and then use that to co-ordinate
the execution of an instance. If one views a business pratessiption as a HTN operator and a
business process instance as a instantiation of such aatopére. a plan) then the KE work can
help as follows: We have worked out ways of representing thesource, and state knowledge. If we
then develop methods for modeling this knowledge then thlesald help business process modeling
too. This kind of modeling may well be of use to standards &sdir commercial consortia such as
the Workflow Management Coalition.

Second, at the moment business process descriptions atéuingersal plans). Al planning can help
in synthesizing a process instance that takes into accbesituation and purpose of its execution. If
we had a good method for capturing process knowledge an@#&soning with it then the workflow
community would (a) use such a method and (b) provide a méokéie actual use of Al planning
technology. From the workflow TCU we can learn about the negoénts of action representation.
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An example from document versioning: Basically this regsia planner to handle the creation of
new objects which is tricky with current planning technglogespecially when quantification is
required. However, this is a pretty simple everyday requiat.

HTTP://WWW. @Er -NOE.ORG 71



72

8.4. KNOWLEDGE ENGINEERING REQUIREMENTS

Thew QET ROADMAP



9. Summary of Problems

The roadmap points out some general problems to be overcbnese include:

1.

9.1.

There is a general lack of experience in the planning conityjespecially in Europe) of
knowledge engineering concepts and methods, and we have tmlearn and techniques to
import from related knowledge engineering work.

. The evaluation of KE tools and methods is problematic,tands to be harder than the eval-

uation of, say, a planning algorithm. This is seen as a bdwituture research as researchers
find it harder to publish in the planning literature.

. We need to learn how to characterize domains, and hentek lguknowledge about how to

match up planning technology with domain models. An exangfle/ork in this direction,
based on statistical analysis, may be found in [33].

. KE involves a group of stakeholders with differing baekgrds and knowledge of computing.

In particular, it includes consideration of Human Factors

. Planning research has a history of association with toplpms where KE issues don’t count

that much.

Summary of Actions

The problems lead to some general actions that the commsimityld carry out. These are summa-
rized in Figure 9.1.

1.
2.

Survey KA/ RE/FM areas for tools, techniques, and metltwatamay be relevant to planning.

Distill experience and induce general methods from tipeggnce of previous applications of
planning technology. We can start by studying KE in the ajgpion TCUs inPLANET.

. Attempt to build basic, integrated engineering envirents for building planning applica-

tions. This may also involve promoting standards and/anfidisms that enable integration of
planning engines and support tools developed separately.

. Find a research methodology that allows efficient evalnadf work in KE to allow a route to

publication and hence attract more research effort.

. Build on previous work to create a planner taxonomy ushplknowledge engineers.
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KBS Requirements Engineering/
Formal Methods
Existing
l ADAV Planning
Applications
Induce General
Methods
for
Planning
\ Derive Planning
\ Planning Algorithm - | Theory
Build Domain Mapping
Prototype
Environments

Figure 9.1.: Roadmap Summary
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10. Introduction and overview

This document evaluates the fields of Al Planning and Scliveglals they apply or could be applied

to Intelligent Manufacturing Systems. By manufacturingmwwean the industries concerned with the
production of physical goods whether by discrete or comtirsuprocess and whether for intermediate
or end users. Thus cars, food, chemicals, machinery antt@des are all included among others.

All phases of manufacturing are to be considered from desigitant and products, to operations to
plant decommissioning, not only within individual entégass but also between them, as in supply-
chain management and the concept of the virtual enterpridgs requires an engagement with

manufacturing concepts such as just-in-time (JIT), cameurengineering, flexible manufacturing

and holonics.

By Intelligent Manufacturing we mean the application of AldaKnowledge-based technologies
in general to manufacturing problems as just describeds mbt only includes a large number of
technologies outside the scopeRIfANET — such as machine learning, expert systems, data mining
and neural networks — but it appears that these same tedfe®lbave so far proved more popular
than Al Planning and even Al Scheduling in such applicatidmmoking at the reason for the relative
neglect of thePLANET technologies and for ways to overcome this neglect is onméhef this
document.

We also distinguish the scope of this document from thatdgiroduced by thé°>LANET TCU

on Workflow. The distinction is a little artificial since anyidiness activity can be considered in
terms of workflow including all those related to manufaatgri Nevertheless, for the purposes of
this document, we see the concerns of the Workflow TCU as tipgravith processes in which
information constitutes the main flow and people or softvaaeethe main executors of actions, while
those of PIMS operate with processes in which physical ri@dieithe main ingredient and machines
or plant form a major execution resource. The headings ugeate 1998 workshop organised by
the American Association for Al Special Interest Group infMacturing (SIGMAN) [1] provide a
good guide. These were:

¢ Intelligent product and process design
e Production planning and scheduling
¢ Robotics, sensors and control

e Systems engineering, learning and architectures
This list also illustrates the potential overlap with thebdRtic Planning (cf. chapter 1) and the On-line
Scheduling TCUs (cf. chapter V). The distinction to be maelehis again one of the specific versus

the general — this document will only encompass roboticrptagnand on-line scheduling as part of
the manufacturing process rather than as general problems.
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First we will discuss the state-of-the-art, both in Intgdint Manufacturing and in Al Planning and
Scheduling. Next we will examine the requirements of the ufacturing domain for Al Planning
and Scheduling. These requirements will then be mapped thetaurrent state-of-the-art in the
technologies in order to assess what applications canrtlyree targeted and which require further
research developments. These research developmentienilbe discussed and the time scales and
resources required to achieve them will be analysed. Wealdt consider the organisational and
social obstacles to these developments and how such dasstadght be tackled. This document
concludes with overall recommendations.
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11. The current state of the art

In this section we will consider the state-of-the-art baththe field of Intelligent Manufacturing
and in Planning and Scheduling. It should be said at the btitak one of the issues is that these
are two almost completely separate communities consisfimtifferent individuals and focusing on
different sets of conferences, workshops and other agtagtwell as mostly publishing in different
journals. Intelligent Manufacturing can be considered sistdield of those interested in applying IT
in general to manufacturing, while Al Planning and Scheauuis related to Computer Science. In
other words, PIMS must work in a multi-disciplinary fashiororder to create dialogue and synergy
between the two communities, making the work understaredaidl appealing enough for both (see
[4]). Work already exists showing that researchers can findyaforward [5, 6, 7].

A further separation arises from the fact that similar teams used to mean rather different things
— thus planning in the Al sense does not correspond to plgrinithe manufacturing sense. Con-
sider the example of production planning. Where Al Plannéngn abstract approach to generating
sequences of actions to meet goals from a defined initiad, gpabduction planning often starts with

templates containing sequences of actions and allocaesrmes to them, making it closer to what
in Al would be called scheduling. Some production plannia@t least as much concerned with
computational geometry, as for example, generating thehinaxg sequences needed to produce
particular parts.

There is a closer match in the use of the term scheduling,heuterm is typically used in the Al
community to cover a wider range of activities than thoseeced by the term in the manufacturing
community, as for example rostering and timetabling as alnuch of logistics.

11.1. Intelligent manufacturing

11.1.1. Themes

There appear to be several major themes in this area refigtinoverall changes in manufacturing:
integration, robustness, flexibility and ability to makeichchanges.

Integration

Integration fi of processes within an organisation belogdb different stages of the production
life-cycle, and between organisations, as in supply chaamagement (SCM) — is a major theme.
Rather than managing one factory or one organisationisfskictories, the idea of supply chain
management is to cover all the factories supplying inputa particular production process. This
has emerged as a consequence of ideas such as Just-In-Timelinination of stock holding by
producing inputs at the time when they are needed — which ngnvaork properly with this type

85



11.1. INTELLIGENT MANUFACTURING

of integration. Supply chain management is probably besidht if as operating at a strategic level
of ordering and delivery processes and may involve intemgany processes such as service-level
agreements. Software packages for supply chain managearemtvailable from companies like
Manugistics and i2, but they are currently very expensive ap to now only affordable by very
large companies.

ERP (Enterprise Resource Planning) is a similar extensidviRP (Materials Resource Planning)
from immediate factory floor requirements into a longer viefwresources within the whole enter-
prise. Supply chain management and ERP while superficialrgring similar ground in fact appear
to operate at different levels in the organisation, to iwedifferent groups of people and to be only
loosely integrated with each other and with what actuallppgess on the factory-floor operations
level. Being large systems with wide scope over differemugs of people and processes they are
difficult to implement and even harder to change once theg haen implemented.

The latest buzz word in this domain appears to be Advancethi?ig and Scheduling (APS). This

seems to be an attempt to incorporate better technologyaad-sione ’'point’ solutions. APS is

aimed on the one hand at smaller companies, who have not beetoafford an all-encompassing

package, or on the other at integratable add-ons to exi&RB or SCM packages for larger or-
ganisations who feel their big systems need updating butaiovant to reimplement the whole

thing. While the introduction of Al Planning and Schedulimgp the large integrated packages is
problematic, influencing organisations producing APS tsohs appears more feasible.

Note that integration supposes bringing together peoplegddifferent tasks within the organisation
as well as automation using big software packages. For deaame might supply more information
about operational constraints to designers of processe$design rationale and alternative possible
designs to operations people in order to integrate desigroparations more closely [25].

Robustness

Robustness is also an important theme in intelligent maufiag. In the real-world, machines
break, humans go sick, materials may be faulty. Errors maisliggnosed rapidly and accurately and
the effects of problems and outages must be contained amtleldarReplanning and rescheduling
important isssues, and here links with the On-line SchaduliCU inPLANET are very clear.

However planning for the most obvious contingencies in adearather than after the event, is also
an important field. It is linked to the assessment of risk —tvibnanost likely to go wrong — and to
how to detect these contingencies during the executioregblén whether by means of sensors or by
any other information gathering action. One of the more irtgot issues here is that the execution
of the plan can not be broken after the ocurrence of such rogericies. Therefore there must be
some capability of including pre-planned responses tcethesatingencies such that the execution of
the plan never breaks but adapts to them.

Changes in the approach to maintenance are important tbeheetof robustness. A former approach
was that of scheduled maintenance, in which equipment vias taut of service and maintained at
pre-determined intervals. However this is both wastefutesiources — equipment might be taken
out of operation when it was functioning perfectly and nohaed of maintenance — and high-risk
, since equipment might break down before it was due to betaiagd. A more current approach
is therefore to use sensors and diagnostic processing é¢otqebblems before they become serious
and to schedule maintennance when it is required.
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There are thus links to the theme of flexibility discusseaWwelAn organisation which is flexible in
the the face of changes in external demand may be able to mseafdhe same methods to respond
to internal change through the use of rapid plant reconfigurand on-line planning and scheduling.

Flexibility

A third manufacturing theme is flexibility in the face of caster requirements. In the classic manu-
facturing life-cycle, planning in the Al sense of produciag abstract sequence of actions is kept to
a minimum, as it requires skilled personnel to carry it oud &as a big impact on what happens on
the factory floor. A factory that produces large runs of idealtcomponents, or a process plant that
produces bulk supplies of the same chemical, are essgntiatsuing one plan for long periods of
time (maybe selected from a stable library of plans for a kmeet of products), with the scheduling
of resources to support it on a day-to-day basis.

In this environment, while scheduling is carried out veryeaf and therefore may be seen as an
activity that should be supported by computer-based t@idsining is carried out less often. In the
past it was often linked to the introduction of a new produngtw manufacturing process or new
equipment. The engineers carrying out this planning ofeem & as a one-off containing a large
element of judgement and skill, and they did not see the naregktensive computer support.

However this environment is changing very rapidly. The bédea of supply-chain management is
that production should be determined by “pull” from the nerkot by “push” from the production
process. This supports minimal stock holding along the lsugipain since manufacturing is then
always responding to current demand rather than producingtbck. However, a consequence of
the “pull” approach to manufacturing is that variation instamer requirements is fed back into
production to a far higher degree. No longer can you only faear in any colour as long as it is
black, or the standard widget a factory produces. Large rmusbf goods can now be configured
on demand, leading to a much greater planning as well as glihgdequirement. The Advanced
Planning and Scheduling (APS) developments referred toeaban be seen as a response to this
need for flexibility.

Responsiveness to change

A final theme, related to flexibility, is proactive resporaiess to change. The idea here is that a
company ought to be “nimble”, that is when it spots a new opputy, it should be able to organise
itself to meet it as quickly as possible. This means thatef@mple, it should be possible to have
an idea for a new product and turn that idea into manufactudenaarketing much more quickly as
well as much more frequently than was the case in the pastrécherement for computer support
for more skilled and creative activities springs from theadhat these can then be carried out more
rapidly, as well as from the idea that more alternativesrcamd must — be explored. Planning and
scheduling support form an important component of exptptime consequences of a new idea as
well as of putting the new idea into practice much more rapidl

11.1.2. Al/KBS Technology in Manufacturing Applications

If one consults the proceedings of relevant conferencesffample [1, 8, 9, 24]) one finds a variety
of problems tackled with a variety of techniques. Among ¢hase some planning and scheduling
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applications related to different manufacturing probleimg these are approached very much from
the viewpoint of simple heuristic search problems, and tlseen as very simplistic Al problems.
This reflects a general lack of knowledge by workers in thelligent Manufacturing community
of generative planning technology and a tendency therdéteinvent the wheel” for these prob-
lems. For example, the history of work in the generation arating procedures for chemical plant,
discussed in [5], shows that chemical engineering reseesditacked it with state-space search and
other simple techniques, finally arriving at a linear planaely in 1991. Because of the size and
complexity of some of the search spaces considered, sontekgan intelligent manufacturing have
applied techniques such as genetic algorithms or consfpadpagation, but have not drawn on the
contributions of generative planning to the search of syeitss.

In the same way, much of the work on the machining of compléfacts, which has been tackled
by a large number of groups, uses other approaches thanagigegslanning, such as case-based
planning [21], constraint-based reasoning [26] or sebectiom plan libraries.

In the recent period, multiagent approaches to manufagjysioblems have become more popular,
especially as they map well onto distributed control systeiy particular intelligent manufactur-
ing slant on multi-agents is provided by the concept of ‘neld28, 29], a term coined by Arthur
Koestler while analysing hierarchies and stable interatediorms in living organisms and social or-
ganisations. He observed that although it is easy to idestibwholes or parts, ‘wholes’ and ‘parts’
in an absolute sense do not exist. He therefore proposeddtevelon to describe the hybrid na-
ture of subwholes/parts in real-life systems; holons siemdously are self-contained wholes to their
subordinated parts, and dependent parts when seen fromvéirsé direction.

One might think of holons as agents in the Al sense, thougseclwm Brooksian behavioural agents
than the logic based agents, say, of BDI architecturesgesiaactiveness and adaption are often
emphasised. For example, a holonic approach to route plgmnight allow a route to be determined
dynamically as each holon interacts with the next one almatber than by a global routing process.
Holons are inherently hierarchical but the hierarchy isalisunot a fixed one. A substantial amount
of work is being carried out in applying this concept to a tyiof applications such as scheduling
[30], machine controllers [31] and Computer-Aided Prodeksning (CAPP) [32]. It is a concept
onto which one could map distributed planning and schedutithePLANET sense and represents
an area in which the two communities could make contact.

11.2. State of the art in planning and scheduling

In this section we will consider the state of the art in plaignand scheduling with the emphasis on
what technology is being used for applications rather thatheoretical developments which are as
yet to be applied. We begin by an informal definition of whamnisant by the terms Al Planning and
Al Scheduling, since as, noted above, they do not alwaygspand to the meanings accepted in the
manufacturing community.

Planning: the automatic or semi-automatic construction of a sequehaetions such that execut-
ing the actions is intended to move the state of the real woolth some initial state to a final
state in which certain goals have been achieved.

This sequence is typically produced in partial order, tlatvith only essential ordering re-
lations between the actions, so that actions not so ordgmeéaa in pseudo-parallel and can
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be executed in any order while still achieving the desiredigio However some models do
explicitly represent true parallelism between actions.

Scheduling: in the pure case, the organisation of a known sequence ohaabir set of sequences
along a time-line such that execution is carried out effityeor possibly optimally. By exten-
sion, the allocation of a set of resources to such sequerieesions so that a set of efficiency
or optimality conditions are met.

Scheduling can therefore be seen as selecting among tlreisatction sequences implicit in
a partial-order plan in order to find the one that meets effmyeor optimality conditions and
filling in all the resourcing detail to the point at which eaattion can be executed.

The two definitions here reflect the division of the commuitielf into those concerned with plan-
ning and those concerned with scheduling — however as wessebelow this division is to some
extent an artificial one.

11.3. What applications have been attempted and with what
success?

It has to be said immediately that there are few example g#imerplanning applications in manu-
facturing, though quite a number of scheduling ones. Thealomvith the greatest number of 'live’
planning applications is Space: the European Space Ageney@ptimum AlV [16], and an Astro-
naut training application, NASA have the Remote Agent, RA¥unted on the Deep Space Probe
last May [3], VICAR [14] - planning vision processing for eaitists - and control of Deep Space
Telecomms facilities [19]. While as seen below NASA reskars have drawn some interesting gen-
eral lessons from these applications, the applicationmsleé/es are not something one could use as
examples with a manufacturing audience.

Both SIPE-2 and OPLAN have been applied to a number of lazgkesnilitary logistics problems
in the US, and Al Planning and Scheduling technology (mdinéylatter) was famously applied in
the DART [15] crisis action planning system used in the GuéfrWwhich was said to have paid back
all of 30 years funding of Al in the US in a matter of months. Agahese are not in general relevant
to the needs of manufacturing though work using Al schedulethnology and constraint logic in
particular has been applied to commercial logistics plagniSIPE-2 has also been applied to pro-
duction planning for a brewery in Australia [34]. It genedta daily plan (master schedule) for two
eight-hour shifts on each of six production lines, while pien scheduled dozens of orders (for pos-
sibly hundreds of products) with approximately 20 sepapateluct runs (with their corresponding
needs for different raw materials).

Some promising work has been carried out in the last few y@apant control applications, whether
at the level of plant operating procedures [5] or at the loeel of generating control sequences [6].
This work is at the proof-of-concept stage but it is cleat ihaould be taken through to industrial

demonstrators and eventual systems if it were attractiventbusers in manufacturing. Planning
has also been incorporated into a project investigatingt®Maser plant control [23], though here
reactive planning technology has been used as a variatitimeddea of a plan library.

An interesting use of a planner to support diagnosis ratiem plan generation was demonstrated in
the TIGER project [17, 36] in which the temporal-logic bagganner IxXTeT worked out expected
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sequences of actions for gas turbines in order to catchseifrtiiey did not in fact occur. However
it is noticeably that this has not as yet been incorporattamthe commercial version of the TIGER
software, possibly because it was seen as a complex andiigbemponent.

As indicated above, a lot of work has been carried out intontlaéching of complex parts, but al-
most entirely using case-based planning or plan libragesxception to this however is the work on
manufacturability being carried out in the US IMACS proj§8] which incorporates planning tech-
nology alongside feature extraction and other intelligarsystems. The same group at Maryland
have applied some of these ideas to process planning forddeigtion of microwave modules.

One should note that the Agents Community are involved inrallghactivity to that ofPLANET in
assessing the fit of their technology to manufacturing [8Vhile their preoccupation is at this stage
with mapping problems onto a set of distributed agents anl megotiation and communication
protocols, it is hard to avoid incorporating some form ofrplang into agents with any substantial
functionality, and the possible convergence of interestaikl certainly be explored.

11.4. What lessons have been learned from current work?

One of the issues in examining current work is that it doesahetlys consider the general lessons
of the particular application being attempted. We presetentative list therefore, with discussion
following it indicating where each point was raised so fathas has been established.

a) Life-cycle costs must compete with traditional solusion
b) Knowledge must be acquired painlessly and quickly

c) Currently, configuring a planner to a new domain can be tiamg-consuming and require a
planning expert

d) Most users want interactivity and mixed initiative. THie to retain the user in the decision-
making loop and are very reluctant to allow planning sofeMar automate decision-making.

e) Users want validation and ability to assess correctniggiuos up front - hence the popularity
of plan libraries

f) Users want results in the formalisms they are used togrdtian having to learn new ones
g) Integration with conventional software may be requiregrovide a complete solution

h) Users often express a wish for optimisation of plans imseof overall resource allocation and
for the ability to assess plan quality numerically or via atually scheduled plan.

Issues a)-c) are very closely linked. The issue a) of comgetiith existing life-cycle costs has
been raised very strongly by Steve Chien of NASA [19]. Thigptinks in very closely with the
work of thePLANET Knowledge Acquisition TCU, since the areas identified agmpiilly costly in
comparison with conventional solutions were preciselyséhof modelling the domain — issue b) —
and validating and verifying the knowledge acquired. TheAvork involved the development of
tools for validation and verification, but such tools are wadely available for Al Planning systems.
The same point has been noted by other, later work, see fonmra5] where substantial effort
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was put into developing tools for acquiring planning knadge in the domain of chemical plant
operation in order to combat issue c).

Issues d) and e) have both been raised by workers who havdaygeian libraries, and more recently
case-based planning [11, 21], rather than the generatarenplg approaches fLANET. The ad-
vantage of both these approaches is that it is easy to intlob/aser in the selection process — though
note that plan adaption is more problematic unless plaresgptations are used that prevent users
from producing incoherent or invalid plans. A library of pkor of planning cases can be developed
off-line and validated and verified, giving the user morefaence than they necessarily feel in a
generative planning mechanism [20]. Similar points havenb@made with respect to users outside
manufacturing, for example in military logistics [22], wieegpoint €) has also been raised.

Points f) and g) are also closely linked, since the formadighat users are used to are often those
produced by conventional software packages. A key parteftiteptability of the live application
discussed in [16] — OPTIMUM AlV, used for organising the layof rocket bays by the European
Space Agency — was its integration with the Artemis scheduéipplication. It is argued strongly
in [6] that the MACHINE application for generating plant ¢mi sequences will only be acceptable
to control engineers if its output can be represented as ¢l fets or Grafcet diagrams they are
accustomed to.

Point h) is a tricky one since optimisation in real-world dans is often difficult in practice with
“satisficing” — producing an acceptable outcome — freqyembre realistic. However if resources
are not allocated to a plan it is often hard for users to seeitsoguality might actually be measured.
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12. Areas of Application

12.1. What applications should we tackle?

Much industrial activity can be characterised by a very @astsequence. First a problem to be
solved is formulated — the business opportunity. An analgsid design activity results, in which
an artefact — a process, a factory, a product — is designedk&d certain criteria. The end result of
this activity can be thought of as largely declarative inkhewledge-engineering sense, consisting
of a CAD model or other specification. Design is a much ingedéd activity, as discussed above,
but even where it is routine rather than heavily creativehase in common with configuration or
constraint satisfaction than with planning or schedulitigpugh the constraint technologies often
used in scheduling can of course also be applied to it.

However a design must then be decomposed into the sequeonperations which will allow arte-
facts to be constructed which meet it. In planning termigg)a design defines the end state to be
achieved by a sequence of actions. Thus a plant has to be doyitbcess has to be operated, an
artefact has to be manufactured and assembled. All thesétiastrequire the right actions to be
executed in the right order.

In the same way, when a problem occurs in a process, diagestsiblishes what fault exists. In the
same way as a design, a diagnosis is a declarative stateimémis case of the start state which is
to be changed by a sequence of actions back into the despeaitae state. Again, the right actions
must be carried out in the right order.

Finally, we should add the need to plan/schedule for coatinges. Since the real world is not always
predictable, plans must be built taking this into accourttisTmay involve the production of extra

or alternative plans, or it may involve plans adapting thediecution to possible contingencies or
changes during such execution using information from ssnsw from the interaction with human

controllers.

We briefly consider some of the manufacturing life-cycle andsider where planning applications
could be located.

12.2. Design

Design must take into account basic aspects of functignafitli engineering constraints. However
increasingly, it is being realised that good design sholdd &ke into account operational con-
straints. For a component this is manufacturability, foracpss plant operability, in construction,
buildability. In all cases the designer needs to know thatiibsign can be executed, while the organ-
isation as a whole needs to know something about the lifeegasts of doing so. Designers often
lack the specialised knowledge needed to make this assesamaided - clearly there are a whole
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number of planning applications which could make this kremlgle available and assist the designer
in producing a more effective and practical design. Thisg/vauch fits into the integration theme
discussed above.

12.3. Process planning

In component manufacture, this can be defined as the act pdufing detailed operating instructions
that transform an engineering design to a finished part. Ehidearly a planning problem, but

must also draw on knowledge of computational geometry as asethe real-world characteristics

of tools and ,materials. Many specific applications havenlaeveloped in this area using a KBS
approach, what planning technology can offer is a much menegc system, which, supported by
the appropriate libraries and knowledge sources, couldasédyeadapted to new components and
new production processes. In this way production of new ammepts could be carried out much
more rapidly and flexibly.

Process planning may also involve organising the workaeglpfoduction. Here configuration is a
primary concern, but planning is then required to produ@désired configuration - in miniature
yet another example of the link of planning to a design atgtivi

12.4. Production planning

We here define production planning as the more day-to-dayitgabf meeting the requirements of
producing the right goods at the right time and price, with tight quality. While this is largely a
scheduling activity, there is a clear interaction betwekmmping production, and the basic process
plan on which it is based. Investigation carried out for thi€ument suggested that just as there is
a gap between the concerns of the designer and the proceseplao there is a gap between those
of the process planner and the production engineer. Praoegseers normally propose a single
process plan in which characteristics such as robustnesscpe are implicit rather than explicit.
A planning system is capable of producing alternative planehich the characteristics can be much
more explicit, allowing production engineers to tailor geions taken to the particular situation on
the factory floor.

12.5. Operations and Process Control

There is a very clear relationship between planning andatigers and control. In operations, hu-

mans carry out defined procedures, while in control, macbamgrollers do the same thing at a much
lower level. In both cases, considerable effort up frontsgioéo making sure that procedures and
control sequences are correct and comprehensive. Al pigrahéarly has a potentially major role to

play in this area [5, 6] which has so far been little explored.

The other major operational area is that of maintenance estdgm-solving. Maintenance is chang-
ing quite rapidly in most industries from a routinely schieguactivity to one carried out when a
problem is detected, increasing the role of automatic diaignsystems. As argued above, where
one has diagnosis, one also has repair, and this is esgeatf@hnning task. For many maintenance
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activities, it is just a case of making sure a suitably cormersive set of procedures have been de-
veloped in advance, but in some cases — process plant fopdsanthis is non-trivial to achieve and
coverage is far from complete. Here an Al planner has an oigviole to play.

This is also the case where problems may be signalled by ensjgnals of alarms. A diagnostic
system is used to filter these for the root problem, but hadioge this, again, a course of action
is required. It is impossible in complex plant to plan for gveombination of faults in advance,
while allowing human operators who may be under consideratoess to react without support may
be potentially quite dangerous. A planning system coulduza $iere to generate good advice in
dealing with a problem, with a particular strength in shogvihe causal links in the actions proposed
and the assumptions made in proposing them.
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13. The way forward

Here we will consider what thBLANET technologies have to offer, what new development and re-
search is needed to increase the number of manufacturidigaimms, and what sort of applications
look promising.

13.1. What does planning/scheduling technology have to
offer?

Any business activity that involves deciding what actioascarry out and in what sequence can
be thought of as one to which Al Planning can be applied. AhRilag has a number of potential
advantages.

a) Flexibility and responsiveness Once the necessary knowledge base has been created for a
particular domain, an Al planner can typically produce ndanp very quickly and with very little

user effort. This makes it useful for exploring ‘what if’ s@&ios and contingencies which are often
too expensive to consider manually. It also makes it eagigglan if execution hits errors.

b) An intelligent interface A hierarchical planner has the effect of increasing thellevab-
straction at which a human user can operate since it can g@itoblems to be posed as high-level
goals and work out the detailed implications. This makesmiteg quicker and also less prone to
error as low-level interactions between actions are deitlit automatically.

c) Ability to maintain correctness Plan representations demonstrate how all the causal links
match up to produce a correct plan. Such representationsfdine provide a basis for user modifi-
cation of plans while preventing the production of incomerer invalid plans as a result.

d) Makes assumptions explicit In common with other KBS technologies, the explicit repre-
sentation of knowledge in a planner can make it clear whahgicitly assumed in a problem that
is solved manually. Thus it has a role to play in knowledge aga@ment and knowledge-sharing.

13.2. What new developments are needed?

Manufacturing as a domain has a number of important charsiits from the point of view of Al
Planning:
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e Execution is key - planning and scheduling are only releirssufar as they improve execution

e Thus the changeableness of the real-world must always tsédmyad. All decisions may need
to be revised

e There are often many execution agents
e Getting accurate current information about the state ofithele system is often hard
e Sensor data may be important

e Costs and efficient use of resources are always important

This suggests some of the areas in which further researoh &ffneeded.

a) Execution and replanning There is scattered work in this area, but no real consensus on
how planning and execution are related and how replanningldibe tackled if a plan fails during
execution. Much planning research ignores the issue of tatigres in the plan will be executed
and does not consider whether execution resources shoukplesented or reasoned about during
planning. In manufacturing, scheduling is required beforglan can be executed, so that ways of
bringing planning and scheduling together are a vital netetpic for the domain. Planners such as
SIPE-2 and OPLAN have combined reasoning about resourd¢bglassic planning, as has much of
the NASA work (see for example [18] on combining planning aotleduling), but this technology

is not perceived as being generally available to the rebezmmunity.

Work in the Robot Planning TCU is of great relevance here asrphg for robots naturally does
have to confront these issues. Research in robot plannsgdresidered the interleaving of planning
and execution for example, as well as the issue of plannimgaeactions as a way of gaining
information for planning. A major theme in robot planningaiso the integration of predictive and
reactive planning as a way of making activity more resiliernthe face of a changing environment.

b) User-friendly tools ~ There is so far very little work in this area. While NASA deopéd some
in-house tools for validating and verifying domain modelgch tools are not generally available to
the research community, never mind to potential users inufa@turing. This is in contrast to the
situation in Knowledge-Based Systems in general, whelle ®uads have been extensively developed
for many years.

Here, work in the Knowledge Acquisition TCU is of great relage, since the costs of adapting a
planner to a particular domain are currently very high anexgert in both planning and the domain
are usually needed. This is a major barrier to the use of ttentdogy outside the home community.

c) An easy entry-level  Expert systems became very widely applied at least partgiiee of the
existence of small, low-function expert system shellgiafy arising from the wide dissemination of
the MYCIN story and the production of the shell E-MYCIN. Seednabled enthusiasts in industrial
domains to experiment at low cost and risk and to gain an afiiren of what the technology was
good for. Al Planning has no such equivalent, since althcdigblanners are now available over the
web they are non-trivial to use. Research is needed to edtabhether a simple planning shell is
feasible and what it should look like.
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d) Integration  There is little work investigating integration issues eitlwith existing conven-
tional tools or with other Al and computer science techniguEor example, planning machining
sequences requires interaction between a planner and tatiopal geometry system. Planning
repair actions after a failure requires interaction betwaeplanner and a diagnosis system. Little
investigation seems to have been carried out into generahamésms for supporting this type of
interaction, leaving groups who need it to work out ad hotimégues for particular domains.

Itis clear that just as the APS systems mentioned above e ltilt as bolt-ons to existing man-
ufacturing software, so theLANET technologies must be integrated with the conventionairsot
already in use if they are to be taken up. This is another argdnich there is common ground with
the Agents Community, since integration with legacy sofeia an issue researched there.

The planning community also appears to have split into separamps concerned with generative
and with case-based planning. Yet a generative planner aheious way of producing material
for a case base, while planner representations, as arguese,gtrovide necessary constraints and
safe-guards where users are allowed to adapt plans fronesbeae.

e) Mixed initiative systems Little work is carried out in the Al Planning community intoter-
active or mixed initiative planning. While individual pegts have seen the need to support interac-
tion ([5, 20, 35]), the only well-known project to concertgran this issue was TRAINS [33] which
in recent years has seemed to focus more on natural langapgeta than interactive planning ones.
Research is needed to establish what the general choicésr améeraction with a planner and how

a true mixed-initiative system can be built.

f) Common ontologies and libraries Work on ontologies has been carried out in the ARPA
Planning Initiative, and to some extent in the developmétiteddomain description language PDDL.
However much more work has been carried out by groups in atfeas of KBSs and some of this has
been used to inform the development of knowledge acquisttiols for particular domains. There
is as yet nothing in Al Planning that corresponds for exanpldhe KADS components developed
for diagnosis systems.
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14. Recommended actions

14.1. Research direction actions

There is some perceived bias in the Al Planning Communityatde rewarding the development of
new planning algorithms rather than some of the areas rasgéelction above. The AIPS Planning
Competition in its present form, for example, encouragesdbvelopment of fast algorithms but
not the production of interactive planners or of replannaagabilities. The most attractive areas
for research, judging from the volume of papers submittethenrecent period, is Graphplan and
DecisonTheoretic Planning, both very much developmentgafriihms. If we agree that other areas
should also be developed, then ways of encouraging resrartthdo so should be sought.

Some possible actions include the development of someathpdoblems which require the desired
research developments (these need not be in manufactuimagids at all); the formulation of outline
projects for national or European funding bodies which aeseers can develop according to their
particular interests and concerted attempts to publicisativas been done in these areas via journal
special issues or conference workshops.

14.2. Community bridge-building activities

It is clear that linking the Al Planning Community to thosenkiag in intelligent manufacturing is
vital if the PLANET technologies are to be applied to manufacturing problens.ajued above,
there is very little awareness of these technologies caitidir home community, and, it should be
added, there is generally very little appreciation of matdring issues in thBLANET community.
Pushing the technology directly to end-users is a postsibbiut working more closely with people
who are already familiar with manufacturing seems a quickat more efficient way of educating
both communities.

Links have already been made with the ICIMS EU network, armir tmembers have been circu-
lated with a view to joiningPLANET. They have also agreed to fund members who wish to attend
PLANET activities. PLANET therefore has every reason to approach members of the |IC##®rk

in order to try to involve them. This contact ought also to kvar the opposite direction though,
so thatPLANET should encourage its members to participate in ICIMS aidivi An obvious way

of increasing contact and the exchange of knowledge would le&plore joint events - workshops,
tutorials, etc.

The other community with which more contact would benefithbsitles is that of Agents. initial

contact has been made with the Product Design and Manufagsubgroup of FIPA, whose discus-
sions on applying their technology to manufacturing pafalery closely those of PIMS. As can be
seen in [37], many of the manufacturing domains of intereshé Agent community are the same
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as those to whicPLANET technology can be applied. Discussion on the formulatiosoofie com-
mon benchmark applications would help to bring researctogysther and prevent each community
having to absolutely master the technology of the other.

14.3. Unifying applications and problems

It is not possible in this document to arrive at a set of unifyproblems or applications in manu-
facturing since this really requires some of the communitgide-building activities of the previous
section. It might well be posed as a possible outcome of asha or series of workshops . What
is required is a set of problems and backing materials whielr@asonably realistic, in the sense of
not excluding key features of the domain, but are of a trdetabale for researchers to practise on.
Some of the areas discussed above could be examined for sifiging applications.
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15. Conclusions

This Roadmap has attempted to evaluate the obstacles wdiehlirhpeded the penetrationffANET
technologies into manufacturing applications as well a&amine the ways in which those obstacles
might be eroded. PIMS has always been an embryonic grouphisuiocument suggests that there
is much promise in the manufacturing area for Al Planning 8nbeduling, and that with the right
approach, a much more thriving community of interest canwbk to the benefit of all.
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16. Introduction

This is the first version of an R&D Road Map for Al Planning anch&duling (Al P&S) applied
to business process management (BPM) produced by the Waerkfemagement Technical Coor-
dination Unit (TCU) of PLANET. PLANET is the European Network of Excellence on Al P&S.
The purpose of a Road Map is to coordinate R&D by establiskimdruser requirements on short
medium and long time scales and proposing research anddiegyntransfer goals and activities
that will enable the requirements to be satisfied. The currersion is only a first step towards such
a Road Map, which in any case should be a living document egddagularly.

BPM and Al P&S are two disciplines with many parallels, butiethhave largely been pursued by
disjoint communities. A necessary precursor to produciRpad Map is to align the two disciplines

so that specialists in each can understand each other. Othe ofiain achievements to date has
been to develop an understanding of how the ‘world view’ almdary, challenges, etc. of Business
Process / Workflow Management relate to Al Planning and Sdhred This has been possible

because of the active participation of a number of workflod process management experts from
end-user organisations and consultancy companies.

Workflow and its role in business process management

A business process is the chain of activities involved iveéehg a product or service to a customer
(within or outside the organisation). Designing businese@sses is a knowledge-intensive human
activity supported by software modelling and simulatiool$pand is closely tied in with matters such
as business policy and enterprise organisation and cukkurénstance of a business process created,
for example, to deliver a particular service to a particidastomer is analogous to a plan in Al.
In BPM terminology, however, a plan also includes allogatid resources (e.g. workers) and target
start and completion times. In some application domaingxXample military logistics, instantiating

a process may be complicated, and Al planning techniquebeing applied successfully in such
areas. In the typical business application, however, itcbig involves selecting from a set of
templates. The main technical challenges arise becauseyanigation is a distributed system that
executes many process instances concurrently in an umcertgironment. Furthermore, failures
and other exceptions occur frequently, and re-planningt ineiintegrated with execution.

A workflow management system (WfMS) automates the coordinatf activities and transfer of
documents within a business process. It delivers the wotkédin-tray’ of the appropriate soft-
ware component or human worker or team according to pre-elkfinles (a process or workflow
definition). Note that current WfMS do not (generally) penfoplanning, scheduling or resource
allocation. Any such considerations must be built in to thecpss definition or else handled by the
productive resources owning the in-trays. Specifying ttig level process or workflow definition
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is again primarily a human design activity performed witle #ssistance of software tools (often
specific to the WIMS).

Requirements

Requirements have been classified as short, medium anddongas follows:

Short term:  address short-comings in current-generation process geament software. The
most important items in this category are: integration ofperal reasoning and resource alloca-
tion/management algorithms into workflow management softyvand incorporation of a planning
capability to enable a WIMS to modify the process instanderaatically during execution, to cope
with failure, changed objectives, and other exceptions.

medium term:  Current generation workflow software handles high volumetine processes,
typically involving low-skill workers. The medium term ragements concern extending this support
to high-skill knowledge workers. This may involve, for exal®, building process awareness into
software tools.

long term:  More radical (e.g. adaptive self-organising) approaclielsessing the need for organ-
isations to function in a business environment that is iasirggly uncertain and subject to change.

The Road Map report

The report expands on the comparison of the two disciplimestiae requirements. It then looks at
ways in which the requirements could be met by existing angréuresults from Al P&S and related
disciplines. The discussion is divided into a number of taemrThe first theme deals with human
issues. A feature of business processes is that much ofl aedudais performed by people. There
is a tendency in BPM to pursue automation and to treat humtamnsaio the process as if they were
machines. This is often counter-productive resulting irmagivation and a failure to utilise human
qualities. The following chapter looks at software infrasture. It is important to appreciate that
for Al P&S techniques to be applied in practice they need tinbegrated with / interfaced to com-
mercial software packages. This chapter looks at issudsasimeference architectures and interface
standards. Chapters covering life-cycle oriented tecirtttemes then follow: business / process
modelling and knowledge engineering; planning, schedudind resourcing; enactment/execution
and monitoring; adaptation, optimisation and metrics.afyfn there is a chapter summarising con-
clusions and recommendations for future actions.

Conclusions and recommendations

Al planning and scheduling and business process managemrenbmplementary disciplines with
much to gain from collaboration. The ability to invoke Al cponents flexibly and dynamically from
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within a workflow framework would considerably enhance hess productivity and give the Euro-
pean software industry a competitive advantage. The Wavkiftanagement TCU has a valuable
continuing role to play in bringing together researcheadtvgare developers and end-users from the
two communities and promoting joint work between them. Ttiéva participation of workflow and
process management experts from end-user organisationsoasultancy companies in discussion
with planning researchers has enabled considerable m®tpde made on the R&D Road Map. The
TCU must make every effort to involve more end-user repriedimes from a spectrum of industries.
A number of commercial software vendors are registered enl@U mailing list but have not as
yet participated actively. It is important bring such orgations fully into the fold. The concluding
section of the report makes some proposals for future sietvi
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17. Introduction

This is the first version of an R&D Road Map for Al Planning anch&duling (Al P&S) applied
to business process management (BPM) produced by the Warkfemagement Technical Coor-
dination Unit (TCU) of PLANET. PLANET is the European Network of Excellence on Al P&S.
The purpose of a Road Map is to coordinate R&D by establiskimgdruser requirements on short
medium and long time scales and proposing research anddiegyntransfer goals and activities
that will enable the requirements to be satisfied. The currersion is only a first step towards such
a Road Map, which in any case should be a living document egddagularly.

BPM and Al P&S are two disciplines with many parallels, butiethhave largely been pursued by
disjoint communities. As has been said of the UK and USA, Wwedommunities are separated by
a common language, with terms suchpanning being used in both with different meanings. A
necessary precursor to producing a Road Map is to align thedigciplines so that specialists in
each can understand each other. One of the major succeses TWEU to date has been to bring
Al P&S researchers into contact with BPM specialists andusthér mutual understanding. This
progress is documented in the next chapter, which gives sadriew of BPM and how it aligns
with Al P&S. This is followed by an outline of requirements short, medium and long timescales
as perceived by BPM end-users.

Human factors

Domain / Planning, Execution /
Business Scheduling, mm) Enactment
Modelling i Resourcing i

tF 11

Optimisation and metrics

Infrastructure

Figure 17.1.: Themes of discussion.
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The remainder of the document expands on these requiremathteoks at ways in which they could
be met by existing and future results from Al P&S and relatisdiglines. The discussion is divided
into a number of themes (see Figure 17.1). Each themed chaptedes sections on the state of
the art (including trends and current projects), reseadisgand open issues, and recommended
actions. The first theme deals with human issues. A featutrisihess processes is that much of
actual work is performed by people. There is a tendency in B&kursue automation and to treat
human actors in the process as if they were machines. Thiies oounter-productive resulting
in de-motivation and a failure to utilise human qualitieshisTchapter explores these issues and
examines how they might be addressed. The following chapbés at software infrastructure. It is
important to appreciate that for Al P&S techniques to beiapgh practice they need to be integrated
with / interfaced to commercial software packages. Thigptralooks at issues such as reference
architectures and interface standards. A common undeisf architecture would also facilitate
collaborative research and demonstrations. Chaptergiogviife-cycle oriented technical themes
then follow:

e business / process modelling and knowledge engineering;
e planning, scheduling and resourcing;
e enactment/execution and monitoring;

e adaptation, optimisation and metrics.

Finally, there is a chapter summarising conclusions andmagendations for future actions.
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18. Overview chapter

This chapter gives an overview of the ‘standard model’ ofcpas management and attempts to
position Al Planning and Scheduling within this context.

18.1. Process management and workflow

A core business process is the end-end chain of activitiedvied in delivering a product or service
to a customer. Note that customers may be internal to thenmaEons. ‘End-end’ signifies that a
business process starts with initial contact with the gustoand runs through to completion of the
contract (including billing and payment). In fact, since tustomer’s satisfaction with one service
influences requirements for future services, a businessepmis best seen as a closed loop. In
addition to core business processes, there are managermeesges (including processes concerned
with designing the core processes) and support procesaeftilitate the other types of process.

The set of business processes for an organisation comphisesrganisation’s working practices.

Organisations differ in how explicitly the processes arfraal, and in the form they are represented.
In some cases the processes are implicit, in others theyeaoeded in textual codes of practice, in
others they are documented in (semi-) formal represemténd/or software modelling tools. A

set of business processes is highly analogous to a set efightan templates or a hierarchical task
network (HTN) and could readily be represented in this whis(tvill be explained further later).

Business process management can be presented as havinljcivenf) aspects:

Process modelling:  This involves designing, modelling, evaluating, modifyjloptimising, etc.
the organisation’s processesFor each basic product or service the organisation offefistcus-
tomers, the activities involved, the relationships betwt®m, resource requirements, etc. must be
defined. It is basically a human activity, though supportgcdmputer-based tools to record and
display the process model, run simulations, etc. Desigisies are made based on experience and
analogy to previous designs. Choices are tied closely ter@bpects of the enterprise and business
environment such as: the nature of the business, orgamsdttructure (of the enterprise), enter-
prise culture, legacy infrastructure, etc. Although pssceesign is often presented as happening
top-down, the practical constraints imposed by the curstaiie of the enterprise mean that there
is a strong bottom-up element. Note that design of the psoaad activities typically go hand-in-
hand, so that although the analogy between process and Aigkrong, the analogy between the
activities of process design and classical Al planning isimweaker.

1Jacobson (1995) splits BPR into “model existing systemfyvfgioning”, “design new system” and “implement new
system”.
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18.1. PROCESS MANAGEMENT AND WORKFLOW

Process planning (elaboration, resourcing and scheduling ): A process definition is ba-
sically a template. This phase involves identifying therapgate template to use, elaborating and
filling in an instance of that template in sufficient detail iido be executed. The first step is normally
to gather information from the customer on the service negli This allows the tree of possible pro-
cesses to be pruned considerably, but a number of alteenbtanches may still remain. The next
step is to produce a schedule based on a target end dateeabqyithe customer, dependencies be-
tween tasks, and knowledge about how long tasks take (@igatyand minimum times). If it is not
possible to achieve the target end date, negotiation wélttistomer takes place. Then, the people
and other resources required for each task are identifiedreselved’ for the appropriate time slots
(‘resourcing’ or ‘provisioning’). The resourcing and schuling problems are coupled by virtue of
finite capacity and/or non-sharable resources. If the requiesources are not available, then the
earlier steps must be revisited. In process managemenesioit is referred to as the plan, and the
process of producing it as planning, which is a source of wsinh as the usage is different fom
that in AI2. Note that further detail will often be decided at executiome, and the balance between
design time and execution time decisions varies consitierélgain, these activities are often per-
formed by people assisted by relatively dumb software todtse nature of the tools and the form
of the output depend on context. For example, MS Projecth@etuivalent from another supplier)
could be used to create a ‘production plan’ to be carried gat buman organisation. Alternatively a
proprietary tool could be used to generate a process désaripr enactment by a workflow engine.
Note that in each case, the tool and the representationes ditferent from those used earlier in the
modelling phase.

Enactment/ execution:  The production plan is carried out, with detail being elated during
execution. Note that the boundary between planning andirmieat is context dependent. Process
planning is essentially the first part of enactment of a cowegss. Furthermore, at the start of
enactment proper, the plan may still contain alternativenbhes that are pruned as information
is gathered and decisions made during enactment. Almostyalwexecution is distributed, with
different production resources, computer programs, opfeecarrying out the constituent activities.
The activities have to be coordinated to ensure correctesatijng and also to ensure that compatible
variants of the activities are performed. Coordinationeaglace via mechanisms such as: events,
transfer of documents, existence checks on documentsietorkflow management systenuses
information contained in a low-level process plan defimitto route work items to the appropriate
production resource and provide the necessary coordimaiignals. Note that workflow systems
(generally) do not plan work, and workflow also assumes nessuwill be available. Production
resources will be involved in enacting multiple processed mstances of the same process in a
time-sharing manner. A production resource (or rather apmmnt encapsulating one or more
resources) sees the processes in which it participates aswee ¢f work items (or tasks) waiting
to be acted upon. Depending on how the system is organisedyitsimply work on the next task
whose pre-conditions are satisfied, or it may have rules fioripsing tasks. Either way, different
processes can interfere with each other due to the finitecitsqa a shared production resource.

Monitoring:  As execution proceeds, information on progress (e.g. natifin of completion of
tasks, delays and other problems) is fed up to a managemmatidn. This compares actual progress
with the production plan. Minor differences between than@ad actual progress may simply require

2 will try to use the terms production plan and Al plan to avaiubiguity.
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updating of the plan (for example with slightly differentromencement times for tasks). These
changes need to be propagated to the resources executiplghé/lore significant differences may
require the planned activities to be altered during exeoutThis may include some back-tracking,
for example to remove some item of equipment that was imstdbllowing the earlier plan, but is
now no longer required. More drastic problems may requir¢hal effects of the plan to be undone
and a new plan created. The monitoring function may try tacgrste future problems and modify
the plan in advance to avoid the problems. This is sometimewk as jeopardy management.

18.2. Al planning and scheduling

Al planning and scheduling (AIP&S) is concerned with detiging a sequence of actions that when
executed by one or more agents with the world in some initilessatisfying given conditions,
results in world state satisfying given goal conditions. rAqess is a description of activity. A planis
a description of activity for a given objective - it is an iastiated process. Al planning provides two
main techniques. In STRIPS style planning the operatorsisbaf individual activities. A planner
combines these for given objective to form a plan. HowevdiNiblanning domain descriptions are
essentially process descriptions. They let you specifampaterised descriptions of processes that
are can be automatically assembled and instantiated todqtan for a given objective.

Classically, this overall problem is divided into a numbéstages:

Modelling (or knowledge engineering) . this concerns finding the right way to represent the
world and the problem so that planning and scheduling mayemmned. Classically, this
representation consists of a definition of some space afsstaat the world and its constituents
may be in, and a set of primitive operators that can be appliethuse (constituents of) the
world to change states.

Planning : this concerns finding one or more sequences of actithet should cause the world
to change from the initial state to a state satisfying thd goaditions. The ordering of these
sequences is not necessarily completely determined. R concerned with logical de-
pendency of actions in the sequence, e.g. that if action A&dessary to bring about the pre-
conditions for action B, then A is performed before B. Plawgnmay be performed bottom
up by chaining together actions until the gap between Irdtial final states is spanned (e.g.
STRIPS). Alternatively in may be performed top-down by msately refining generic plans
until they are expressed entirely in terms of executablmast(e.g. HTN).

Scheduling : A plan expresses the orderings of actions that should leetaltiring about the goal.
Scheduling determines which of the orderings of actionsistent with the plan will actually
be used. Often, this choice is based on some form of efficiemegsure, for example overall
time taken to execute.

Execution : Execution as such has not been a major concern of AIP&S. Menvearticular
branches of AlIP&Sare concerned with execution-time issues. For example, itdsgaised
that an action does not always achieve its intended reshits Thonitoring must take place to
compare anticipated events with actual ones, and if dewiasi significant plan repair is initi-
ated. If deviation is excessive or repair impossible, thengian is abandoned and a new plan

3Let us say that an action is an operator applied to specifiectdjin the world.
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generated. At the extreme end of the scale are so-callectixeglanners in which planning
and scheduling take place at execution time, with planrénlgeduling and monitoring actions
interleaved with the goal-achieving actions.

18.3. A comparison

Process management AIP&S
Domain modelling /
Enterprise / process knOWledge acquiSition
modelling | |- + --------------------
Planning
Process planning Scheduling
Enactment Execution

Figure 18.1.: A comparison of process management and AIP&S.

It is clear from the above descriptions that process manageand AIP&S address similar issues,
and there are many parallels between the two disciplinagur€il8.1 compares the two at a coarse
level, aligning phases that are roughly equivalent. Nobeydver, there is no direct equivalent to Al
planning on the process management side — although a prguoedsl) is approximately equivalent
to an Al plan, it is generated by people supported by softwiaagving and modelling tools rather
than by an analogue of Al planning.

Note also that both business processes and Al plans can oocomultiple levels. Thus process
management can itself be seen as an enactment of a metagyresastment of strategic processes
may involve definition of tactical processes and so on. Sirlyilexecution of strategic Al plans may
involve planning at a tactical level. In consequence, itipartant to consider applications of AIP&S
within the activities taking place during enactment a besgprocess. For example, an early step in
a process may involve detailed planning or scheduling a¥iies occurring later in the process.

Despite the similarities, there are also significant ddferes:

e terminology — the word ‘plan’ itself has a different meaninghe two disciplines;

e most of the design-time (as opposed to execution-timeyities in process management are
performed by people assisted by relatively dumb softwanéstoln contrast the emphasis in
AIP&S is on producing intelligent software that can perfgolanning and scheduling largely
automatically, with occasional assistance from a person;

e AIP&S representations tend to be mathematically formalsarmdantically precise, though this
often means they are difficult (for a non-expert) to underdtaln process management, the
opposite is true: the representations are domain-orieateideasy to understand, though the
semantics are often somewhat vague.
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e Languages for defining processes as input to workflow enganesbasically scripting lan-
guages for coordination of activities and are at a lowerlldgwan Al plan languages.

e classical Al planning techniques focus on difficult combdamil problems — many different
combinations of operators and states are possible, only affevhich constitute viable plans.
In process management, activities are fairly specific tegsees, and there is much less scope
for combining them in different ways to form different pr@ses.

These differences present opportunities for synergy akasddarriers to be overcome.
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19. Requirements

19.1. Current state of the art in workflow and process
management

The idea of process management is still fairly new. In thet,pais enterprise’'s processes were
implicit in its organisational structure and culture. Dep#ental procedures and practices would be
known within the department, but no individual had a clead-end view of a process. A similar
statement could be made about the software systems thairstipg enterprise’s operations. These
were, and still are, often large monolithic applicationsninich the business processes are implicit.
Consequently they are difficult to change and tend to tie thardsation in to the processes encoded
in the software. However, the importance to the day to dayaijms of the enterprise and the expense
and disruption involved in replacing them mean that manye$eé so-called legacy systems are still
in active use.

The current trend in both enterprises and their operatisnpport software is to represent the busi-
ness processes in an explicit and distinct manner. As atriégsileasier to study how to improve
a process and also easier to implement the improvement.eloabe of the software, the need for
modifiability and software re-use has led to a componengtashilosophy. Instead of monolithic
applications, functionality is encapsulated in re-usabledules that can be combined in different
ways to construct new ‘virtual’ applications rapidly. Onayto view workflow management sys-
tems is as the architectural glue that links the componeggsther to form the application. At least
in theory, the process definition can be changed indepelydainthe components, and functionally
equivalent components substituted without changing tlbegss definition. Note that often these
components do naeplacethe legacy applications. Rather the components use themrass in
providing their functionality.

Of course, much of the work in a business process is perfobggetople. A workflow management
system treats people in much the same way as the computatigponents. Typically an interface is
provided that presents the user with an in-tray and outdfayork items. This interface encapsulates
the user in a similar manner to that in which the componerdriate encapsulates the software
functionality. This approach is suitable for partial aution of well-understood routine processes.

Sometimes groupware software systems (such as Lotus Nulédiarosoft Exchange) are described
as workflow systems. These primarily provide a messagingiafiodmation sharing environment

that can be used by participants in business processes.vdpfaeilities such as document routing
scripts and forms can be used to define workflows to some degree

Industry is currently in transition from the old-style mditlaic support applications and paper based
office processes to workflow-based systems (for a pictureettrrent state of progress in BT see
[14]). Legacy applications certainly will not disappeareavight. Rather, components and work-
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flow systems will gradually diminish their role. The lega®fterare may never disappear entirely,
however, especially where the products / services and esedgrocesses are relatively mature.

Al scheduling (and to a much lesser extent planning) tecteschave certainly been used in spe-
cial purpose business support applications. See for exathgl use of on-line scheduling tech-
niques in BT's Work Manager applicatiomt{p://innovate.bt.com/showcase/work
scheduling/index.htm ). However there has been little or no influence by AIP&S orcpss
management as a discipline or on the methods and tools threhigh it is applied. Similarities (for
example between plan and process description languagedyamore to convergent evolution than
to direct influence.

19.2. Enumeration of requirements

There now follow descriptions of areas in which current hass process management is recognised
to be deficient. The list is not exhaustive, and we invite pegts for additions to the list. The
requirements are into short, medium and long timescalegogts. The short term requirements
concern ways in which current practice and tools can be irgato The medium term requirements
concern extension of workflow-related support into clasfgsrocess and user that are not catered
for by current workflow systems. The long term requirememscern the need for a more radical
re-think of how enterprises and their software supportastitucture are organised.

19.2.1. Short term:

The following are seen as short-comings in current-geimrairocess management software. They
are presented in approximate order of importance, thougfiitst two are of comparable ranking.

Integration of scheduling and resource allocation/manage ment algorithms into work-

flow management software. Current workflow management software automates the flow of
work items between work queues according to pre-determinied. It does not deal with allocation
of resources to tasks or take resource availability intmantin prioritising or scheduling the work.
(high importance)

Re-planning. There is a requirement for incorporating an ability to mgdtie process instance
automatically during execution, to cope with failure, chad objectives, and other exceptions. This
could be done by altering the process instance plan beirautee (inserting and deleting steps) or by
creating and executing an ancillary plan containing thetewhdl process steps. (high importance)

Generation of workflow definitions from high-level process m odels. Process modelling
tools work with relatively high level process definitionsh&reas workflow management systems
require low level definitions. Current generation tools dbaio a good job of bridging this gap. Tools
are required that automatically generate low-level deéfing that can be input directly to workflow
management systems. The ability to do this in reverse isddsmable. (medium importance)
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The ability to feed data captured in the workflow engine back i nto the modelling and
simulation tool to improve modelling at that level. Workflow engines capture a great deal
of data in the course of enacting process instances. Thtaiosruseful information latent within it,
but it is rare that data mining techniques are used on it. {foportance)

19.2.2. Medium term:

Process support for intermediate level and knowledge worke rs: As argued in [15],
current workflow and groupware systems ‘pick the low-hagginuit’, that is they automate that
which is easy to automate — enactment of routine processkprariding information-sharing and
communication services. The tasks performed within thesegsses are routine also, and are per-
formed by relatively low skill workers. There is very littlirocess-related support available for high
skill (professional) knowledge workers or workers at intediate skill level&. ‘Process aware’ and
‘knowledge aware’ support to enhance the effectivenesatefrnediate and high-value knowledge
workers is required, but much more difficult to achieve.

Empowerment of users: (see also [16) current workflow management systems are suitable
for routine processes and demand uniformity from usergctffely expecting them to behave like
machines. This makes poor use of human abilities, even idke of low-skill workers, and can
have a de-motivating effect. Informing people about thetextnof their work is a necessary short-
term requirement, which should eventually lead to systemas éncourage and support initiative,
but would require workflow systems to be enriched with a sdindmowledge the processes they
enact. Future systems need to assist people in achieviitgotitential in their roles, which means
encouraging initiative and adapting to human diversitheathan enforcing regimentation.

Visual representations of the current status of a process instance, so that workirsnwa
process can see how their activities fit into the “big pict#uboff). This is actually intermediate
between the ‘short term’ requirements, which might be atidy incremental additions to current
generation workflow, and the ‘medium term’ ones which regairchange in philosophy.

19.2.3. Long term:

The following are factors driving process management agraknt in the long term. Mostly they
concern the need for organisations to function in a busieeggsonment that is increasingly uncertain
and subject to change.

Flexibility: ~ One of the main drivers in process management is the needaiol®¢o get new prod-
ucts and services to market quickly. This means that anmigerand its supporting infrastructure
must be capable of enacting a wide variety of processes,thétlactual set of processes active at a
given time being easily changed.

http://www.labs.bt.com/projects/planet/Discussion/R equirements-Vlong-vl1.doc

%in  http://www.labs.bt.com/projects/planet/Discussion/R equirements-Vlong-vl.doc
these three categories of workers are described as back woffickers, sales workers and knowledge workers.

3http://www.labs.bt.com/projects/planet/Discussion/U sers-NikM.txt
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Evolvability: ~ No matter how flexible an enterprise is in the short term i Wéve to change in
the longer term in response to changing markets, technoktgy Change takes time, however, and
the enterprise must continue to operate. The enterprisgsrteebe capable of gradual evolutionary
change to avoid the current problems with legacy systemgtiag in the future.

Adaptiveness:  Currently, enterprises and their business processes areasebasically static,
but subject to occasional discrete changes such as reisatjan or introduction of a new product
and/or process. However, the frequency of change is incigal the future organisational models
will be needed in which continuous change is the normal sth&dfairs. Such models most incor-
porate processes that ‘sense’ the drivers for change (exgdsing demand for a product) and cause
appropriate changes to the enterprise model. Enterpribgage infrastructure will need to support
such dynamic organisational models.

Decentralised management: A management paradigm shift is currently under way motivate
by the need for flexibility, evolvability and adaptivene3#is is variously described as a move from
centralisedto decentralisedmanagement, from managemeunish to market pull, and fromplan
and build to sense and respondThis involves devolution of decision-making respondipifrom
central management to autonomous local units. The behawfdhe enterprise as a whole is then
the cumulative result of local decisions. The role of higheanagement is then one of defining
performance metrics and other incentives by which local agans make decisions, and also of
providing means by which the autonomous units can inter@usteuctively. Workflow management
systems are very much tied into a plan and build managemget sh new approach to software
infrastructure is required to support decentralised manant. An agent-based approach seems well
suited in this respect. Use of an agent-based approach do#sitself guarantee the benefits sought
from decentralisation, however. A better understandindi@f to apply agents and agent-based
approaches to achieve the benefits is still required.

Dynamically changing organisations of the future will involve forming opportunistic organ-
isational structures and dynamic supply chains. Thea@etork in Virtual Organising and “switch-
ing” is related to planning approaches (Mowshovitz, Verdaian and Henderson) and can be used
to build the workflow systems of the future.

19.3. Recommended actions

e The potential for benefit from applying existing Al P&S teddunes to short term requirements
should be explored through case studies of large-scalepreblems conducted jointly with
domain experts and process management experts. It is apphet process management
problems can be posed as planning and scheduling probleowgevdr, for the techniques to be
adopted, it must be shown that they result in a significanefiiecompared to current practices
in the context of realistic business processes. The teabrigust also integrate with other
components of enterprise software, and be usable by theatypdftware or business process
engineer. PLANET cannot perform such case studies, but it should facilitatk encourage
them. It should also publicise the results.
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e Generally, links with process management and softwareneegihg communities need to be
strengthened by means of interdisciplinary events and otieaisures.

e To encourage case studies and increase awareness of pnmogeagement challenges within
the planning communityPLANET should collect examples of process management problem
domains. The BT OSS Job Management dorhim good example, but others are needed
from different industries to supplement it.

“http://www.labs.bt.com/projects/planet/RoadMap/OSSs .pdf
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20. Road Map themes

The rest of the document looks more closely at state of thgnattiding trends and current projects),
research goals and open issues, and recommended actibirs tvé themes shown in Figure 17.1.
The dashed lines in this figure indicate interfaces / modetioouments shared by the boxes. The
boxes in the middle correspond to the main divisions shoviignre 18.1. Some further explanation
is needed where the two halves of Figure 18.1 do not alignekew Basically, activities in which
people design or elicit models (possibly supported by sarféwools) are included in the modelling
theme. Planning (as understood in AIP&S) is included withesiuling and resourcing. Note that
planning, scheduling and resourcing can be performed gainpart of the enactment of processes
as well as off-line.

The optimisation and metrics theme recognises the need asune attributes of the various models
and provide feedback to improve desirable qualities. Nlodt the feedback can be to the same box,
e.g. measurements of the attributes of a process model caselgeto optimise the process model.
Larger-scale optimisation is also important, however. &a@ample, measurements during execution
of a process can be used both to adjust the theoretical pfodyman to better reflect reality, and
to provide information to help improve it. These improvensecan be fed back into the executing
process, and so on.

The remaining two boxes represent ‘orthogonal issuestragtfucture and human factors. An im-
portant infrastructure issue is the establishment of areefee architecture for a highly-modular
‘Al-enabled’ process management system, covering botlgddsne (off-line) and execution-time
systems. The human factors box reflects the need to takedontmat (throughout process manage-
ment) of the special characteristics of the people invoimeggerforming the processes, and to form
a symbiatic relationship between ‘man and machine’.

These two ‘orthogonal themes'’ are covered first.
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21. Human issues

Section proposed by Nikolay Mehandjiev, University of Mster

21.1. Introduction

Human issues can be divided into two main categories:

¢ involvement of people in the process being managed

e support for people performing process management tasglsicimg process design)

To avoid overlap with the issues covered by the the Domainéiog) section of this document and
by the Knowledge Engineering TCU BLANET, this section focuses on the first set of issues.

21.2. Current state of the art

Most business processes require people to perform at least ef the tasks. Workflow management
systems tend to view people and software resources in the say: as means of carrying out
process steps. At the present state of the art, they can bBedmnly to well defined, routine
processes, introducing even more regimentation into bating jobs. All too often, software is seen
as a means of decreasing costs through automation and stesadian rather than as a means of
enhancing value and quality of he product/service and henstomer satisfaction. It is also used
to monitor productivity, thereby increasing pressure omk&cs further. Unfortunately the quantities
measured tend to be those that aesyto measure (number of calls handled in a call centre, etc)
rather than true measures of value contributed.

¢ Al planning too has traditionally been concerned with awdtion of processes. The goal has
been to build intelligent machines, i.e. to enable machioggerform activities that currently
only people/animals can do. Little attention has been paidniplifying human abilities,
though there is a body of work in the are of mixed-initiativarmers.

Computer-supported cooperative work (Beaudouin-Laf@98) was a very active field in the early
nineties, though activity seems to have died down recemretfocusing on work within virtual teams.
A stream of work within CSCW focuses on Tailorable Workflovems (Kahleet al 2000), where
workers can modify run-time functionality of workflow via gfierences. Industrial psychologists
work in the area of job design, , which focuses on maximishegrhotivational characteristics that
people experience in their jobs (Oldham 1996), and have dtated factors that improve job sat-
isfaction, for example autonomy, variety and responsibilTechnology such as workflow has the
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potential to both simplify and enrich the nature of work. @ohover various aspects of work such
as timing and method is thus considered crucial in workflgpetenvironments, with higher control
leading to better productivity and work attitudes (Jacksbal 1993).

21.3. Research issues

Aim: Understanding of how to achieve a synergistic, synibialationship between human workers
and managers and software systems within business precesse

e How to involve users in controlling their coordination sopipand workflow planning systems?
A decision to empower users so that they can control workflgstesns requires appropriate
interfaces and methods to make this user control possilbles@ interfaces and methods have
to be carefully designed to take into account the expecte@tyaof user backgrounds and
programming skills. The academic fields of End User DevelepiniNardi 1993) and Visual
Programming (Burnett 1995) have researched these issut® igeneral case of software
programming and control. An interesting research directimuld be to see how the general
findings in these areas map onto the specific domain of workflawning.

e How to take into account human issues when at the processlimgdend definition stage
of workflow planning systems? Two approaches that are usethinstream software devel-
opment are Participatory Design (Kuhn and Muller 1993),clraims to involve user repre-
sentatives in the design of new software, and input from stril psychology such as job
satisfaction factors.

e Whatis the optimal balance between users and softwaregiilmndifferent stages of workflow
planning and scheduling?

¢ If planning techniques are to be employed successfully neans of visualisation and expla-
nation need to be developed to reflect the combinatorialraatiuAl planning.

21.4. Recommended actions

e To run a set of trans-disciplinary workshops, which disdihesrelationship between systems
providing user-control of workflow and contributions frofinet areas of Participator Design,
Industrial Psychology, Visual Programming and End Userdliyment. To summarise the
workshop findings in a report.

e To develop a prototype demonstrator to test the feasiklityser control at different stages of
the planning-driven workflow development and enactment.
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22. Infrastructure

Section proposed by Nicola Matino, Centro Ricerche Fiat

22.1. Introduction

This section concerns the need to establish computatiofrabtructure to facilitate research, devel-
opment and end-use planning and scheduling technologydoeps management applications. This
infrastructure can be divided into:

e an open, layered architecture and interface definitions dhaw independently-developed
modules to be combined in a flexible way,

e the software modules that work within this architecture.

PLANET’s role should not be to favour one technology over anothetocenter the debate over
free software, open-source software and proprietary softw Rather, it should aim to ensure that
research, transfer and exploitation can be conductedte#gc Wherever possible, compliance
with existing official and de facto standards and interopiitg with existing solutions should be
encouraged.

22.2. Current state of the art

e the WIMC! has established a reference architecture based on 5 sesrietween workflow
engines and other classes of associated software, and kinggan detailed definitions of
these interfaces. Conformance to the WfMC standards by #@jerrsoftware developers is
mixed, however.

e a 3/ 4 layer enterprise architecture has now become stamqmtadtice in industry, with the
layers consisting of user client software, back-end apptios, and one or two layers of so-
called middleware. The BT 4-layer architecture is desdibe Jim Hutton’s paper on the
PLANET Workflow web pagesWhile this is specific to BT it is probably a typical state-of-
the-art solution.

e there are various competing standards for middleware comts including: CORBA (OMG),
COM, etc. (Microsoft), java-based solutions (Sun Micrdeyss and others)

seehttp://www.wfmc.org/
2seehttp://www.labs.bt.com/projects/planet/Discussion/J imHutton-bttjPrePrint.doc
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e there are a number of emerging standards for interoperaticgsoftware agent from FIPA,
DARPA (KQML/KIF), OMG, etc.

22.3. Requirements

A reference architecture and interface (language / api¢iéog modelling, build-time and execution
is required to enable highly modular approach to researchamplication systems. A modular
approach is necessary to facilitate:

e re-use of software and avoid wasteful duplication of effort
e synergy between the work of research groups developing mgntary technologies
o exploitation of research results as add-on modules todstah software.

e a steady flow of incremental enhancements form researchaprtication.

The architecture must be compatible with the WIMC ref amttiire and API and other standards

22.4. Current research trends and active projects

It may be argued that software technology has developed diycieg the amount that a computa-
tional entity needs to know at runtime in order to be able terivperate with other entities. Com-
ponents have a more tightly defined interface than objealspanvide interoperation primitives in
the form of events that pass highly informative objects teendng entities. Software agents that use
communication languages based on speech acts are somptiesested as being the logical next
extension of this trend. A number of collaborative and ifdlial research projects have been and
continue to be conducted in the application of agents to flmkkmanagement. The collaborative
projects include: ADEPT, ENTERPRISE, TBPM (UK collabovetprojects), EURESCOM Project
P81%.

22.5. Openissues

It is important for PLANET to remain agnostic over middleware technology (CORBA vs. MCO
vs Java Beans, Jini, ...) until matters resolve themselvdélea real world. However, to facilitate
research collaboration, it is necessary to pick one of tiesenologies on which to base a common
research platform architecture.

22.6. Research goals

Development of planning and scheduling servers that cacdesaed by software components in the
same way as back-end application software.

3http://www.eurescom.de/Public/Projects/P800-series/ P815/p815.htm
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CHAPTER 22. INFRASTRUCTURE

22.7. Recommended actions

e draw up reference architecture
e agree interface standards for research collaboratiortsriietwork

e working group to establish interface standards for redeacoperation
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23. Domain / business modelling

Section proposed by Daniel Borrajo, University Carlos fiNadrid

23.1. Introduction

This section is concerned with methods, tools, languages,used to model businesses and other
application domains. In business process managementutpege is to design, improve or define
more precisely the enterprise and its processes. In Al Pi&Spurpose is to find a way of modelling
the problem domain that enables planning and schedulirtthigaes to be performed effectively.
Knowledge engineering (KE) for planning is being addredsethe Knowledge Engineering TCU,
and the reader is referred to KE roadmap for general infaonain KE for Planning a discussion
of issues of specific relevance to business process manag&wgven below. These purposes are
entirely compatible, and there are many similarities betwthe representation languages used. In
business process management the object is normally to defsed of processes, whereas in Al
planning it is more a space of plans/processes that is definerms of operators and/or task
networks). With the growing requirement for flexibility aratiaptability, modelling for process
management is likely to move closer to the ‘planning’ modethie future, however. There is also
a possible difference in the stage of development at whitlvé®n business modelling and KE are
applied. Business modelling is performed when establisteguirements, whereas KE is performed
during early stages of software development.

Where workflow management systems are used, there are ttoctlistages of modelling. The
first is elicitation/documentation or design of the ente@model (including business processes,
resources and organisational structure). This may be deoted, analysed, and simulated using
high level modelling tools such as ARIS. Representatiomfdisms and storage formats tend to be
proprietary. The second step is to produce a lower level immdtable for execution by a workflow
engine. Unfortunately, while there is work by the WfMC todaran official vendor-neutral process
definition language, this has not been taken up by softwanelore so far. Different workflow
products differ considerably in the style and syntax of inguired. It is generally oriented to the
requirements of automated execution of the flow of documamdscontrol between task-performing
resources. It says little or nothing about the nature of éis&g that are linked in this way. Although
some high-level modelling tools do claim to generate wokflitefinitions for specific workflow
engines, this capability is generally felt to be inadequatpresent. Often engineers must write the
workflow definition using a modelling tool associated withk thiorkflow engine, using the high level
model as a reference. It is hoped that tools from Al plannimmy tmelp bridge this gap.

If planning is to be used for BPR problems, the first step wdagddo think at a high level of what
inputs of a planner correspond to the knowledge that BPRstosé, as well as what output of the
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planner corresponds to what knowledge on BPR tools. At a lagél, one could establish the
following relation:

Inputs of a planner

Domain theory: usually composed of a set of operators in STRIPS-like laggudescribed in
terms of pre- and post-conditions). Each BPR domain (eggatitounting domain in an or-
ganisation) can be defined in terms of a set of activitiese(htre terminology can vary and
use other words as tasks, or, even, processes) that arerpeddy organisation agents (either
human or software). Therefore, there is a strong relatidwéen operators in planning and
activities in BPR, but it is not clear yet how to go from an wityi based representation (agents
responsible of a task, resources to be used, time that is tak@erform it) to an operator
based representation (pre- and post-conditions, andnie s@ses, other issues such as time
constraints).

Problem: in planning, problems are described in terms of an initiatesand a set of goals. They
represent particular instances of situations for which woeld like to have a solution. For
BPR, a problem might be described as a process that has tosignelé (modelled) for a
particular task to be performed within the organisationt. iRstance, modelling the purchasing
of an organisation, or the process of installing a new tedephine at a given address.

Initial state: in planning, one has to specify the starting situation ofgbged problem. In the case
of the BPR domain one would have to represent all knowledgetlte organisation has about
itself and can be used for the modelling of a specific procefisimthe organisation. For
instance, the hierarchical and/or functional represeaniadf the organisation, the resources
that it can use in its processes, or the documents that aezaged within the organisation and
travel around, being filled in, or filed, etc.

Goals: they describe in planning what one would like to be true atehé of the solution of the
problem; that is, a set of assertions that have be true in bdiate. In the case of BPR, this
might be represented by the business goal of the organisaiib respect to that process. For
instance, a purchase has to be done, having in mind a set@biitost constraints.

Output of the planners: usually Al planners generate a plan or set of plans. A plankean
seen as a sequence of operator applications that can leadHeoinitial state to a state in which the
goals are reached. In the case of BPR, most processes aemsegwf activities, adding conditional
branches. Therefore, one would have to work on the generaficonditional plans, if a “typical”
BPR model wants to be built.

23.2. Current state of the art

The state of the art is characterised by the large numberigadsdy of representation languages and
modelling tools available. This may be indicative of the ortance of the topic and that a definitive
solution is still a long way off.
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23.2.1. Process management

There are many different modelling tools. Often they areemgive and need skilled personnel,
though there is considerable variation. A common criticisrthat the modelling tools do not pro-
duce output in a format that is acceptable to process deifiritiols. Examples include: iThikKrel-
atively simple to use, systems-oriented), ARIBRENA (both complex, include simulation tools),
ProSim/ProCap

Standard process description languages include: IBEAR, EPIF, PSE, WPDL’, CPR(Core Plan
Representatiofl) SPAR( There are many other proprietary languages associatedpaiticular
tools.

23.2.2. Al Planning

Plan description/modelling languages include: ADL (attifescription language), PDDL (Planning
Description Domain Languad a planning interlingua), TF (O-PI&H, the domain description
language of IxTeT, HSTS-DD¥, Biundo-Stephan papérs theory of action formalisms.

The knowledge engineering TCU discussed requirementsdlarming domain description language
at the September 1999 meeting in Durham. PDDL was seen tofioéedein that it is not equipped
with a methodology or language structure that helped thenite domain modeller. STRIPS/PDDL
was likened to a ‘low level’ language - theoretically exgigs but not pragmatically expressive
enough. Also, the underlying STRIPS-assumptions weregthioto restrict the usefulness of the
language.

23.2.3. Ontologies

Work on enterprise ontologies has been conducted by

e University of Toronto (Fox et al, TOVE project, etc.)

e AlAI (Enterprise and TBPM projects)

A lot of work on ontologies has been sponsored by DARPA, dg.knowledge sharing effdft,
though it is not clear whether enterprise modelling has temressed specifically. (See also the
proceedings of the AAAI 94 workshop on Al and business precesengineering).

http:/iwww.hps-inc.com/bus\_solu/ithink/ithink.htm
2http:/iwww.iwi.uni-sb.defteaching/ARIS/aris-i/aris- e-i/index.htm
3see e.ghttp://www.idef.com/

“4see e.ghttp://www.idef.com/

Shttp://ccs.mit.edu/pifl.html

Shttp://www.mel.nist.gov/psl/

"seehttp://www.wfmc.org/

8http://projects.teknowledge.com/CPR2/

®http://www.aiai.ed.ac.uk/arpi/spar/

Oftp://ftp.cs.yale.edu/pub/mcdermott/software/pddl.t ar.gz
Uhttp://www.aiai.ed.ac.uk/~oplan/

http:/iwww.cs.cmu.edu/afs/cs/project/ozone/www/PCP/ hsts.html
Bhttp:/iwww.informatik.uni-ulm.de/ki/Biundo/publicat ions/publications.html
Yhttp://ksl-web.stanford.edu/knowledge-sharing/READM E.html
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MIT’s Process Handbook is an evolving repository of busime®cess knowledge. Itis also available
in ‘shell’ form for organisations to populate with their osknowledgé®.

23.2.4. Software/knowledge engineering

Software engineering modelling languages and knowledgesentation techniques also cover sim-
ilar ground. The Unified Modelling Language (UMt®has become dominant in object oriented
software engineering and is increasingly being used innegsi modelling too. Recent extensions
improve its usefulness in modelling processes. The CoRBtGlted Requirements Expression)

method originally developed by British Aerospace (Militakircraft) and Systems Designers has
been used by AlAl in conjunction with TF/O-Plgrand is also the basis of the COGSYS EnCore tool
for requirements engineering. The best-known knowledggneering method is CommonKADBS

23.3. Requirements

e easy to use tools combining modelling and simulation cditielsj

e standardisation of representations and tools to aid iptebility and minimise requirements
for re-training when changing to a new tool,

o ability to output to / integration with process definitiorots

23.4. Current research trends and active projects

Relevant active / recent European projects include:
e GLOBE — Esprit (SEMA is partner)
e ESPRIT 4 projects — BPR

e COMPETE (integrated approach to HR-oriented aspects dfi@no)

There is a mutual benefit in liaising with the knowledge ergitng TCU on this topic.

23.5. Openissues

e What is the best way to synthesise business process manaigéstfe&S and ontology mod-
elling languages?

e Domain experts have stated a requirement for new simulédiols. Can we clarify the require-
ment given that simulation tools do exist? Why are existimgj¢ not good enough? Price?
Ease of use?

Bhttp://ccs.mit.edu/CCSWP198/

Bhttp:/www.rational.com/uml/index.jtmpl

Ysee Tate et al paper in the proceedings of the knowledgesitiqniTCU workshop in Salford, April 1999
Bhttp:/iwww.commonkads.uva.nl/
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CHAPTER 23. DOMAIN/BUSINESS MODELLING

23.6. Research goals

A modelling language for enterprises and their activitiestt

e domain experts are comfortable with: they can understaaddtwrite in it
e has arigorous semantics
e has textual and graphical representations

e is executable (for simulation purposes)

is mathematically formal so that the (static and dynamiopprties of models can be analysed

e planning techniques can be applied to.

A means of creating and managing a library of processes Vi@gesi It should include means of
verification / analysis of redundancy

23.7. Recommended actions

¢ define a taxonomy of description languages

e Write report documenting an agreed comparison & classifinaif PM, AIP&S and Ontology
modelling languages

¢ Write a comparative survey of existing software tools.
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24. Planning, scheduling and resourcing

Section proposed by Amedeo Cesta, IP-CNR, Rome, Italy

24.1. Introduction

e apply planning and scheduling techniques where neededyliere combinatorics are signifi-
cant.

e support user, not just automate.

24.2. Current state of the art

e many planning techniques and software, need to be appliedsrt on case-by-case basis.

e some commercial scheduling tools (e.g. ILOG Schedule).eXttely general purpose. Need
to be customised for new applications. need to be used byrtsxfire the tool).

e some successful industrial applications of scheduling.

24.3. Requirements

e integration of scheduling into process management (ancugixe) tools.

24.4. Current research trends and active projects

e integrated planning and scheduling. (Ixtet, HSTS)
e model checking
e SATplan, Graphplan

e generating schedules that guarantee certain behaviotus-éitne, i.e. that are robust against
limited changes in the environment

e constraint based approach to scheduling — liaise withmadcheduling TCU

e mixed initiative planning
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e Projects: Nasa JPL projects (manned Mars missions), DARBj&gts
e decision-theoretic planning (survey article in JAIR issue of 99) — see also execution

24.5. Open issues

e how best to combine human capabilities with planning anéduling:

e automate boring work

e get software to work out the combinatorics and present t&$oil person to use.
e mixed initiative planning

e keep human in control

24.6. Research goals

e planner that is easy for domain experts to use. Could havtetincapability.

24.7. Recommended actions

e Define graduated reference problems
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25. Enactment / execution

Section proposed by Daniel Borrajo, University Carlos lfiMadrid

25.1. Introduction

This section describes the issues related to the applicafia pre-defined process model (or plan)
in the real environment. If we are dealing with workflow tqa@sactment deals with the application

of a process model in the target organisation. In case weeaind with planning, execution deals

with the application of plans to achieve the proposed goalgere are many common aspects that
emerge from the comparison between the enactment of workflowesses and the execution of
plans, such as tasks like monitoring, control, exceptiamdhiag, adaptation, or interaction with the

environment.

25.2. Current state of the art

Most of the current work on execution of plans belongs to thlel fof robot planning, given that most
work on planning has been devoted to developing faster oemowerful planners, and there have
been very little applications of planning techniques witbiganisations. Within this field, there has
been work done in the following issues related to execution:

Conditional planning: since in many domains it is very hard to think “a priori” abalitpossi-
ble outcomes of the actions in the environment, conditigteahning generates plans with branches.
When executing a plan, every time alternatives are fouralcthirent state of execution is consulted
and one branch is selected. Another type of domains whidhine@ similar treatment are informa-
tion gathering tasks, in which in order to select an actioarmther, some data has to be gathered.

Decision-theoretic planning: in many domains, the world is uncertain and/or non detesnini
tic (execution of the same action does not always arrive ¢ostime state). In those domains, it is
needed to explicitly reason about probabilities of flueatisd true, as well as actions to cause certain
effects. (cite survey article in JAIR*1issue of 99, as well as Jim Blythe paper on Al Magazine,
Buridan, Weaver, ...) — see also under planning

Reactive planning:  most work in robotic tasks deals with two types of planninglileerative
and reactive. Deliberative planning is used to generatk leigel descriptions of sequences (or sets
of sequences) of actions to be applied, without consideratf the actual details of the plans. When
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execution begins, control is assigned to a reactive comypahat decides what to do in the real
environment. It selects the next action to be performed raiug to the current state of the system
and the desired goals. In many cases, the reasoning is aesas1p pre-defined algorithm, and in
other cases, it performs a very narrow local search to deslti to do next. Usually, the reactive
behaviour has been learnt by using many different techsicaléhough in some systems it is an “ad-
hoc” procedure built from scratch. (references to work aactive behaviours, PRS, RAP, learning,
reinforcement learning)

25.3. Requirements

In order to apply planning-execution techniques to enantraeworkflow models, there is a need to
consider the following set of requirements:

Techniques for monitoring execution: given the complexity of many organisation processes,
it is very important to be able to continuously look at the anmeent of the processes. Monitoring
should report on tasks that are being delayed, abortedsanred. Sometimes the identification of
any of these issues is very difficult. For instance, it is vesynmon that people forget to notify the
computer (monitoring software) the completion of tasksglmnges in tasks development. Also, in
most situations, people tend to delay the execution of taskauch as possible, allowing very few
time for reaction.

Techniques for exception handling: related to the previous requirement, once a problem is
encountered, there is a need of defining procedures for eegmf the flaw. There have been some
work in the field of planning with respect to re-planning, aedovery from failures that could be
of some help to workflow failures. From the point of view of Wfiow systems, exception handling
is usually performed by “ad-hoc” procedures that applieggithat a problem is detected. In con-
trast, by allowing a declarative representation of opesatihe system might be able to reason about
possible failures and how to solve them.

25.4. Open issues, research goals, and recommended actions

Analysing the current research trends and the state of tlmmadhe execution of plans, the following
is a set of subjects that are pending to be solved:

How to combine user preferences: usually a process that is being enacted is composed of
many tasks to be performed by people with different roles diffdrent qualifications. Assigning

a task to a human is usually performed having in mind the setle§ that s/he is able to perform.
However, there are other aspects that are worth considsticigas user competence (even if a person
is able to perform a given task, in what type of tasks is s/atfyrgood at?), or user preferences (what
type of tasks does s/he really enjoy performing?). Alsoegithat some tasks have to be performed
by a group, this arises issues such as how to arrange the nooktgtive group. Some of this issues
are strongly related to the currently very intensive fielkidwledge management.
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CHAPTER 25. ENACTMENT / EXECUTION

This generates the goal of developing theories that defideeason about user models with respect
to the assignment of tasks

Flexible working with overall plan: in most cases, detailing all possible aspects of the tasks
can cause users to loose interest on their work. It is a bgtiezy to provide some level of freedom
for the execution of tasks, allowing decisions to be madehkyhuman when executing a task. This
is analogous to the integration of deliberative and reaghlanning in robot tasks. A given degree
of reactivity, allows the robot to be better prepared to cejib uncertainty and non determinism. A
given degree of freedom, also allows the user to be preparednicertainty and non determinism,
but also influences his/her way of looking at the work. Theésis how to combine the overall plan
with the specific interests of the humans that have to carryrmuplan steps.

The associated goal would be the definition of models thatvalb generate processes at various
levels of detail, and interleave the execution of a highllplan with a somewhat reactive component.

Can plan repair or re-planning techniques be helpful in exce ption handling / jeopardy
management?  As mentioned before, there has been some work done fromainaiplg perspec-
tive with respect to handling plan failures during executiti is not clear how this work should help
and/or influence the workflow jeopardy or failures.

It would be needed to study the sets of possible failuresdhatoccur within the enactment of a
process, and the set of repair procedures for those failures

How to provide personalised view of process (visualisation of big picture):  another
of the features that users find very important when perfognainiask of a process is knowing issues
such as: why am | doing this?, where does this document coome?fr or who should read this
document afterwards? All of them deal with the problem ofirgivthe users the ability to inspect
at a certain level of detail the connections between the&igcthey are performing and the overall
picture of the whole set of processes of the organisation.

A research goal in this respect would be the description nélske visualisation techniques for parts
of processes and the relationships among the processesoofamsation, having in mind security
issues.

How to combine and interleave plans for multiple humans (age nts): if a distributed
plan has been generated, the execution of that plan shoutidanthe interactions of the plans for
each agent and combine the executions in the most effectiye Wiso, it should solve problems
arising from the failure in an agent plan that has conneatiith other agents plans.

The definition of a protocol of communication and negotiatietween agents plans, execution of
plans, failures, and repair methods would be needed.
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26. Adaptation, optimisation and metrics

Section proposed by Daniel Borrajo, University Carlos lfiIMadrid

26.1. Introduction
Proposed by Paul Kearney

In this chapter, we will discuss an increasingly importaspect of workflow enhancement: how
processes can be optimised/adapted according to desigthaneement problems. We will also
discuss about the metrics considered for changing the gsese In general, there are two places in
the application of workflow technology to organisation msses in which changes to the processes
are involved:

Design phase: when designing a given set of processes, the user might wafitéain an optimal
process model according to a set of metrics and constrdirgisally, time and cost have been
the only metrics considered for optimisation. Also, opsation has been mainly a manual
process, helped by the use of (sophisticated) simulatidraaalysis tools.

Enhancement phase: when a process is being enhanced, many mismatches (might) be-
tween the designed process and its actual implementatidwe rdle of adaptive workflow
would be to feed the design and/or enhancement with thosmaifies in order to opti-
mise/adapt the process to the real situations.

Following the analogy between the process of applying plantechnology and workflow technol-
ogy that appears in chapter 18.3, there are several aspattwarkflow and planning have (or not)
in common with respect to optimisation:

Design phase: the goal of both tasks (planning and workflow enhancement)abtain a process
(plan) to be enhanced (executed) in the ‘real’ world. Howewdile workflow has always
considered optimisation (of time and cost) as a part of issgephase, it has not always been
the case for planning. In the case of planning, the main esipigon satisfying a goal, rather
than on finding an optimal plan. This is mainly so, due to theaay inherent complexity
of finding ‘a’ plan. When plan quality is considered, it hagbenainly computed as ‘plan
length’, instead of using any user defined metric.

There have been though several approaches that try to ptaspfional solutions (cite some). In

most cases, the approach has been to learn control knomedgede the planner towards ‘good’
solutions.
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Enhancement phase: the second main goal (should we say the first one) of both tagksen-
hance (execute) the designed process (plan). Here, we atbadime differences between
workflow and planning. Workflow enhancement is currentlyyvetidely done, so most or-
ganisations that have been (re-)designing their processellowing them. However, very
few applications of planning systems have been built and.u$@erefore, from the optimi-
sation/adaptation point of view, there are many more lesgorbe learned from workflow
applications than from planning applications. Since ofgation/adaptation coming from the
enhancement (execution) needs to know what types of faikceila occur within the execution
of a process (plan), we might have more information comingnfivorkflow.

Listing all possible metrics is an infinite task. Howeveerthare some that have been considered in
many applications:

Cost: measured by whatever means. Currently, ABC analysis is aamyrcarried out within
business processes.

Time: usually measured as time steps of the process.
Quality: e.g. defect rate in a product, delays and dropped packetaahnaork.

Value of the end-product: e.g adding an extra processing stage may increase the Viathe o
end product more than it increases the cost.

Flexibility: the ability to change processes quickly is important.
Processes that are highly optimised w.r.t. cost or time mel{/lve inflexible.

Robustness: the probability of success of the processes.

A related issue is the use metrics to motivate and assesetf@mance of people. Inappropriate

metrics can have the opposite effect to that intended. Famele if targets are perceived as impos-
sible, then people will ignore them. Thus if a target is madgemdemanding it may in fact decrease
performance. Similarly, taking a call centre as an exanmgieépbvious’ performance metric is num-

ber of calls handled per day. However, this encourages &tdfeep calls short, which may mean
that poor answers are given leading to more calls. This ingg@pparent productivity, but customer
satisfaction goes down. The ‘correct’ productivity metmeist take into account whether the caller
was satisfied, but this is more difficult to measure.

In the next sections, we discuss issues related to optiimisatith respect to: open questions; re-
search results; barriers to technology transfer; and swéwnd application requirements.

26.2. Current state of the art

The following is a set of results that might be used to apgrdhe open questions of previous section:

e There are all types of mature optimisation techniques cgrfriom Al and operations research
such as: heuristic search; genetic algorithms; or lingasgchic programming.

e There have been some approaches on planning for betterosal(Ambite and Knoblock)
and learning to plan for better solutions (SteppingStonglify, or Hamlet)
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CHAPTER 26. ADAPTATION, OPTIMISATION AND METRICS

26.3. Requirements

Here, we discuss what the workflow tools and applicationsighbave in order to allow optimisa-
tion:

Integration with process design and enhancement tools: optimisation and adaptation
procedures should be integrated on one hand with processliimgdechniques (for obtaining good
models), and, on the other, with process enactment toaladf@pting the models according to actual
enactment of the processes)

Interaction with the user: an important aspect of the tools consists on allowing the tese
interact with the optimisation and adaptation proceducethat s/he is able to direct towards process
models that comply with user expectations

Use-definable metrics and optimisation parameters: the user should be able to provide
in a given language descriptions on how metrics should bepoted, as well as parameters for
controlling how optimisation and adaptation should be qgrenied

26.4. Open issues, research goals, and recommended actions

The set of open questions with respect to optimisationfadiap and metrics are:

e Do workflow applications really need metrics different thame and cost? If we are going
to define tools for performing adaptation/optimisation ading to user defined metrics, we
should first make sure that users will need different typeseifics. A possible recommended
action would be to survey in some organisations about tiiects

¢ What language should we use to provide those metrics to gters? We should study what
are good languages for describing those metrics, so thahpat users of the tools are able to
easily define metrics by themselves

e If multiple agents are used, how should their respectiverioseebe combined/negotiated?
Should it be left to execution time or should it be worked oeftdoe execution starts?

e What is the set of possible failures of a process (plan)? obigih this question also appears
in the section on execution, within this section, it refasshe generation of plans that are
optimised according to, for instance, less probabilityasfufre

e How should workflow enhancement influence optimisatiorpéation? This issue is related
to the plan repair techniques in the execution section

¢ Where should design/enhancement optimisation knowledgeedrom? There might be three
different types of sources: experts on a given domain (ttmyally know what models are
wrong and why, what resources should be assigned to what task experts on BPR or
workflow enactment (usually they work on consultancy firmd provide advice on how dif-
ferent organisations implement their processes); legrfiom past executions of the workflow
or from the history of the processes execution in the orgdiais.
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26.4. OPEN ISSUES, RESEARCH GOALS, AND RECOMMENDED ACTIONS

e Are there experts on resolving failures of execution, oicmating problems? This issue is
related to the previous one. Usually, in big organisatidvesé is people in charge of this task
that could be of great help.

e Can the systems recognise a ‘good’ solution? Or how do wealefiocedures for computing
how good a model is?

e How should the interaction with the user be integrated whaimising? Optimising a process
might result in a less intelligible process, so an analysisvhat is preferred.

When trying to apply optimisation to process design/enbarent, the following is a list of possible
and actual problems:

e The user might not know/distinguish when s/he needs opitiois.

e How does the user describe optimisation and metrics knayeled
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27. Summary and conclusions

This document has presented the first issue offb&NET R&D Road Map for Al Planning and
Scheduling applied to Workflow Management. In an appliedigime such as this, a Road Map
must not only identify research challenges, but also mdtemtto current and projected end-user
requirements. It must also consider the process by whichethdts are incorporated into the tools
of the trade of the end-users and application developerghémore, necessary preconditions for
successful application of the results must be taken intowttc This version is an important step
towards a coherent strategy, but is not itself the definaivewer. The Road Map needs to be a living
document that is developed and updated and regular ingerval

27.1. Main achievements

One of the main achievements to date has been to develop arstartting of how the ‘world view’,
vocabulary, challenges, etc. of Business Process / Workflawagement relate to Al Planning and
Scheduling. This has been possible because of the actitieipation of a small number of workflow
and process management experts from end-user organsatimhconsultancy companies. The site
visit to BT to gather information on existing (non-Al) softwe applications was also extremely
valuable in this regard. The TCU must make every effort t@ime more end-user representatives
(not just researchers, but problem owners) from a spectiuimdastries. A number of commercial
software vendors are registered on the TCU mailing list lavelnot as yet participated actively. It
is important for such organisations to become actively lvew. For planning techniques to be of
practical use they must be integrated with, or must interfa¢ commercial workflow management
systems (WfMS) and other related software.

Requirements have been classified as short, medium anddongs follows:

Short term:  address short-comings in current-generation process geament software. The
most important items in this category are: integration bisgiuling and resource allocation/management
algorithms into workflow management software; and incaagion of a planning capability to en-
able a WfMS to modify the process instance automaticallynduexecution, to cope with failure,
changed objectives, and other exceptions.

Medium term:  Current generation workflow software handles high volumetine processes,
typically involving low-skill workers. The medium term ragiements concern extending this support
to high-skill knowledge workers. This may involve, for exale, building process awareness into
software tools.
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Long term:  More radical (e.g. adaptive self-organising) approaclislessing the need for or-
ganisations to function in a business environment thatieamsingly uncertain and subject to change.

This document has also made a start on identifying planréoprtiques and research goals that
address these requirements. In addition to the applicafigtanning and scheduling algorithms we
discuss: advantages to be gained from using Al plan reptatéems for processes, ideas from plan
execution (especially in uncertain environments), andkeor adaptation optimisation and metrics.
Further work remains to be done, however, to identify specésearch goals and projects.

Two further topics are also discussed: human issues arabtnficture. It is important to remember

that much of the work in a business process is performed bplpe®ften technology is seen primar-

ily as a means of cutting costs through automation rathar émdnancing value by enabling people
to work more effectively. The result of treating people lik@chines is often demotivation, high

staff turnover, loss of productivity, etc. In addition, hamqualities are under-utilised. There is a
danger that must be guarded against that planning and dofgetkchnigues may make this situation

worse rather than better. The discussion of infrastruattainly focuses on the need for a reference
architecture and interface standards to Al-based softiie to be integrated with each other, with

conventional process management software, and with thergleenterprise infrastructure.

27.2. Main recommendations

The TCU is playing a useful role in closing the gap betweenstiy and academic research. How-
ever further work is needed:

e to make researchers aware of the real challenges and datswhthe workflow domain;

e to make application and tool developers aware of what Al milzgn and scheduling research
has to offer;

e to address practical issues of integrating planning anéduding technology into suites of
application software, and of making the techniques usaplgical software engineers, ana-
lysts, etc.

e to form a consensus on medium and long term research goals.

The Road Map should be seen as a living document and be egtandaupdated regularly.

Specific recommendations on how to do this now follow:

e active membership of the TCU needs to broadened to include mad-user organisations
from a broad spectrum of industries, and developers of catialdusiness process software
tools. To achieve this, we must show what these organisatidihgain from participation;

e we should build up a library of descriptions of applicati@esarios. The site visitto BT led to
very useful insight into the challenges faced by real workfipplications and the approaches
currently used to address them. These are documented irisiheeport. However, we need
similar examples form other companies and other industries
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CHAPTER 27. SUMMARY AND CONCLUSIONS

e there is potential scope for use of developments of exigblagning, scheduling and plan
representation techniques to address short term requitsmerhis needs to be confirmed
through case studies of real business problems to claréybtnefits to be gained, practical
feasibility, etc. Note that to be of practical utility, thechniques need to be usable by an
average software or business process engineer, and todggated into the wider business
process toolset of the organisation. The TCU should playeainoppromoting and facilitating
such projects.

¢ we should hold workshops focussed on key open issues orrcbsehallenges identified in
the Road Map. One suitable topic for such a workshdpyisamic re-planning and resource
allocation in a distributed execution environmenthe BT site visit report can be used to
provide a context.

e Site visits to gather information on application requirerseneed to be followed with specific
proposals on how the problems can be addressed. These aioposid identify solutions
based on current planning results or longer-term researdes@lopment targets.

e The TCU should not itself propog®ojects but should identify topics for projects and encour-
age its members to conduct them. The TCU can also play a maa&img role in bringing
together compatible partners.
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Appendix A: Ideas arising from BT OSS
meeting

The following are ideas arising from the meeting of 7th Oetob999 in London with the BT OSS
specialists. Some points identify requirements, otheestifly Al techniques that might be useful
in addressing problems typified by the BT OSS applicationsstvf them need further study to
evaluate benefits and penalties compared to the technigoenty employed:

Representation and reasoning:

e conditional plans (choice points represented explicitly)

declarative way of representing conditions (deductivalbases)

Actions can be performed during execution (cancellation,) eLanguage to describe?

Evaluation of benefit (and ‘cost’) of formal language use.

Errors in date entered-need to handle uncertainty, plus formal reasoning coulg thetection
/ correction

Planning / plan repair / re-planning

e use of case-based techniques for plan template selection?

e automatic changing of process (adaptation of process /rpfaair) — switch process mid way
through

e Many repair methods in CSS. Can we do anything to help? Effectdelling and execution.

Scheduling / temporal reasoning

e considering resources when scheduling

Optimisation:

e use of a multi-valued optimisation function
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Modelling / process design:

e modelling: library of processes / activities— creation andnagement. incl. verification /
analysis of redundancy

e dependency between process templates: changing one regeges change to others. Min-
imise and manage dependencies

e continuously receiving new restrictions on how processdtabe: legislative, business rules,
restrictions due current state of market, market practicetave defined language within
SHAMASH - Daniel will check whether demo will be possible.

e Requirement for simulation tools — can we clarify requirensegiven that simulation tools do
exist? —why are existing tools not good enough? Price? dasead

Other

e graphical visualisation both for ‘controller’ and for ‘wiaer’ within a process (definitely needed,
but can planning results help here?)

e Mmixed initiative systems
e generation of explanations from plans
e produce timing estimates using bottleneck estimates, etc.

e multiple orders for same customer — coordinating site ¥jgtc. — could also consider external
supplier

e prioritisation of jobs in queues (system vs. manager vs)user
e anticipating jeopardy and failures (datamining, histakinfo)

e inter-company processes — integration

e maintenance of code. Can Al add anything?

e general need for integration with lots of software systems

Possible follow-up actions:

e Possibility of focused tutorial as a kind of return meeting.
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Introduction

On-line scheduling involves a number of research and dpuwedmt aspectd?LANET aims to con-
centrate on them. These include, among others, the solatidpnamic constraint-based scheduling
problems, multi-criteria scheduling as well as the develept of anytime constraint solvers. On-line
scheduling is relevant for many applications involvinghbtime and cumulative aspects. Currently,
various academic and industrial nodesPfANET are intensively working on both the application
and research aspects of on-line scheduling. Thereforeg dollaboration in this area will cause a
significant enhancement in the development and transféreaieichnology.

The aim of this roadmap is to analyse on-line scheduling dkepto extract its main characteristics
and to give an overview of the current techniques to answemthThis document is organized as

follows:

An overview of on-line scheduling (chapter 28),

A description of several on-line scheduling applicatiocisapter 29),

An analysis of the main characteristics of on-line schedu(chapter 30),

An overview of the current techniques to answer the numegugstions raised by each issue
and the difficulties which remain ; all these questions asem@bled in a table (cf. p.191)

where a degree of maturity is associated to the current igobs for answering a question

(chapter 31)
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28. Overview

We use the term on-line to refer to operational constraifs.on-line system must interact with

the outside world in a continuous and reactive way. Thusliranscheduling means bridging the
gap between theoretical scheduling and real-world scivegluln real-world problems, the notion

of scheduling is not clearly differentiated from the notiohplanning and implies reasoning about
actions, states, resources and time globally. Moreovakwerld problems are dynamic, uncertain
and often unpredictable.

The objective of scheduling is either to bring the contlfystem into a given state or to perform
a given level of service permanently. In either case, thesitafeatures of a solution provided by
scheduling are its feasibility and its quality. A new featwf any solution is its adequacy to the
context as it is when the solution is provided. The fasterdbietion is produced, the higher its
adequacy is. As finding feasible and high quality solutiorsy take a long time, there is an obvious
contradiction between solution feasibility and qualitytbe one hand and solution adequacy on the
other hand. We think that this contradiction is the main pFobof on-line scheduling as compared
to off-line scheduling and that it must be addressed.

There are different software architectures for on-linageyss, such as blackboards or systems with
reactive and deliberative components. Although the cpmeding techniques are quite mature, it is
still difficult to have a clear separation and interactiofirgon between the reactive and deliberative
components.

When scheduling actions, itis necessary to specify on wieictporal horizon one wants to schedule,
i.e., which set of possible actions and which temporal wivglfor them one considers. This horizon
may be fixed either statically or dynamically. In the lattase, it is difficult to determine a good
trade-off between computation time and horizon length. uitirlevel scheduling, a problem can be
modeled by a set of nested horizons, with a scheduling gasibubssociated with each of them and
increasing with size. The interactions between scheduénegls has to be defined. Instead of high
levels making high-level decisions that are imposed on tdexels, these lower levels may continue
to use as advice the solutions produced by higher levels.edervthey must be able at any moment
to make decisions by themselves, when the adequacy of tbkass has clearly become too bad.
See hierarchical planning, blackboard systems and mixigidtive problem solving.

Once scheduling horizons have been fixed, we have to decida wihew schedule should be com-
puted. This will influence the solution adequacy. The scledshould recompute a new schedule
when new conditions invalidate the current schedule, ornntie end of the current horizon is

closed. An invalidating condition can be a new event (e.gewa activity, a resource failure, a new

criterion requested by the operational user) or a new efitm@rom sensors (e.g. an updated tem-
poral constraint). Rescheduling can be either event drargueriodic. For detecting and repairing

an invalidating schedule, we need tools for solution anslysonflict explanation and relaxation

proposal. There are many links with research on solving-oeestrained problems.
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A major operational constraint is temporal constraint csming. We can distinguish three kinds
of temporal constraint: (i) the temporal deadline is knotine, system must deliver a good solution
before the end of a given time contract, (ii) the temporaldiiea is unknown, the system can be
interrupted and asked for a solution at any time, the scleedhlould perform well on average during
a specified temporal interval, (iii) the temporal deadlisaunknown, the system chooses the right
moment to deliver its solution. The first case (i) impliesngsa mechanism for algorithm selection
depending on time contracts. For tree search methodsnitgsritant to estimate the number of nodes
developed by the search. It is difficult to have a reliabléngstion, especially in an optimisation
context. The second case (ii) implies using iterative mashavhich progressively increase the size
of their exploration at each iteration, from a greedy sedoch complete search. The last case (iii)
implies using a meta-reasoning mechanism based on thenradtidility. Cases (ii) and (iii) are very
challenging.

Most of the time, the scheduler has to solve a dynamic probiertine sense that the new problem
to be solved is different from the previous one (the schedutiorizon has been shifted, some of the
previously scheduled actions have been executed, charmehawe to be considered). However, it
is not so different. The scheduler can benefit from a learnieghanism based on solution reuse,
on reasoning reuse (set of no-goods), or on both. Specexestt has been devoted to incremental
constraint retraction mechanisms. Sometimes, problemggsare difficult to identify.

Robustness is an important property of solutions. A sotuisosaid to be robust if it resists changes.
A related property is flexibility. A solution is said to be fible if it is easy to repair, in the case

of problem changes. We need a model of the possible changedénto produce change-proof or
flexible solutions. Models of uncertainty have been studiiechathematical research, for example
in Decision Theory, Utility Theory and Game Theory. The MarkDecision Process extended to
problems with constraints is a promising research directio

Solution stability is important in all applications wherdeamges in schedule are costly or difficult to
execute. A new solution is stable with respect to the pres/ame if there are few changes between the
two solutions. But it must be noted that a contradiction appbetween solution quality and stability.
Several algorithms are currently being developed and éxgeted to produce stable solutions.

Sometimes, the problem or its solving method are distrihut&@he reason may be geographical
(different places), organisational (different compahigssimply because it is easier to solve (prob-
lem decomposition). If we want to introduce either coogderabr conflict resolution, distributed
decision-making protocols have to be proposed. See mystitascheduling techniques.

A difficult problem remains: how to validate an on-line schlay system ? And how to measure
the solution adequacy ? We can compare the on-line schedliitean optimal off-line scheduler, as
is done in research about on-line algorithm.

In conclusion, we think that on-line scheduling requiregtar work on theory, algorithmic and
experiments. Itis a real challenge to obtain efficient gierteols for on-line scheduling, comparable
with problem-dependent approaches.

On-line scheduling is a combination of several Artificiaditigence research areas, e.g. Operations
Research, Constraint Satisfaction Problems, ConstraigicLlProgramming, Planning, and realtime-
oriented research areas, e.g. Hard-Real-Time Systemgjmayroblem solving. Other related
research areas should be employed: Case-Based Reasoranbinkl Learning, Decision Theory,
Utility Theory, Game Theory, Risk Management, Markov DamisProcess, Reinforcement Learn-
ing, On-Line Algorithms, Multi-criteria techniques ...
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CHAPTER 28. OVERVIEW

The novelty of on-line scheduling compared to off-line shleng resides mostly in new solution
properties, such as its adequacy, its robustness, itdistaBiuch properties can be in contradiction
with its quality. Dealing with this issue is the main chatienof on-line scheduling.
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29. Examples of industrial applications

29.1. Dynamic Workforce Scheduling for British Telecom

Simply stated, field workforce scheduling is about sendimgright employee to the right customer
at the right place at the right time with the right equipmeat any time and in any operational envi-
ronment. For BT, which employs over 50,000 field engineewkiorce scheduling is critical, and

its ability to provide high quality service while achievingaximum productivity and low operational

costs is vital to the company’s success and competitiveness

29.1.1. The Problem

Many factors contribute to the complexity of the problenrsEiskill requirements vary immensely.
There exists three distinct operational areas - businassegidential customer access, national busi-
ness communications, and core network - which are the resiibity of three separate BT divisions.
Second, the workforce being dispersed all over the UK hag tménaged in a decentralized way by
autonomous centres (called domains). For example, th®Qferson workforce in the customer
access division consists of 175 separate groups that epsithiin nonoverlapping geographical do-
mains.

Whatever the domain or the division, scheduling decisicesadl subject to a complex set of re-
quirements and objectives. These requirements refleaiatdrallocation constraints and corporate
rules, and they determine the feasibility and acceptgbift work assignments. Formally, BT'’s
workforce scheduling problem may be defined as a complexanidf the vehicle routing problem
featuring multiple vehicles, multiple depots, compatipitonstraints, time constraints, operational
constraints, synchronisation constraints, and conftictjnality objectives.

Constructing feasible and good-quality work schedulesutitese conditions is hard in itself but the
problem is further compounded by the inherent instabilftthe environment. Indeed much schedule
information is uncertain, imprecise or incomplete: BT atgldustomers may request, cancel, or
amend orders unpredictably, engineer availability is scijo last-minute changes and estimates of
task duration and travel time cannot be totally accuratakwontrollers may modify provisional
work assignments and review business objectives at any &ingbthe environment itself (weather,
traffic conditions) is unpredictable.

Therefore, a scheduler must continuously incorporate res& tb generate valid work assignments
but it must also minimize the impact of these data on the otm@rk schedule. Indeed, anyone in-
teracting with the work-allocation system (e.g. a resounemager) must be provided with schedule
information that is as stable as possible over time.
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29.1. DYNAMIC WORKFORCE SCHEDULING FOR BRITISH TELECOM

29.1.2. An On-Line Scheduler

In 1996, the Intelligent Systems Research group of BT hagued an on-line scheduler (OLS)
based on a combination of heuristic search and constrasgereasoning to solve BT’s field work-
force scheduling problem. OLS has been based on two prexipl

e coupling loosely an on-line allocator and a predictive sither to preserve responsiveness
while benefiting from global optimization (Fig. 29.1), and

e using a uniform constraint optimization approach to prevadgeneric and efficient underlying
computational model.

Dynamic
scheduler Diata
visualizer
A
Scheduler for
aimple tasks k
T Schedule - > Cin-line
A hAZET allocator
Scheduler for
complex tasks

Work management system

Figure 29.1.: The on-line scheduler (dynamic schedulensists of a schedule manager that stores
and communicates the provisional schedule to the work-gemant system, a sched-
uler for complex tasks and a scheduler for simple tasks taabgically produce the
long-term schedule, an on-line allocator that adjusts thedule before dispatch and a
schedule and data visualizer (a desktop computer) fieldiresaontrollers and man-
agers use to access problem and schedule information.

A tree search algorithm and simulated annealing algoritbrmfthe predictive component of OLS.
They are run every five to fifteen minutes to generate a pravaischedule (which typically cov-
ers two days), which is then fed to the on-line allocator. Bieline allocator dispatches work
assignments to engineers. It is triggered by external syémt example, tasks requested by on-line
engineers, or tasks that require immediate attention bdfary become failed business targets. By
default, it simply forwards the assignments prescribechangrovisional schedule to the engineers,
but it may modify these assignments if unforeseen events bansed infeasibility or suboptimality.

Ideally, one would tackle instability by capturing and re@isig about elements of change using
such techniques as stochastic programming. However, @rsdifficult to forecast the evolution of
BT's workforce scheduling environments accurately. Altbbh we have identified general patterns
(for example, on customer calls), no forecasting model @iete enough to be exploited during
scheduling.

The allocator’s decision making is rule based, and the sobjfie reasoning is limited to a subset of
the resources and tasks so that it can deliver answers vaifiein seconds. The contents of the answer
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itself is kept to a strict minimum: e.g. on-line techniciaare just given their next assignments, not
a 2-days plan. The objective here is to make sure that sdhgdiicisions will be as synchronous
as possible with the real world at dispatch time. Reduciregstope of the reasoning and restricting
the form of the answer are two methods amongst others toacthiés objective.

29.1.3. Present and Future

Rolled out in 1997 and reaching 20,000 engineers in 1998, Witlis\Work Manager is saving BT
$150 million a year on operational costs. When deployed tvertargeted workforce of 40,000
people, the system will save an estimated $250 million a.y&arerall, OLS has reduced BT's
operational costs, improved the integrity, quality, andgistency of work allocation for the whole
workforce; improved customer satisfaction; enhanceduesocontrol; and offered BT the potential
of simplifying its work-management organization.

Technically, OLS has demonstrated that integrating héciggarch and constraint programming is a
successful approach for tackling (static) large-scal@strial vehicle routing problems. Experimen-

tally, the mixed scheduling strategy implemented by OLSortsterm reactive scheduling coupled

with long-term periodic scheduling - has proved superioa fgurely reactive strategy on this prob-

lem.

However, many guestions remain unanswered, to give but atHew often should we reschedule?
What should be the scope of reasoning of the allocator angrduictive scheduler? Could we make
the two components really collaborate? Could we use otherdiding components: e.g. schedule
analysis, schedule repair? What does optimization medreigantext of rescheduling? etc.

These questions apply to other classes of on-line schedplioblems and simply underline the

difficulty researchers and practitioners have to undedstamd define what the on-line scheduling
problem is about from a computational viewpoint. This, imtiexplains the present absence of tools
and methodology, not to mention theory, that address andaheduling problems satisfactorily.

29.2. On-Line Scheduling at Thales

We present briefly three examples of on-line schedulingesyst currently developed at Thales LCR
(ex Thomson-CSF).

29.2.1. Defence weapon scheduling

The first system is a defence weapon system. It regularlyspigmostes to attacks. The system
is autonomous and cyclic. The period is very short. A plamt ik a solution to a scheduling

and resource allocation problem, is computed at each cydtme precisely, the problem consists
in associating some missiles to the current detected eneaaist while respecting the physical
constraints of the weapon system (like limitations to theotgce allocation). There is not always a
solution with all the tracks well engaged, so, the optimaatriterion is a function of the missile to

track association.

The operational constraint specific to this on-line systethat the solving method should end before
the end of each period and should always return a solutionffifient quality. It means that we must
develop a specific algorithm, doing an incomplete searchusinty the available computation time
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the best way. Such an algorithm is called an anytime alguritht dynamically adapts its search,
taking into account the difficulty of the instance to solves tleadline and the evolution of the quality.

29.2.2. Airline scheduling

The second system is an interactive tool to solve the aisiaeduling problem. One needs to sched-
ule the time of arrival of each flight, taking into account @& constraints. These constraints are
induced by the structure of the approach area (number ofaysynumber of arrival procedures), the
characteristics of aircraft (weight, wake vortex, landdigtances, fuel capacity), the estimated land-
ing time and the airlines’ and airport authorities’ stragsg The objective function is to maximise
the number of flights that will be cleared to land within a tiperiod and to minimise the delays
imposed on certain flights.

This is an on-line problem because the environment is higihamic and unpredictable : the flow of
aircraft entering the terminal area is continuous and wseen events should be taken into account
(unavailable runways, weather conditions, ...). The systeust maintain a feasible schedule and
continuously adapt it to the evolution of the situation.

29.2.3. Optimal mapping for signal processing on parallel a rchitectures

The third system is an interactive tool to help the partitignand scheduling of a signal processing
application on a parallel computer. A solution for this gystis to map data on the processors and
schedule the tasks on each processor. The dimensioning patallel computer is also a part of the
solution. There are several criteria to be optimized, likeimizing the computer cost or minimizing
the signal processing latency. These criteria may be adiotaay. The user can control the search by
assigning some variables, or by forbidding some values igbassignment. Then, the system must
solve again the problem, modified by the user. Moreover, #& builds a solution by specifying
which criterion is to be optimized and how much time is ava#a

Thus, it concerns multi-criteria optimization algorithms dynamic problems. Therefore one needs
methods which, starting from the previous solution and tle®ipus reasoning, allow a new solution
to be rapidly found, as close as possible to the previous one.
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Introduction

This text is the result of a two day brainstorming about ae-lscheduling between Gérard Verfail-
lie (ONERA, Toulouse, France), Simon de Givry (Thales LCRs&), France), and David Lesaint

(British Telecom, Paris, France). This brainstorming aina¢ a better characterization of what is
new with on-line scheduling, when compared to a classiddira scheduling. The underlying idea

was that is useless to start with difficult technical devalepts before the nature of the real problem
to solve has been well defined.

30.1. Preliminaries about scheduling

30.1.1. Scheduling problem definition

Usually, in theArtificial Intelligencecommunity,planningis defined as the reasoning task that aims
at choosing a set of totally or partially ordered actiond tilbow the controlled system to reach a
given state. On the other hand, in Bgerations Researctommunity,schedulings defined as the
reasoning task that aims at choosing resources, eithdraiogartial order between actions, either
temporal windows or precise dates, that allow the set obastidefined by the planning task to be
achieved.

In other words, planning implies reasoning about actiorssystem states, and scheduling implies
reasoning about actions, resources, and time.

But it has been observed for many years that this usual digimbetween planning and scheduling
is not really relevant when dealing with real problems, ihgtlies globally reasoning about actions,
states, resources, and time. So, although we use thesehmedulingin this text, the reader can
replace it byplanning and scheduling

30.1.2. Two kinds of task to perform

When looking at real problems, one can see that there existrtain kinds of task to perform, and
thus two main kinds of context in which scheduling is invalve

With the first kind of task, the objective is to bring the catigd system in a givestate When this
state has been reached, the task is finished. To land a safiaetthe surface of a planet or to hit a
given target for a military aircraft or missile are two exdewof this kind of context.

With the second kind of task, the objective is to perform pemently a given level o$ervice The
task is permanent. It is never finished. To manage either &t BAservation satellite or a space
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telescope, to manage either air traffic or air crews insidaiamaft company are some of the many
examples of this kind of context.

30.1.3. Solution feasibility and quality

Whatever the kind of task to perform, the main features oflatiem provided by scheduling are its
feasibility and itsquality :

e a solution is said feasible if it meets all the physical amhi®logical constraints ;

e a solution has a sufficient level of quality if it meets all treed user requirements, concerning
either the state to reach or the service to perform; its ebeetl of quality depends on the
way it satisfies all the user criteria (or soft user requiratag note that the frontier between
hard and soft user requirements, that is between constrirdatisfy and criteria to optimize
depends on the way users express their objectives : for drathpy can require a spacecraft
to land, either within a given area, or as close as possikdegiven point at the surface of the
target planet; they can require, either all the clients eéld. to be satisfied, or the maximum
level of all the unsatisfied clients to be minimized.

30.2. Nature of the on-line scheduling problem

30.2.1. On-line versus off-line scheduling

Usually, the termoff-line schedulings used when action execution and scheduling are not con-
nected : actions are scheduled and then executed as thepdmvescheduled.

Conversely, the terron-line schedulings used when action execution and scheduling are strongly
connected: actions are scheduled but, as soon as they argegkeexecution results may modify the
scheduling problem to solve.

In the Automatic Control community, the teroff-line schedulings often replaced by the teropen
loop schedulingand the ternon-line schedulingdpy the termclosed loop schedulingsee figure 30.1
and 30.2 for a graphical representation of both types ofduditey contexts.

Action Action

Scheduling Execution

Figure 30.1.: Off-line or open loop scheduling.

Action Action

Scheduling Execution

Figure 30.2.: On-line or closed loop scheduling.
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30.2.2. Uncertainty, dynamicity, and unpredictability

When people speak of the on-line scheduling context, thinafse the following sentences in dif-
ferent forms :The level of uncertainty is high. The environment is higigtyainic and unpredictable

In fact, when they use the terdynamicity they refer to the stream of events coming from the
controlled system itself, from its environment, from itets or from other systems.

When they use the termncertainty they want to refer to the uncertainty at a given time aboigt th
stream in the future : uncertainty about system failuresuabction results .. .

When they use the termnpredictability they want to specify that neither probabilistic knowledge
about this stream in the future, nor any knowledge of thig tigoavailable. It is often the case with
events coming either from users, or from other systems withimulti-agent system context, for
which there exists no predictive model.

30.2.3. Reactivity versus scheduling

In this kind of context, a first question arisesNhy to schedule when everything changes at any
time ? Would it not be better to adopt a reactive behaviortés proposed in théMarkov Decision
ProcesgMDP [70]) and Reinforcement Learninf4] approaches ?

We think there are at least three kinds of situations whelnedualing may be preferred to a reactive
behavior :

¢ the level of dynamicity and uncertainty is not too high; sbhestuling remains meaningful ;

e system users want to be sure or almost sure, either to readhotll state, or to perform the
required level of service; thus, they want to look behindrtaet action : for example, delaying
an action may allow another one to be performed ;

e operational constraints require to anticipate and thuskedule; it is for example the case
when execution cannot follow decision immediately : eithecision needs time to be sent to
the system (it is the case for example with an interplanespgcecraft), or execution needs
time to be prepared (human beings have to be informed angettaicomponents have to
be designed, ordered, assembled or carried); it is alsodke when only limited temporal
windows are available to control the system (it is the caseXample with non geostationary
satellites).

30.2.4. Solution adequacy

In the dynamic context of on-line scheduling, a third feataf any solution, in addition to its feasi-
bility and its quality, is itsadequacyto the context as it is when the solution is provided.

If producing a feasible and high quality solution on the badia given context at timetakes a lot
of time, and if this context has completely changed when ¢hatisn is provided at time’, then this
solution is of no interest to control the system : its adegusaull.

As any reasoning, even the simplest one, takes a minimum Aimehis adequacy can never be
completely guaranteed. Itis only guaranteed within tifyte At any timet, scheduling can anticipate
the state of the system at time- At¢, choose a solution that fits this state, and send it to theaont
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system at + At¢. But nothing prevents it against any unforeseen changeeisythtem state between
t andt + At.

30.2.5. Solution feasibility and quality versus solution a dequacy

As finding feasible and high quality solutions may take adaagount of time, there is an immediate
contradiction between solution feasibility and quality, the one hand, and solution adequacy, on
the other hand.

If it is difficult to find feasible and minimum quality solutig, that is solutions that satisfy all the
physical and technological constraints and all the mininuser requirements, it may be impossible
to obtain a given level of solution adequacy in a very dynagoiatext, without sufficient computing
resources. That implies that it may be impossible to cortrelsystem correctly. It is certain that
kind of situation should be detected either statically anatpically.

Given a dynamic context, a given amount of computing ressjra given reasoning complexity, the
higher the quality of the produced solutions, the longettithe to produce them, and the lower their
adequacy.

We think that the presence of this contradiction is the maieity of on-line scheduling with regard
to off-line scheduling and that dealing with it is the mairaldbnge of on-line scheduling.

30.3. Architectural choices

To go further, it may be useful to precise some usual architatchoices.

30.3.1. Usual architecture

Firstly, we make the assumption of a high level control systehich is composed of two compo-
nents : aeactiveand adeliberativecomponents.

The function of the reactive component is :

e to organize the normal life of the system to control,
e to react to events coming from the system itself, its envirent, its users, and other systems;

e to call and to control the deliberative component, when seasy.

The function of the deliberative component is to make and/eletecisions (actions to perform,
resource allocations, action schedules, starting dat@swhen called by the reactive component.

To be more precise, it is the role of the reactive componeimfmse temporal constraints on the
deliberative component. Itis not its role to make decisifmmsvhich the deliberative component has
been designed.

Figure 30.3 shows such an architecture.
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Environment
Users
Other systems

-

Physical Systen
Sensors + Actuators \ \

Low Level
ContolSystem [ J——— ]
Perception Action
\ | |Reactive component
High Level

Control System

\ | | Deliberative component

Figure 30.3.: Classical architecture of a on-line contysitem.

30.3.2. Scheduling horizons

When scheduling actions, itis necessary to specify on wiigigtporal horizon one wants to schedule,
that is which set of possible actions and which temporal wiveifor them one considers.

This horizon may be fixed either statically or dynamically.the latter case, its length may be fixed,
either by the reactive component when calling the delilderatomponent, or by the deliberative
component itself.

It may be either simple or multiple. A multiple horizon is d& sénested horizons, with a scheduling
granularity associated with each of them and increasing site. For example, within an one hour
horizon, dates are specified to within one minute. Within aa day horizon, they are specified to
within one hour. And, within an one month horizon, they aredfied to within one day. One speaks
of amulti-level scheduling

Moreover, a specific reasoning task may be associated withlemizon. For example, in production
management, resource assignment is usually decided ortdomghorizons, action scheduling on
short term horizons, and action starting dates on very sbort horizons.

30.3.3. Scheduling frequencies

Once scheduling horizons have been fixed, it remains to dextid/hich frequency a new scheduling
is called.

At worst, it has to be called just before the end i of the current horizon, at + h — d to take
into account a maximum time for reasoning, and applied at+ i (see figure 30.4). But, it may be
decided to call it more frequently (see figure 30.5).

30.3.4. Interactions between scheduling levels

If we make the assumption that the deliberative level is cosad of at least two levels of scheduling :
a normal level and another one whose horizon is restrictédemext action, we have now to define
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t t+h

t+h-d t+h t+2h

Scheduling horizon /

Reasoning time

Figure 30.4.: New scheduling call at the end of the currenizba.
Scheduling horizon

t t+h

t+dh-d t+dh t+dh+h

Reasoning time

Figure 30.5.: New scheduling call before the end of the ciirherizon.

the relations between the different scheduling levels.

With classical off-line scheduling, these relations aeacl: high levels make high level decisions
that are imposed on lower levels.

With on-line scheduling, they are not so clear because ofdhéradiction between, on the one hand,
the feasibility and the quality of the solutions and, on ttieeo hand, their adequacy. Reasoning on
larger horizons allows solution feasibility and qualitylde increased. As with off-line scheduling,
lower levels would have to follow the solutions produced hghler levels. But producing these
solutions may take a lot of time and their adequacy may bedome/hen important changes occur.
So, lower levels may continue to use as advice the solutimduped by higher levels, but they must
be able at any moment to make decisions by themselves, whaad#tuacy of these solutions has
clearly become too bad.

30.4. Reasoning task features

30.4.1. Temporal constraints on reasoning

Temporal constraints on the reasoning of the deliberatbrappnent may be imposed either by the
reactive component, or by the deliberative componentfitsel

In the first case, one usually distinguishes betwaytimeandcontractualcontexts :

e in anytime contexts, the time at which a solution will havebi provided is unknown; a
solution may be asked for at any time;

e in contractual contexts, this time is known.

In the second case, itis the deliberative component whiagtages itself the tradeoff between reason-
ing time and solution quality, using a kind of meta-reasgrabout its own reasoning capabilities :
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on the one hand, going on reasoning may increase solutiditygea the other hand, as time passes,
scheduling opportunities may disappear, changes may,cmedithus solution quality and adequacy
may decrease.

30.4.2. Solution robustness

Scheduling on a given horizon implies to reason about thigskof uncertainty:

e uncertainty about the events that may occur between therdueasoning time and the begin-
ning of the considered horizon and between the beginningtendnd of this horizon, coming
from the system itself, the environment, the users, or adlgstems;

e uncertainty about the observations delivered by the p&aregasks;

e uncertainty about the effects of the scheduled actions.

As far as knowledge is available concerning these evensgreations, and effects, a scheduling that
is asrobustas possible facing them will be searched for.

30.4.3. Problem dynamicity

When regular schedulings are planned, as in the context wfefig0.5, or when important changes
occur and impose to build a new schedule before the curremegpires, one obtains what is often
referred to as alynamicproblem, in the sense that the new problem to solve is diifefiftom the
previous one (the scheduling horizon has been shifted, sbthe previously scheduled actions have
been executed, changes may have to be considered), but diffesent.

In this case, it may be interesting to exploit the proximigtween both problems to produce more
quickly a feasible and high quality solution for the new pesh, and to maintaistability between
successive solutions.

30.4.4. Solution stability

This latter requirement is important in all the applicasomhere changes in the schedule are costly
or difficult to execute. It is the case when execution musiehasen prepared for a long time :
human beings have to be informed and trained, componenéstbde designed, ordered, assembled
or carried.

But it must be noted that a contradiction appears betweetiagolquality and stability : for example,
if we systematically favor solution stability, solution ajity may decrease as changes occur and
differences between the current problem and the first ongadyg grow.

30.4.5. Distributed reasoning

When there are several reasoning and decision centersthibiediecision centers can always be seen
by a given decision center as a part of its environnement, iBare want to introduce either cooper-
ation, or conflict resolution, distributed decision makjprgtocols have certainly to be proposed.
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30.5. Conclusion
As a conclusion, we have to emphasize :

¢ that the main difference between off-line and on-line scifiad is certainly that a third crite-
rion appears in addition to the classical feasibility andligy criteria for assessing a solution :
its adequacyto the current situation ;

¢ that, because reasoning takes time, complete adequacyeeanbe guaranteed andtantra-

diction appears between feasibility and quality, on the one hardiadequacy, on the other
hand.

To sum up, one could say tham-line scheduling is the art of reasoning in time about a plax ob-
ject, composed of a system state, a set of user objectives, apessible actions, a set of predictive
models ... which evolves with time
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Introduction

This document follows the structure of the previous chafter We outline current techniques to
answer the numerous questions raised by each point and fflealdes which remain. A list of
guestions and answers deal with each point. The first sedésoribes the architectural choices. A
new subject on validation is added. The second section candke reasoning task features. All
these questions are assembled in a table in the last sedtiere\a degree of maturity is associated
to the current techniques for answering a question.

31.1. Architectural choices

31.1.1. System architecture

Q1: How to organize the various functionalities of on-linstems ?
Several ways of organizing a system have been proposed:

¢ the blackboard approach [21, 50] specifies a programmingdigm for on-line systems ; this
approach involves maintaining a single consistency smiutif reference and to analyse the
solutions produced by several algorithms ;

¢ the classical dichotomy proposed by [46] between transfitional and reactive systems ;
an on-line scheduling system is composed of two layers: &taf deliberative tasks that
make and deliver decisions, and (b) a reactive part thatlbariputs and controls the system
; layer (a) contains non-deterministic reasoning fundiorunlike layer (b) which contains
deterministic algorithms.

Many theories and techniques are able to describe and ineplethe reactive layer, such as Au-
tomaton Theory, Decision Tree, Petri Nets, Rule-Baseday$B8] and Synchronous Programming
[14, 59, 6, 3]. These techniques are mature and already ndaddustrial contexts. There are some
tools for verifying formal properties of automata, like MedChecker [71, 66].

Q2: How to distinguish between reactive and deliberativepa

The distinction between deterministic and non-deterrtimialgorithms is difficult. In the case of
a limited reasoning time, non-deterministic algorithme aery incomplete. They become deter-
ministic, like greedy search algorithms. When temporaldieas are deduced by the reactive layer
when observing the external environment, these deductitmsrequire algorithms with reasoning
capacities.
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Q3: How do we limit the size of pending problems ?

The reactive part generates a list of problems that must lvecdby the deliberative part.
Q4: How to guarantee that temporal deadlines will be met ?

See section 31.2.1 “Temporal constraints on reasoning”.

31.1.2. Scheduling horizons

Q5: How to select the right scheduling horizon ?

The horizon can be imposed to some extent. For example, tagrdoe a commit horizon where
the schedule is fixed ahead of time for communications orrdihsiness reasons. Here, operational
constraints imply that the scheduling horizon must be higien the commit horizon. It was one of
the arguments for preferring scheduling over reactive el (cf. Reactivity versus scheduling).

The horizon is limited by the level of dynamicity and uncertg Beyond a certain limit, the sched-
ule is not reliable. Its adequacy is zero.

Q6: What is the right trade-off between scheduling horizod eomputation time ?

The horizon has a direct impact on solution quality and cawampan time. A wider horizon will take
more time to compute and will produce better solution qualit

We can tune computation time by varying the horizon lengtloriter to respect operational con-
straints like temporal deadlines. This tuning can be domenycally either by the control part or
by the reasoning part itself. The first case implies usinigegitase-based reasoning [7, 69] or more
complex anytime algorithm controls based on performancéips [96]. The second case implies
using contract algorithms which are able to adapt their derify by varying their search parameters
(like the horizon).

Q7: What is the increase in the cost of the schedule if we axereactive ?

It is important to analyse the impact on the solution qudligyvarying the horizon length. A similar
analysis is done by varying the degree of dynamicity. Thilygis can be theoretical (see Online
algorithms in section 31.1.5), or it can be pragmatic.

A pragmatic approach has been studied in the case of dynahicle routing problems. [55] anal-
yses the loss of solution quality as the degree of dynamiicdseases.

Q8: How to combine different scheduling horizons with difft scheduling granularities ?
Q9: How to select the right abstraction detail ?

Another aspect of scheduling horizon is the fact that youregmesent the same problem by sev-
eral modelisations with different horizons and differemargularities. This multi-level scheduling
approach could use abstraction techniques [56, 83] to eetheccomplexity of high levels with large
horizons. The interaction between scheduling levels isudised in section 31.1.4.

31.1.3. Scheduling frequencies

Q10: How often do we reschedule ?

The scheduler should recompute a new schedule when newtiomsdinvalidate the current sched-
ule, or when the end of the current horizon is closed. An ideing condition can be a new event
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(e.g. a new activity, a resource failure, a new criterionuextied by the operational user) or a new
estimation from sensors (e.g. an updated temporal congtrai

At worst, rescheduling has to be called just before the erth@fcurrent horizon. So the solution
adequacy could become very bad if new conditions occur duttie current schedule. At best,
rescheduling is called at each new condition.

In practice, rescheduling can be either periodical (at gamiiod, less or equal to the scheduling
horizon) or event driven (at each new event). If you know éyabe current problem state and how
it will change as time passes, until a new event occurs, thentedriven rescheduling is the best
strategy. Otherwise, if you cannot forecast problem cha@gdime passes, or you can only forecast
them for a short period, especially if the current probleatesis based on predictions, then the best
strategy is to reschedule periodically.

Q11: What is the impact of scheduling frequency ?

The frequency of rescheduling has some important effed¢te.ablvantages of more reactive schedul-
ing (with high frequency) are a better quality of servicegiugquests are quickly taken into account),
a better robustness to uncertainty, the ability to contirslyo update and improve the schedule, the
avoidance of getting stuck in local minima. The drawback &harter time for the solving method
and, therefore, a possible decrease in terms of qualityeo$thedule.

Q12: How to filter problem changes ?

In the case of event driven rescheduling, a way of reduciegélscheduling frequency consists in
being more phlegmatic about external events. It can be dpfigtdring and aggregating the events.

31.1.4. Interactions between scheduling levels

Q13: How do the dispatcher and the scheduler componentsecatep?

A classical on-line scheduling system is composed of a tiiepa and a scheduler. The dispatcher
is an on-line allocator which contains and maintains, inactige way, a consistent solution used
as a reference for a very short scheduling horizon. It execthe part of the current schedule
corresponding to the current time. It reacts immediatelyew external events by modifying the

schedule (without optimisation). The scheduler is an ojgttion function which produces a long-

term schedule.

There may be interferences between the dispatcher and lieelder, because both are modifying
the schedule. For example, the dispatcher fixes a part ottiedlsile, by executing it as time passes.

Q14: What kind of interaction is there between the schedubnels ?

For high scheduling levels, their scheduling horizon isevs their computation time is long. Their
solution quality should be good, but their solution adeguaay be bad. In order to obtain good
solution adequacies, it is important that lower levels drke do take into account new problem
changes directly. The schedules found by higher levels thiltefore be used by lower levels as
advice and not as orders. This implies that lower levels hle # repair an inconsistent schedule.
See appendix A “Absence of solution”.

Potential techniques are: hierarchical planning, blaektdsystems [21], mixed-initiative problem
solving [79, 50].
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31.1.5. Validation

Q15: How can an on-line scheduling system be validated ?

The correctness of a system can be checked by a formal spéicificand verification approach.
Alternatively, it can be validated by a large number of expental tests. In the second case, the
system will run several randomly generated problems.

Q16: How to measure the quality of an on-line scheduling atgm ?

The quality of the solutions produced by an on-line schedufiystem is mainly assessed off-line.
First, we can compare the solving method with benchmarkgeddby other methods. Next, we can
compare the on-line dynamic scheduler with a static scleedulhat is the cost of the schedule if we
have all the data in advance compared to responding to protianges as they come in ?

Online algorithms

An online algorithm [80, 4] receives the input incrementatine piece at a time. In response to each
input portion, the algorithm must generate output, withknbwing future input. In a competitive
analysis, an online algorithm A is compared to an optimalio# algorithm OPT. An optimal off-
line algorithm knows the entire input sequence in advancecam process it optimally. Given an
input sequence |, let' A(1) andCOPT(I) denote the costs incurred by A and OPT in processing |.
Algorithm A is called c-competitive if there exists a comdta such tha€’ A(I) <= ¢xCOPT(I)+

a, for all input sequences |. An analogous definition can bergier online maximisation problems.
We note that a competitive algorithm must perform well orirghut sequences.

The online algorithm approach compares two algorithmsgusither a minimum horizon (for al-
gorithm A) or a maximum one (for algorithm OPT). This approaould be adapted to produce a
theoretical comparison of the impact of different alganthwith different horizon lengths.

31.2. Reasoning task features

31.2.1. Temporal constraints on reasoning

Temporal constraints on reasoning are particular exangdleperational constraints. Other exam-
ples are limited computation resources, limited memorcepacontinuous usage without failure,
language restrictions, operating-system restrictiotts, e have distinguished three kinds of tem-
poral constraint.

e Case 1.- Q17: How to obtain an algorithm which produces a geadtion with respect to the
deadline ?

In the first case, the temporal deadline is known, the systeist deliver a solution before the
end of a given time contract. The system must select and tarsalving method depending
on the time contract. This can be done automatically or byesoser choices.

[58, 72, 81] dynamically adjust the depth of a look-aheadcteanserted in a Best First
Search method. [18, 91] dynamically adjust the convergepead parameter of the Iterative
Approximating method. Contract search algorithms are dpéiwestigated at Thales LCR.
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These algorithms adapt their search complexity dynanyieeith respect to the time contract,
by using domain-dependent knowledge [43]. [5, 62] seleetridpht algorithm off-line by do-
ing experiments with domain-dependent benchmark problg¢&® automatically constructs
hybrid algorithms using a learning procedure.

Q18: How to estimate the size of a search tree ?
Q19: What is the overhead of the estimation method comparttetsearch method ?
Q20: How to adapt the estimation method to optimisation ?

Q21: Can we trust the estimation result ? What is its varia@Rc€an we use a confidence
interval ?

For tree search methods, it is important to estimate the eurabnodes developed by the
search. This estimation gives a way of choosing the righdrédtgm which will end just before
the deadline.

An empirical estimation of the size of a search tree is givelmuth’s sampling method [57],
by iteratively generating random paths in the search treeitiks method has been improved in
different ways by [68] and [17]. Initially applied to satisftion problems, it has been adapted
to optimisation problems in [61].

For local search methods, it may be easier to adjust theipotetion time to the given time
contract. For example, the simulated annealing algoritlas tvo main tuning parameters:
a temperature decrease scheme and a number of tries peoldeahperature. Tuning these
parameters will produce simulated annealing which will gust before the deadline, at a
low-temperature level where better quality solutions maydund.

e Case 2.- Q22: How to obtain an algorithm which performs wekay time ?

In the second case, the temporal deadline is unknown, themsysn be interrupted and asked
for a solution at any time. The algorithm should perform wail average during a specified

temporal interval. [73] shows that a simple general cor$iva can produce an interruptible

algorithm from any given contract algorithm with only a shwinstant penalty.

Iterative methods and local search methods are good cdadidaor example, Limited Dis-
crepancy Search [48, 47] increases the size of its explorgtiogressively at each iteration,
from a greedy search to a complete search.

e Case 3.- Q23: How to choose between continuing search &fford delivering the current
solution ?

In the third case, the temporal deadline is unknown, theegysthooses the right moment to
deliver its solution. This meta-reasoning capacity is dasethe notion of utility [90, 36, 51].
The utility of a solution as time passes is a combination oédgomance profile and a time
cost function. [45] uses a utility function to monitor prebt solving algorithms.

Unanswered questions are:
Q24: Can we have reliable performance profiles (with littiiation) ?

Q25: How to select the right performance profile for a partésyproblem instance at run-time
?

Q26: How to build the time cost function ?
(related to the notion of scheduling opportunities)
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Q27: How to measure the quality of a solution at run-time (nalised quality) ?
(see the approach on anytime bounding of the optimum [2524],

Q28: What is the minimal computation time required to getst fiplution ?

This makes a distinction between a mandatory portion (tainkd first solution) and an optional
portion (to obtain an optimal solution), as proposed in t@recise computation model [82]. In
general, for satisfaction problems the time needed to firehaible assignment increases exponen-
tially with problem size. For scheduling problems howevteis often possible to postpone a task if
there are inconsistencies with it. So, a greedy searchitigowill find a first schedule rapidly. See
methods such as [2, 16].

Q29: What is an acceptable partial solution for my problem ?

If there is atemporal limit (e.g. atime window) for a conféidttask, this task will simply be discarded
from the schedule. In this case, only a partial solution dlldelivered.

Q30: What are the ways of producing a partial solution rapi@l

One way consists in simplifying the problem. For examplensdard constraints are changed
into soft constraints. Then a local search method will deéoc solutions which minimise the soft
constraint violations (see A.2).

Q31: Have we forgotten to look at the problem? (complexigkpe

We are sometimes too pragmatic in our efforts to solve a prakdnd field a useful system. We often
don’t have the time to reflect and investigate just why thénéues used delivered a solution.

Recent research shows that there is a great similarity eetwee physical and computational world.
NP-complete problems have much in common with physicalesystwith many states (such as
ferro-magnetic structures, spin glasses, and the likels Ads brought together statistical physicists,
mathematicians and computer scientists in their quest foetter understanding of the nature of
NP-completeness and just what makes a problem hard.

Current state of the art (see the recent Topical Conferenc®-hardness and Phase Transitions
at http://www.cs.strath.ac.uk/"pat/cv/triesteProgramme ) addresses only aca-
demic problems such as satisfiability, graph colouring, benpartition, ...

Yet this research has identified startling phenomena, ssitfteecomputational complexity peak coin-
ciding with the solubility phase transition, theories tegict this, and the phenomenon of emergence
of “backbones” within problems during search.

What has not yet been looked at is the occurrence of thes@ptara in real problems, and how this
will influence our choice of solution technique.

31.2.2. Problem dynamicity

Q32: How to reuse knowledge about the past in order to soleetinrent problem more quickly ?

Theoretically, problem changes can be viewed as a set otraimsaddings and removals (unary
constraints included). This is the core of Dynamic Constr&iatisfaction Problems (DCSPs) [28].
Both constraint maintenance systems and solution reusedlalgorithms are affected by constraint
addings and removals. Removing constraints will affectaiestraint maintenance system, but not
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solution reuse (previous solutions remain valid but canuteaptimal). Adding new constraints im-
plies classical propagation for the constraint mainteaaystem, and previous solution may become
inconsistent.

Note that it can be hard to assess problem changes. For exaaaldar produces a list of tracks at
each cycle. It is difficult to match tracks from one cycle totuer.

Q33: How to build dynamic constraint maintenance systems ?

The problem is to dynamically maintain a certain local cetesicy level (most of the time, the arc-
consistency level) inside the constraint store. When soeweproblem changes occur, the system
must be restored to a consistent state, independent of kbndeconstraints, and then propagate the
effects of the new constraints. The restoring process isdabnstraint retraction.

Two different approaches implement constraint retraction

¢ “justification-based method that would compute and exiieep the dependencies between
constraints resulting from consistency checking and dameduction ina TMS [29] or ATMS
style [26]; this has been developed in the frameworks of @aimt Satisfaction Problems
(CSPs) [67, 27, 53], of temporal networks [15] and of Coristreogic Programming (CLP)
[20, 32]; the drawback of these methods is that they slow dthvenconstraint maintenance
system while computing the dependencies and are therafstly evhen no retraction is used”
[40];

e constraint graph-based method that determines the rélevdrgraph to modify upon con-
straint retraction [65, 41]; no dependency computed dupirmpagation; this has been devel-
oped in clp(FD) [19, 40, 41].

Q34: How to implement constraint retraction for global ctiaits ?

In both approaches, it is still a challenge to depropagatelmgconstraint incrementally after having
enlarged the domain of some variables.

Constraint retraction is also very useful for:

e tree-search methods using intelligent search (for keepargof an assignment during back-
jumping or dynamic backtracking);

¢ local search methods (for moving from one complete assigimmnoeanother);

e conflict explanations (for extracting conflicts).

Constraint retraction does not exist inside current contimbconstraint programming tools.
Q35: How to reuse solution and reasoning for efficiency pagso?

Solution and reasoning reuse has been studied for DCSP®xXiimg approaches can be classified
into three groups [89]:

e heuristic approaches, which use any previously consistesigpnment (complete or not) as a
value heuristic [49];
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e local repair approaches, which start from any previouslgsistent assignment (complete or
not) and repair it, using a sequence of local modificatioids §8];

e constraint recording approaches, which record any kindatraint (called a no-good) which
can be deduced in the framework of a CSP and its justificafiomrder to reuse it in the
framework of any new CSP which includes this justificatioB][7

Solution and reasoning reuse can be combined [49, 87]. [@@pares six different complete search
algorithms for dynamic CSPs. The dynamic version of DynaBecktracking has good overall
behaviour.

In case of optimisation problems, the notion of no-goodiahy used in satisfaction problems, needs
to be extended. See [23, 22] for the Valued Constraint Satisin Problem (VCSP) framework.

In satisfaction or optimisation contexts, some difficidteill remain:
Q36: How to avoid memory overflow with no-good recording roésh?

Q37: How to apply no-good recording methods within incortgptece search methods ?

Other learning approaches are machine learning [1] andlzased reasoning. Case-based reasoning
helps on-line scheduling by using previous experienceas(meing decisions) and by combining
solutions (re-using several solved smaller CSPs) [69].r&treeval of cases is based on the definition
of context that are characterised by constraints and ofitingaiteria [7].

31.2.3. Solution robustness

Q38: How to produce a robust solution to face uncertaintywthevents, observations and effects ?

A practical approach is to compute flexible solutions. A sioluis said to be flexible if it is easy to
repair in case of problem changes. A simple way of gettingblexschedules consists in inserting
slack between tasks.

Instead of computing a schedule with all the variables assigmore flexibility can be gained by
sequencing all the tasks for each resource without asgjgask start and end times. This flexible
schedule is conflict free: all the disjunctive constraints emoved by adding some precedence
constraints. We are left with a precedence constraint gvapdre it is easy to change a start or end
time and to recompute a complete solution.

Moreover, the notion of temporal flexibility may be used a®arstic for making flexible schedules
[16].

Q39: What is the right tradeoff between robustness and tyali

Robust schedules can be sub-optimal. Robustness andyqgaiaitwo criteria which have to be
optimised.

Q40: Do we have a model of uncertainty about events, obdengaand effects ?

In the Constraint Satisfaction Problem framework, différsnodels and associated algorithms have
been studied:
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e Fuzzy CSPs [30, 31], where constraints define a certain@l ev each forbidden tuple; a
minimisation algorithm looks for solutions which minimiige maximum level of forbidden
assignments;

e Possibilistic CSPs [76], where a certainty level is asgedido each constraint; a minimisation
algorithm looks for solutions which minimise the maximunadeof unsatisfied constraints;

e Probabilistic CSPs [33], where a probability is associdtedach constraint; a minimisation
algorithm looks for the most promising solutions;

e Mixed CSPs [34, 35], where a solution is valid whatever the state of the world;

e Recurrent Dynamic CSPs [92, 93], where heuristic repaithiodt are experimented for find-
ing solutions that are more likely to remain valid after cas that temporarily alter the set of
valid assignments.

Models of uncertainty are also studied in mathematicalaete such as Decision Theory [54],
Utility Theory [90, 36] and Game Theory [90].

[85, 42] distinguishes two probabilistic models:

e the probabilistic information about the occurrence of afoteseen event is available and the
probability distribution is stationary, i.e. non-depentien time; this is the case for the above
CSP frameworks;

e the probability distribution is non-stationary; only apgimations can tackle this case; such
approximations consist in a reduction to a stationary ctse,use of randomly generated
probability distributions with best and worst case analysir a transformation into forecast
data by detecting trends and seasonal variations in past dat

Risk management deals with the uncertainty of the occuerefan unforeseen event and the impact
on the decision making process if the unforeseen event ©¢88}.

Q41: How to extend Markov Decision Process to problems vdgtistaints ?

Markov Decision Process (MDP) [70] proposes a rational wiadealing with uncertainty. It defines
an expected global gain criterion by aggregating gains éimglactions (e.g. scheduling a task) and
realisation probabilities (e.g. probability that a tasklWwe a success). A Dynamic Programming
algorithm is used in the MDP framework to compute optimaliges. Probabilities are learnt, in
fact approximated, either off-line from simulations, or-lome from the observation of the system
behaviour [84].

31.2.4. Solution stability

Q42: Is solution stability really mandatory ?

If there are people involved in executing or controlling sehedule process, stability of the suc-
cessive solutions may be required. Instead of producinglestsechedules, we may apply a least
commitment strategy, e.g. do nothing until it is mandatolyis not always necessary to give a
long-term schedule to operational users. This is the caggTdechnicians. Only a very short-term
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schedule is transmitted to these operational users, @iggghem the next customer to visit. On the
other hand, operational managers need stable schedules.

Note that solution robustness is a more proactive apprdenhgolution stability [92].
Q43: What is the stability criterion to minimise ?

A distance or metric of changes has to be established in éodesmpare two solutions. Possible
metrics are: (a) a weighted sum of time shifts, (b) a countctif’ies shifted in time, (c) a sum of
changes of positions of activities on a resource. Note ths¢€ (a) and (b) imply that exact start and
end times of activities are computed, not only orders betvwaivities on resources.

Q44: How do we combine the stability criterion with the opsiation criterion ?

A simple method is to set an upper limit for one criterion andminimise the other criterion.

If the optimisation criterion is the makespan, minimisir@usion changes will also minimise the
makespan. In [52], the upper limit of the makespan is theipusvmakespan value plus the dura-
tion of problem changes (e.g. duration of machine breakrd@mount of increase of release dates).
Otherwise, optimisation should minimise both criteria.e Seulti-criteria optimisation techniques
[74, 37].

Q45: What are the possible techniques to get stable sokutton

In the framework of Constraint Satisfaction Problems, smvnethods based on solution reuse can
produce stable solutions [49, 63, 88].

In Constraint Programming, [52] describes a method callefepence-based search which focuses
search on parts of the search space with smaller changes.yiBhils a good strategy in a limited
time context. The method combines heuristics for valuectiele and a refutation mechanism for
cutting bad nodes.

[75] uses Linear Programming techniques to minimise smuthanges expressed by the metric (a).
A Linear Programming solver is applied to a sub-set of casts having total unimodularity which
produces super-optimal complete assignments in polyridimia, with integer values for variables.
These assignments, called probes, drive and scope bdckiacch on resource constraints in par-
tially consistent assignments. If a probe satisfies allugsoconstraints, then this is a new and better
solution for a branch and bound search.

31.2.5. Distributed reasoning

Sometimes, the problem or its solving method are distrihulédne reason may be geographical (dif-
ferent places), organisational (different companies)irop$/ because it is easier to solve (problem
decomposition).

Q46: How to manage conflict resolution between several mreiagoand decision centres ?

Conflicts between different on-line control system units managed by a high-level control of these
systems. We can distinguish between two kinds of cooperatio

e The first one causes conflicts between reactive componettkisAevel conflicts are about the
goal of the system. Resolving them can change the way théwegarts continue to manage
the system. As an example of conflict, two weapons systemplaarto hit the same missile.
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e The second one brings conflicts directly to deliberative ponents. The highest levels can
detect conflicts of goals and even conflicts occurring in godl calculations. For example,
for hitting distinct targets, two weapons systems can tyse the same resource.

Several protocols have been designed to solve distributdziggns. Some of them use an extension
of the constraint satisfaction paradigm. This extensioifi@sisearch spaces by exchanging infor-
mation on their own problem resolution. This informatiotoals detection of conflicts which are
usually solved according to a partial order between ag@xsl1, 44].

There are difficulties such as:
Q47: How can possible conflicting local goals be combinednioeerall objective ?
Q48: Can we trust information coming from different comgan(the veracity problem) ?

The distributivity can force a reactive approach (withoptimisation), in order to reduce communi-
cations.

Multiagent scheduling

In a multiagent system, the solution of an on-line scheduprmoblem emerges as a consequence
of the interaction among a set of agents. Two main approachese followed: first, splitting
the problem into several agents that locally solve the gmband globally negotiate the integrated
solution; and second, assigning a resource (or type of respto an agent which is in charge of
providing the service to other agents [10, 60, 94, 64].

31.3. Basic roadmap

All the questions of both sections 31.1 and 31.2 are assehibkvo tables, one about architectural
choices and the other about reasoning task features. Aalefjreaturity is associated to the current
techniques for answering a question. This degree is retatedevel of research and development
efforts for obtaining a mature technique. We distinguistween three coarse levels of effort :

e short-term means an effort of 1 or 2 years ;
e mid-term means an effort of 2 to 5 years ;

¢ long-term means an effort of 5 to 10 years.
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Ref. Questions lLevel
about S|M|L
Architectural choices h|i|o
o|d|n
r g
t
[System architecture
1,31.11 How to organise the various functionalities of on-line syss ? *
2,31.11 How to distinguish between reactive and deliberative parts *
3,31.11 How do we limit the size of the pending problems ? *
4,31.1.1 How to guarantee that temporal deadlines will be meet ? *
[Scheduling horizons
5,31.1.2 How to select the right scheduling horizon ? *
6, 31.1.2 | What is the right trade-off between scheduling horizon apmjgutation time ? *
7,31.1.2 What is the increase in the cost of the schedule if we are \@agtive ? *
8,31.1.2 How to combine scheduling horizons with scheduling graritigs ? *
9,31.1.2 How to select the right abstraction detail ? *
|Schedu|ing frequencies
10,31.1.3 How often do we reschedule ? *
11,31.1.3 What is the impact of scheduling frequency ? *
12,31.1.3 How to filter problem changes ? *
|Interactions between scheduling levels
13,31.1.4 How do the dispatcher and the scheduler components coepzrat *
14,31.1.4 What kind of interaction is there between the schedulingle? *
Validation
15,31.1.5 How can an on-line scheduling system be validated ? *
16,31.1.5 How to measure the quality of an on-line scheduling algarith *
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Ref. Questions Level
about S|IM]|L
Reasoning task features h| i |o
ol d|n
r g
t
|Tempora| constraints on reasoning
17,31.2.1 How to obtain an algorithm which produces a good solution tin¢ deadline ? *
18,31.2.1 How to estimate the size of a search tree ? *
19,31.2.1 What is the overhead of the estimation method compared teetheeh method ? | *
20,31.2.1 How to adapt estimation method to optimisation ? *
21,31.2.1 Can we trust the estimation result ? ... *
22,31.21 How to obtain an algorithm which performs well at any time ? *
23, 31.2.1| How to choose between continuing search efforts and déligeéne current solution 7 *
24,31.2.1 Can we have reliable performance profiles (with small vaoigt? *
25,31.21 How to select the right performance profile for a particulestgem instance ? *
26,31.2.1 How to build the time cost function ? *
27,31.2.1 How to measure the quality of a solution at run-time (norsediquality) ? *
28,31.2.1 What is the minimal computation time required to get a firétison ? *
29,31.21 What is an acceptable partial solution for my problem ? *
30,31.2.1 What are the ways of producing a partial solution rapidly ? *
31,3121 Have we forgotten to look at the problem? (complexity peak) *
[Problem dynamicity
32,31.2.2| How to reuse knowledge about the past in order to solve thigl@momore quickly ? *
33,31.2.2 How to build dynamic constraint maintenance systems ? *
34,31.2.2 How to implement constraint retraction for global consitai? *
35,31.2.2 How to reuse solution and reasoning for efficiency purpose ? *
36,31.2.2 How to avoid memory overflow with nogood recording methods ? *
37,31.2.2| How to apply nogood recording methods within incomplete search methods ? *
[Solution robustness
38,31.2.3 How to produce a robust solution to face uncertainty ? *
39,31.2.3 What is the right tradeoff between robustness and quality ? *
40,31.2.3 Do we have a model of uncertainty about events, observatindeffects ? *
41,31.2.3 How to extend Markov Decision Process to problems with qaiirgis ? *
[Solution stability
42,31.2.4 Is solution stability really mandatory ? *
43,31.2.4 What is the stability criterion to minimise ? *
44,31.2.4 How do we combine the stability criterion with the optimisatcriterion ? *
45,31.2.4 What are the possible techniques to get stable solutions ? *
Distributed reasoning
46, 31.2.5| How to manage conflict resolution between several reasanidglecision centers % *
47,31.2.5 How can possible conflicting local goals be combined in anal/ebjective ? *
48, 31.2.5| Can we trust information coming from different companid®e(veracity problem) ? *
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A. Absence of solution

A.1l. Analysis of inconsistencies

On-line systems need tools for solution analysis, in ordeddtect inconsistencies in the current
schedule or parts of the schedule that could be improved.

The system should explain what the conflicts are (e.g. a sutbgasks that cannot be scheduled
within their time windows). A conflict can be represented asaasignment to a set of variables
that either violates a constraint or cannot be extended tuien. Such an assignment is called a
no-good.

The no-goods can be used by a repair function. This functiokd for a solution by relaxing the
problem (e.g. adding resources, enlarging time windowetitg some tasks). The relaxation is
applied to the constraints violated by the no-goods.

Potential techniques are: conflict explanation [86] andxafion proposal [11].

A.2. Over-constrained problems

When no solution exits, one should try to relax the problenrdayioving or weakening some con-
straints. The process of finding a good relaxation can besfoamed into optimisation problem
solving, if the user associates cost values to constraints.

A constraint optimisation algorithm tries to find a solutimhich minimises the cost of the unsatisfied
constraints. There are several ways of combining the coshsétisfied constraints, depending on
the agregation operator.

Potential techniques are: Partial Constraint Satisfad®imblem [39], Valued Constraint Satisfaction
Problem (VCSP) [77], Semiring Constraint Satisfactiontiem (SCSP) [8, 9], Best-First Search
with constraint retraction [53].
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B. On-Line Scheduling TCU members

e — Node: Thales LCR
— contact: Simon de Givry
— participants: Simon de Givry, Jean Jourdan, Juliette Mdlatti

— e-mails:{simon.degivry,jean.jourdan,juliette.mattioli}@thal esgroup.
com

— web pagehttp://www.Icr.thomson-csf.com/projects/planet/ols- tcu.
html

— related web pagedttp://planet.dfki.de/

e — Node: University of Glasgow, University of Strathclyde
— contact: Patrick Prosser
— participants: Patrick Prosser, Toby Walsh, lan P. Gen, Baichanan, Kostas Stergiou
— e-mails:pat@dcs.gla.ac.uk {tw,ipg,iain,ks}@cs.strath.ac.uk
— web pagehttp://www.cs.strath.ac.uk/"apes/
— related web pagedittp://www.cs.strath.ac.uk/biography/pat/

e — Node: BT Laboratories
— contact: Paul Kearney

— participants: Paul Kearney, David Lesaint, Jon Spraggis@w Voudouris, Raphael
Dorne

— e-mails:{paul.kearney,lesaind,spraggj,chrisv,dorner}@info.b t.
co.uk

— web pagehttp://www.labs.bt.com/projects/ibsr/index.htm
— related web pagesttp://innovate.bt.com/showcase/work\_scheduling/
index.htm
° — Node: ONERA-CERT
— contact: Gerard Verfaillie
— participants: Gerard Verfaillie, Lionel Lobjois
— e-mails:{verfaillie,lobjois}@cert.fr

— web pagehttp://www.cert.fr/fr/dcsd/CD/CDPUB/THEMES/oc-engli sh.
html

— related web pages:
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Node: IP-CNR

contact: Angelo Oddi and Amedeo Cesta

participants: Amedeo Cesta, Angelo Oddi, Angelo Susi
e-mails:{amedeo,oddi,susi}@pscs2.irmkant.rm.cnr.it

web pagehttp://pscs2.irmkant.rm.cnr.it/users/amedeo/www/hom
html

related web pagesittp://www.deis.unibo.it/Events/cp-ai-or99.html

Node: SINTEF Applied Mathematics

contact: Geir Hasle

participants: Dag Kjenstad, Mouhssine Bouzoubaa
e-mails:{dag.kjenstad,Mouhssine.Bouzoubaa}@math.sintef.no
web page:

related web pages:

Node: Salford University

contact: Ruth Aylett

participant: Gary Petley

e-mail: itgjp@angmar.iti.salford.ac.uk
web page:

related web pages:

Node: Universidad Politecnica de Valencia

contact: Federico Barber

participants: Federico Barber, Antonio Garrido TejeroutaaSebastia
e-mail: foarber@dsic.upv.es , agarridot@dsic.upv.es

web pagehttp://www.dsic.upv.es/users/ia/gps/index.html

related web pages:

Node: European Space Agency (ESA/ESTEC)
contact: Eric Bornschlegl

e-mail: ebornsch@estec.esa.nl

web page:

related web pages:

Node: University of Brescia
contact: Alfonso Gerevini
e-mail: gerevini@ing.unibs.it
web page:

related web pages:
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APPENDIX B. ON-LINE SCHEDULING TCU MEMBERS

e — Node: IC-Parc
— contact: Barry Richards
— participant: Hani EI-Sakkout

— e-mail: Hani.El-Sakkout@parc-technologies.com ,hhe@icparc.ic.ac.
uk

— web pagehttp://www-icparc.doc.ic.ac.uk
— related web pages:

e — Node: Universitat Rovira i Virgili
— contact: Beatriz Lopez
— e-mail: blopez@etse.urv.es
— web pagehttp://lwww.etse.urv.es/"blopez

— related web pagesittp://www.etse.urv.es/recerca/banzail , http://
www.etse.urv.es/recercalrivi/
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