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Abstract
Nanowires have significant potential in future technologies such as
nanomechanical devices and electronics. Recent experiments suggest that
nanowires with sub-100 nm diameters may be fabricated by filling cracks
with various materials. The geometry of cracks becomes important on such a
length scale, and the practical application of the approach requires an
understanding of crack evolution in heterogeneous films. This paper proposes
a level-set approach to model directed nanocracks on pre-patterned
substrates. The approach does not require the explicit tracking of crack fronts
and thus allows the simulation of complex crack patterns. Results indicate
that pre-patterning a substrate can lead to various well controlled nanocrack
patterns, suggesting a possibility to make designed and complex nanowires
difficult to obtain with other methods.

1. Introduction

Thin film cracking has been observed experimentally in
different materials systems [1, 2] and length scales [3, 4].
While cracking of material is generally considered undesirable,
recent study suggests that the mechanism may be used for
nanowire fabrication [5, 6]. Nanowires are typically formed of
semi-conductor or metallic materials, and can have diameters
of 10–100 nm and lengths of up to 10 μm. They have received
significant interest as functional components for nanoscale
systems [7, 8]. Typically, nanowires have been fabricated by
techniques such as scanning tunnelling microscopy [9, 10] and
electrochemical deposition [11–13]. Controlled formation of
nanocrack patterns suggests an efficient low-cost method that
combines the top-down and bottom-up approaches [5]. In the
process a SiO2 film was patterned by etching sharp corners
for crack initiation. Elevating the system temperature induces
tensile stress in the film, which causes cracks to form in pre-
determined directions. These cracks are then filled with a
suitable material, such as nickel, and the subsequent removal
of SiO2 produces a controlled network of nanowires of about
100 nm in diameter.

While the experimental work highlights the potential of
using crack patterns to form nanowires, only simple crack
propagation directions have been applied, such as straight lines
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and gentle curves. A computational model to predict complex
crack paths in heterogeneous films would be necessary to
fully explore the potential, which allows the development of
novel nanowire paths and nanocircuits. Numerical methods
such as finite element analysis [14] and the cohesive zone
model [15] have been widely used to study crack propagation.
These approaches require tracking the crack path and front
explicitly. Thus the algorithm and computation become
very complicated for multiple cracks, non-straight cracks, or
crack intersections. Resolving nanoscale features requires
consideration of a finite crack tip radius. The assumption
about the shape and extension of the crack tip used in the
finite element analysis or cohesive zone model may not be
applicable at the small length scales needed for fracture-
based nanowire fabrication. Recently, phase field models
have been extended to study crack problems, where the
crack surface is a transition region described by a continuous
field variable [16–20]. The approach eliminates the need to
explicitly describe the location of cracks [21], which allows
the investigation of a large numbers of cracks without complex
meshes. However, there is mathematical ambiguity about
the actual location of crack boundaries and the definition of
interface properties in a phase field model. The scale of the
resulting crack patterns can be blurred or overwhelmed by
the width of the phase field interface. This approach also
introduces several user-controlled parameters that are hard to
directly relate to physically measurable quantities.
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Figure 1. A schematic diagram of the level-set regions. The zero
contour of the level set corresponds to the interface �(t), which
separates the domain into two regions: φ(x, t) < 0 in �(t) and
φ(x, t) > 0 in �̄(t).

In this paper we propose a level-set approach to investigate
the formation of nanoscale crack patterns. Compared to
the phase field approach that we and other researches have
used for crack problems, the present work allows more
physically realistic description of nanocracks. In reality,
crack interfaces are physically sharp on the atomic scale.
Capturing the geometry would be significant for applications
such as nanowires, where the phase field approach cannot
work well due to the ambiguity about the actual location of
crack boundaries and the definition of interface properties.
The proposed level-set approach allows simulation of many
cracks and provides the precise location of crack interfaces,
while it easily accommodates large morphological changes
without the need of expensive re-meshing. In addition, the
proposed model can handle cracking physics more naturally
than previous methods, which need special considerations at
the crack tips. In contrast to other models, this model uses
a minimum number of phenomenological parameters. The
application of the level-set approach in other problems has
already demonstrated its efficiency and capability to handle
complex and large morphological changes such as pinching
and combining [22–24]. While the level-set approach has also
been explored to investigate the cracking of materials [25],
these studies are limited to the propagation of a single crack
and require finite element analysis to obtain the elastic field in
the system. In contrast, this paper investigates the propagation
of many cracks and how pre-patterns and elastic interactions
affect the crack morphology. An iterative method is developed
to obtain the elastic field, which results in a scheme that
is both fast and easy to implement. The plan of this
paper is as the following. Section 2 introduces the level-
set approach. The model for crack patterns is formulated
in section 3. Simulations relevant to nanocrack patterns and
nanowire structures are presented in section 4. Section 5 is the
conclusion.

2. The level-set approach

First introduced by Sethian and Osher [26], the level-
set approach has proven very powerful in describing a
wide variety of interface evolution problems, including
evolving fluid interfaces [27], epitaxial growth [28] and
electromigration [29]. The level-set approach works
by embedding an interface into a function of higher
dimensionality. To explain the concept, consider a time-
dependent closed interface �(t), as shown in figure 1. Denote
the enclosed region by �(t). The region outside is given by

( ), 0tφ <x

Material 1 

Material 2 

Crack 

app
ijε

x1 

x2 Crack Interface 

Figure 2. A heterogeneous film containing a crack. The crack region
is represented by φ(x, t) < 0.

�̄(t). Define a spatially continuous, arbitrary function φ(x, t)
such that

φ(x, t) < 0 in �(t)

φ(x, t) = 0 on �(t)

φ(x, t) > 0 in �̄(t).

(1)

Here x denotes the position vector. A level-set function can
be any function that satisfies the requirement of equation (1).
Thus for any known interface a level set function can be
constructed. Conversely, the zero contour of the level-set
function determines the location of the interface. Specifically,
as discussed in section 3.3, this paper uses the signed distance
function for the level set. The normal of the interface, n, and
the curvature, κ , are expressed by [23]

n = ∇φ

|∇φ| , (2)

κ = ∇ · ∇φ

|∇φ| . (3)

The positive normal direction points out from �(t), i.e. from
the region of negative φ(x, t) to the positive region. The
curvature is positive for a convex surface of �(t).

The zero contour of the level-set function moves along
with the interface. The motion of the level set function is
described by convecting φ(x, t), namely

∂φ

∂t
+ v ·∇φ = 0, (4)

where v is the interface velocity on the interface and can
have arbitrary values elsewhere. Movement tangential to the
interface does not cause any configurational changes. Thus it is
only necessary to consider the normal velocity of the interface
vn. Projecting the velocity in the normal direction n gives the
standard level-set evolution equation [23],

∂φ

∂t
+ vn|∇φ| = 0. (5)

Thus, calculating the normal velocity and advancing the
level-set function by equation (5) determines the interface
movement.

3. A level-set model for crack patterns

Consider a heterogeneous film shown in figure 2, which
comprises two materials and a crack. Define a level-set
function φ(x, t) such that a crack takes φ(x, t) < 0 while the
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crack surface is given by φ(x, t) = 0. The excess chemical
potential at the crack surface relative to that of a material point
inside a reference unstressed film is

�μ = �(ge − γ κ). (6)

Here � is the atomic volume, ge is the elastic energy density
and γ is the interfacial energy per unit area. This paper
considers quasi-static crack growth, assuming that the elastic
field in the system equilibrates at a much faster rate than the
crack propagation. The fracture dynamics is not considered.
The normal velocity relates to the excess chemical potential
by vn = D�μ/γ �, where D is a phenomenological kinetic
coefficient [20]. The kinetics is analogous to the time
dependent Ginzburg–Landau equation, where it acts to reduce
the free energy of a material system. This paper focuses on the
direction and path of the crack propagation. In this sense, D
can be viewed as an adjustable numerical parameter. A larger
D allows a crack to extend faster. This model does not predict
crack velocity. The crack velocity from simulations can be
made to match experimental results by choosing an appropriate
value for D [30, 31]. Note that the crack direction is not
determined by a global rule, but by the collective behaviours of
all the points close to the crack surface. In each time step the
movement of all the points close to a crack surface forms a new
crack profile. Thus a crack not only changes its direction, but
also its shape. A crack, once formed, often stays in the material
even after the load is removed. To model the irreversibility of
the cracking process we restrict ourselves to positive normal
velocity, namely

vn = max

(
D

γ �
�μ, 0

)
. (7)

The curvature κ can be computed easily using equation (3).
The following discusses the calculation of the elastic energy
density ge.

3.1. The elastic field

Elastic stiffness at a spatial point can be obtained by
interpolation [32], which gives

λi j lm(x) = ρ(x)λf
i j lm . (8)

Here λf
i j lm(x) is the film stiffness and ρ(x) is a density

function, which smoothly transitions from a value of zero
inside the crack to a value of unity outside the crack. A
continuous ρ(x) is for computational convenience. It should
be noted that the choice of ρ(x) for the elastic calculation is
independent of the level-set equations. Thus the resolution of
the crack geometry and that of the elastic field is completely
separated. This level-set approach allows resolving sharp crack
interfaces and simultaneously offers the flexibility of numerical
control in the calculation of elasticity, which is in contact
to the diffuse interface model [19]. The specific form of
ρ(x) is insignificant as long as the transition is narrow. Our
simulations have shown that while the magnitude of the elastic
field around the crack tip may be affected, the crack direction
is insensitive to ρ(x). A convenient choice is

ρ(x) = 1

2

[
1 + tanh

(
2φ(x)

h

)]
, (9)

where h is a parameter controlling the transition thickness.

Denote the lattice misfit between the film material and the
substrate by ε0δi j , where δi j is the Kronecker delta. The misfit
strain at any spatial point in a crack-containing film is given by

ε0
i j(x) = (1 − ρ(x))ε0δi j . (10)

The elastic field can be obtained by the supposition of a
uniform field and an inhomogeneous perturbation field. The
total strain field, εi j(x), is expressed by

εi j(x) = ε̄i j + ε̃i j(x), (11)

where ε̄i j is the uniform strain and ε̃i j(x) is the inhomogeneous
strain. The homogeneous strain is the uniform macroscopic
strain characterizing the macroscopic shape and volume
change associated with the total strain, εi j(x). It relates to
the macroscopic applied stress by the volume average of the
system stiffness. The inhomogeneous strain, ε̃i j(x), relates to
the perturbation displacement, ui(x), by

ε̃i j(x) = 1

2

(
∂ui(x)

∂x j
+ ∂u j(x)

∂xi

)
. (12)

The total stress field, σi j (x), can be computed by

σi j (x) = λi j lm(x)(εlm (x) − ε0
lm(x)). (13)

In most situations the elastic field reaches equilibrium much
faster than the crack propagation. The stress field satisfies the
standard elastic equation,

∂σi j (x)

∂x j
= 0. (14)

Substitute equations (11)–(13) in equation (14), we obtain a
partial differential equation for the displacement field,

∂

∂x j

[
λi j lm(x)

∂ul(x)

∂xm

]
= ∂

∂x j
[λi j lm(x)(ε0

lm (x) − ε̄lm)]. (15)

To ensure numerical stability, we add a term of Ai jlm∂2ul/∂x j ∂

xm to both sides of equation (15), where Ai jlm is a chosen
constant for computational stability. Rearranging the terms
gives

Ai jlm
∂2ul(x)

∂x j ∂xm
= ∂

∂x j
[λi j lm (x)(ε0

lm (x) − ε̄lm)]

− ∂

∂x j

[
(λi j lm(x) − Ai jlm)

∂ul(x)

∂xm

]
. (16)

Take the Fourier transform of equation (16) and solve the
equation by iteration. The displacement field at the nth
iteration is given by

û(n)
p (k) = −√−1k j Gip(k)

[
λi j lm(x)(ε0

lm (x) − ε̄lm)

− (λi j lm (x) − Ai jlm)
∂u(n−1)

l (x)

∂xm

]
k

, (17)

where k is the wavevector in Fourier space and Gip(k) =
(Ai jpmk j km)−1 is the Green’s tensor. The hat or a subscript
‘k’ denotes the Fourier transform. The initial value is taken
to be û(0)

p (k) = −ik j Gip(k)[λi j lm (ε0
lm − ε̄lm)]k. The gradient,

∂u(n−1)
l (x)/∂xm , is obtained by inverse Fourier transform of
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√−1kmû(n−1)
l (k). The convergence of equation (17) depends

on the choice of Ai jlm . We chose Ai jlm = λf
i j lm , and found

that equation (17) converged after about ten iterations. In the
situation where the film comprises multiple materials, we may
choose Ai jlm to be the elastic tensor of the stiffest material.
After the displacement field is determined, the elastic energy
density is given by

ge = 1
2λi j lm(εi j − ε0

i j)(εlm − ε0
lm). (18)

3.2. Level-set evolution

The propagation of cracks is captured by the evolution of
the level set. Choose a characteristic length scale, l0, which
reflects the feature size to be resolved. Define a characteristic
energy density by ω0 = γ / l0. A characteristic time is
defined by t0 = l2

0/D. From a computational point of view,
an appropriate l0 allows resolution of the physics relevant to
the size scale without dealing with extremely large or small
numbers since they may cause important information to be lost
in numerical noise. Taking l0 ∼ 1 nm allows us to zoom in
to reveal nanoscale features. Equation (5) retains its form after
normalization, except that now t stands for the normalized time
t/t0, the gradient operates on the normalized space x/ l0, and
vn = max(ge −κ, 0) stands for the normalized normal velocity.
Here ge is the elastic energy density normalized by ω0 and κ is
the curvature normalized by l0.

Essentially non-oscillatory and weighted essentially
non-oscillatory type schemes have been used to solve
equation (5) [23]. These schemes are based on explicit
methods, and thus require relatively small time steps. Here we
propose a semi-implicit method which has strong numerical
stability and allows the usage of large time steps [33]. Rewrite
the normalized equation (5) by

∂φ

∂t
− β∇2φ = S(φ) − β∇2φ, (19)

where β is a stabilization constant and S(φ) = −vn|∇φ|. The
idea is to treat the linear term β∇2φ on the left implicitly and
treat the S(φ) − β∇2φ term on the right explicitly. Replacing
∂φ/∂t by (φ(n) − φ(n−1))/�t , β∇2φ by β∇2φ(n), and S(φ) −
β∇2φ by S(φ(n−1))−β∇2φ(n−1) in equation (19) and applying
the Fourier transform, we obtain

φ̂(n)(k) = φ̂(n−1)(k) + �t

1 + β�tk2

[
S

(
φ(n−1)(x)

)]
k . (20)

Here k2 = k2
1 + k2

2 with k1 and k2 being the components of
the wavevector, and �t is the time step. This semi-implicit
approach can significantly alleviate the time step constraint.
We have obtained numerical stability in all our simulations by
taking β = 0.5.

Without explicit interface tracking, the level-set approach
applies equation (20) to evolve φ in the entire domain.
However, S is only defined at the interface. The expression in
the non-interface regions needs to be determined. In practice,
we first calculate S at the interface, and then use it as the
boundary condition to construct the S field in other regions by
the following hyperbolic equation [23]:

∂S

∂τ
+ sgn (φ)

∇φ

|∇φ| · ∇S = 0. (21)

Here τ is time and sgn(φ) is the standard sgn function. We
write in discrete form and compute equation (21) with an
upwind scheme until it reaches a steady state. A similar
approach has also been used by other researchers [23].

3.3. The level-set function

Equation (5) suggests that the rate at which the level set
advances directly relates to its gradient at any spatial point.
A well behaved level-set function requires the gradient to be
bounded. A widely used method is to set the level set to a
signed distance function such that the gradient is unity, |∇φ| =
1 [34, 35]. In most implementations the bounded gradient
is obtained by regularly replacing the current level set with a
signed distance function that has the same zero contour. This
process is known as reinitialization. We achieve reinitialization
by using the information propagating off the interface. The
concept is the following. Imagine a particle moving normal to
the interface with a constant speed of unity. The amount of
time that the particle has been travelling is equal to its distance
from the closest interface point. Mathematically this can be
modelled by solving a differential equation in the form of

∂φ

∂τ
+ sgn

(
φ0) ∇φ

|∇φ| · ∇φ = sgn
(
φ0) , (22)

where φ0 is the original value of the level-set function which
defines the interface and φ is the updated level-set function. If
this equation is solved to the steady state, the entire domain
of interest is reinitialized to be a signed distance function.
We solve equation (22) with an upwind approach similar to
that in [23]. In our work reinitialization was performed every
100 iterations or when the gradient differed greatly from the
value of unity. Results did not change if reinitialization was
performed more often.

To simulate the cracking of materials it is necessary to
have an initial level-set function which describes the initial
state of the system. This is accomplished by first locating
the initial crack interface on the numerical grids. If the crack
interface passes through a grid point the initial value of that
grid point is set to zero. For grid points directly next to the
interface the distance to the interface is calculated and used as
the initial level-set value, with the sign depending on whether
the grid point is inside or outside the crack. Then regions
inside the crack are all assigned the value of −1 while regions
outside the crack are assigned the value of 1. We then apply the
reinitialization procedure to replace this crude level set with a
smooth signed distance function, which serves as the starting
level set for the simulation.

The following outlines the entire procedure of simulation.
After the initial level set is defined, the elastic field can
be calculated by iterating equation (17). In a band of grid
points directly next to the interface the interfacial curvature
is calculated by equation (3). The source term S(φ) is also
calculated in this band. Apply equation (21) to extend S
smoothly from the interface to other regions. Then φ and S
are transformed into Fourier space and the level set is updated
by equation (20). Inverse Fourier transform gives the updated
φ in real space. The procedure repeats until a desired time.
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x1 

x2 

Figure 3. The evolution of a circular hole under a tensile strain of
0.045 in the x1 direction. The zero contours at different time steps
show the extension of the crack surface. The time between two
neighbouring contours is 10t0.

4. Numerical simulations

Representative results are presented in the following. Unless
otherwise stated, simulations were run on a grid of 128 by
256 with a grid spacing of l0. In this paper we use the
elastic properties of SiO2 in all our simulations. The Young’s
modulus takes the value of E = 70 GPa and Poisson’s ratio is
ν = 0.17 [36]. Take l0 = 1 nm. The surface energy density is
on the order of 1 J m−2. These values lead to ω0 = 109 J m−3.

First consider the evolution of an initially circular hole
under a uniaxial loading in the x1 direction, as shown in
figure 3. On the surface of the hole, the two extreme points
in the x2 direction have the largest stress concentration factor
of three. When the load is large enough, mode-I cracks
may initiate from these high stress points. The proposed
level-set approach was used to understand the morphology
evolution and crack propagation process. The size of the hole
is small compared to the calculation domain so that the film
can be treated as infinitely large. In such a situation there
is an analytical result for the elastic field. A tensile strain
of 0.045 was applied in the simulation. It was verified that
the elastic field distribution and stress concentration factor
calculated by the numerical approach in section 3.1 agreed
well with the theoretical prediction. The level set was evolved
and the zero contours at different time steps, which defined
the locations of the crack surface, were plotted in figure 3.
The time between two neighbouring contours is 10t0. The
hole first starts to form small cusps at regions of high stress.
The increasing curvature of the cusps leads to higher stress
concentration and promotes the extension of cusps into cracks.
The simulation shows that over time the crack front reaches
an equilibrium profile, leading to a constant propagation
velocity. This can be understood in the following. When
the crack is long and maintains the tip profile, the relaxed
elastic energy associated with unit crack advancement is almost

(a) (b) (c)

(d) (e) (f)

Figure 4. Cracks curve towards empty etched spaces. The tensile
strains of 0.025 and 0.005 were applied in the x1 and x2 directions,
respectively. Shown for time (a) 0, (b) 200t0, (c) 300t0, (d) 400t0,
(e) 600t0 and (f) 700t0.

constant. The increase of the surface energy associated with
the newly created surfaces is also constant for any unit crack
advancement. The energy difference constitutes a fixed driving
force for cracking. Thus the crack propagates at a constant
velocity when the energy dissipation rate keeps invariant.
The constant kinetic coefficient D in equation (7) essentially
implies a fixed dissipation rate during evolution. The sequence
in figure 3 agrees with results from other simulations using
different approaches [16, 19].

Recent experiments have shown that nanocrack patterns
can be used as templates to fabricate nanowires [6, 5]. Cracks
may deviate from straight propagation paths and curve towards
empty etched spaces. The observation suggests that material
inhomogeneity in a film may be exploited to direct crack path
and obtain desired nanocrack patterns. The interactions of
two parallel cracks have been studied in mechanics literature.
For instance, Xia and Hutchinson considered two parallel
semi-infinite cracks [37]. The proposed model allows the
investigation of arbitrary crack paths with finite crack length
and size under various loading conditions. Figure 4(a) shows
two etched holes at the edges and a small elliptical crack in
the centre. The white colour indicates etched empty regions
while the dark colour indicates the film material. Note that
the boundary conditions are periodic. The two seeming
semi-holes are actually complete circular holes. The tensile
strains of 0.025 and 0.005 were applied in the x1 and x2

directions, respectively. The snapshots at various times during
the evolution are shown in figures 4(b)–(f). Figure 4(b) shows
that crack initiation at the edges of the holes and propagation
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(a) 

(c) 

(b) 

(d) 

Figure 5. Deflection of crack paths by stiff materials. A biaxial
tensile misfit strain of 0.025 was applied. The cracks orient
themselves to parallel to the edge of the stiff region. Shown for time
(a) 0, (b) 7t0, (c) 14t0, (d) 22t0.

of the elliptical crack act simultaneously. When the crack
tips are close, as shown in figure 4(c), they begin to sense
each other. The interaction causes the crack tips to turn and
eventually merge. This crack reorientation process is captured
by figures 4(c)–(f). The simulation suggests that by proper
design crack interaction may be exploited to create nanowire
interconnects between different components in an electronic
system.

In contrast to etched spaces, patterning stiff materials in
a homogenous film may deflect cracks. Figure 5 shows an
example. In this calculation the grid spacing was taken to be
10l0. The SiO2 film, which is represented by the grey colour,
contains two elliptic cracks indicated by the white colour. The
film also contains a disk of higher stiffness indicted by the
black colour. For the elastic constants of the stiff material
we took C11 = 165.7 GPa, C12 = 63.9 GPa and C44 =
79.6 GPa, which are typical for silicon. For comparison, with
E = 70 GPa and ν = 0.17, the film material of the grey region
has C11 = 75.2 GPa, C12 = 15.4 GPa and C44 = 29.9 GPa. A
biaxial tensile misfit strain of 0.02 was applied. Figures 5(b)–
(d) show that the cracks orient themselves parallel to the edge

(a) (b)

(c) (d)

Figure 6. Application of controlled nanocrack formation allows
making nanowires difficult to obtain in other methods. The film
contains four etched triangles. A biaxial tensile misfit strain of 0.045
was applied. Cracks extend, reorient and eventually merge into a
circular nanocrack ring. Shown for time (a) 0, (b) 2t0, (c) 4t0 and
(d) 8t0.

of the stiff region. Initially the cracks propagate in a straight
manner. As the cracks move closer to the stiff regions they
begin to deflect. This behaviour is consistent with experimental
results on graded materials [30, 31]. It should be noted that
when an interface is weak (not well bonded, defects, etc) a
crack may deflect toward the interfacial region, as observed
in several experiments, to relax more energy. This process is
comparable to a crack deflecting toward another crack (treat
the interface as a crack or void). Figure 5(d) shows that the
two cracks meet and form a continuous curved channel near
the stiff region.

Application of controlled nanocrack formation allows
us to make nanowires which are difficult to obtain by
other methods. To demonstrate the capability, consider the
fabrication of nanowire rings. Figure 6(a) shows a film
containing four etched triangles. The domain size is 128 × 128
with a grid spacing of 2l0. A biaxial tensile misfit strain of
0.045 was applied to the film. Cracks begin to initiate at the
corners of the triangles. These cracks extend, reorient and
eventually merge into a circular nanocrack ring. Nanowire
rings with designed location and arrangement can be produced
by filling the crack and subsequently removing the SiO2 film.
We found through simulations that diverse crack patterns could
be produced by properly designing the etched regions.

5. Conclusions

Experiments have shown that directed cracking of thin films
can be utilized to make nanowires. To fully explore the
potential of this approach, a computational model needs to
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be developed to predict the crack patterns. This paper
proposes a level-set approach that is capable of determining
cracking patterns in various system configurations. The
approach and physical concept to model crack extension is
non-traditional. Particularly, the work gives insight into
nanoscale cracks where the crack tip can no longer be viewed
as infinitely sharp. The study helps to understand the physical
process and allows prediction of nanocrack paths in films of
multiple materials. The simulations suggest that when a crack
approaches an etched space the elastic interaction causes an
attraction between them. A crack reorients its propagation
path to encounter the etched region at a right angle. On
the other hand, a region patterned with materials stiffer than
the film deflects a crack tip away from it. The proposed
approach allows designing etched/stiffer regions in a film
and promises a significant degree of experimental control in
producing predetermined crack patterns, which provides much
flexibility in making various nanowires difficult to obtain with
other methods.
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