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Abstract

People can solve problems in more than one way. Two general strategies involve (A) methodical, conscious, search of problem-state transfor-
mations, and (B) sudden insight, with abrupt emergence of the solution into consciousness. This study elucidated the influence of initial resting
brain-state on subjects’ subsequent strategy choices. High-density electroencephalograms (EEGs) were recorded from subjects at rest who were
subsequently directed to solve a series of anagrams. Subjects were divided into two groups based on the proportion of anagram solutions derived
with self-reported insight versus search. Reaction time and accuracy results were consistent with different cognitive problem-solving strategies
used for solving anagrams with versus without insight. Spectral analyses yielded group differences in resting-state EEG supporting hypotheses
concerning insight-related attentional diffusion and right-lateralized hemispheric asymmetry. These results reveal a relationship between resting-
state brain activity and problem-solving strategy, and, more generally, a dependence of event-related neural computations on the preceding resting
state.
© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Systematic, relatively stable, patterns of resting-state brain
activity are associated with aspects of personality, intelligence,
psychopathology, and neurological disorder (Davidson, 2003;
John, Prichep, Fridman, & Easton, 1988; Kumari, ffytche,
Williams, & Gray, 2004; Thatcher, Northa, & Bivera, 2005),
perhaps reflecting subtle differences in neuroanatomy or neu-
rotransmitter levels (John et al., 1988). The existence of such
associations suggests the possibility that resting-state neural
activity may also be correlated with individual differences in
the event-related, goal-oriented, cognitive processes that people
use to negotiate the world around them, such as those used in
problem solving.
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Tel.: +1 215 762 3318; fax: +1 215 762 7977.
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The present study examined the hypothesis that resting-state
neural activity influences the cognitive strategies people use to
solve problems, in particular, the general strategies which result
in problem solutions derived either by methodical search or
by sudden insight. Determining whether the tendency to solve
problems by search versus insight is influenced by resting-state
activity would clarify whether the relevant neural computations
are selected and engaged only once processing of a problem has
begun, or whether preexisting biases in more fundamental neu-
ral processes influence the likelihood of using one strategy or the
other. More generally, this study examined the hypothesis that
event-related, goal-directed, neural computations are influenced
by characteristics of the preceding resting state.

1.1. Cognition and the resting state

Most research on human cognition has focused on directed,
goal-oriented, thought. In contrast, a relatively small body of
research has focused on the spontaneous, undirected, thought
that occurs during a resting state when a person is given no
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particular task to perform (Christoff, Ream, & Gabrieli, 2004).
Results from functional neuroimaging studies have shown that
resting-state activity is decomposable into a number of sepa-
rate networks (Damoiseaux et al., 2006) and that some of these
networks include brain areas also recruited during the perfor-
mance of tasks involving higher cognitive functions (Andreasen
et al., 1995; Christoff et al., 2004). This suggests that sponta-
neous thought during rest may involve some of the same thought
processes engaged during problem solving.

The neural correlates of the resting state are not identical to
the default state identified by Raichle et al. (2001). The default
state consists of the network of brain regions that are more active
during the resting state than during the performance of a task.
Activity in this network is attenuated during active engagement
in a task. Spontaneous thought during rest engages additional
brain areas that are also active during task performance but
are not part of the default-state network and are therefore not
attenuated during task engagement (Christoff et al., 2004).

1.2. Problem solving by search versus insight

There are two general cognitive strategies which people use
to solve problems. Search involves systematic evaluation of
possible problem states intervening between the current state
and the goal state, and the use of available operators to trans-
form one state into another. The use of a search (or “analytic”)
strategy involves systematic evaluation of problem states which
lie on different possible paths linking the starting state and
the goal state. These intermediate states and paths are com-
puted by deliberate, predominantly conscious, manipulation of
problem elements (Ericsson & Simon, 1993; Newell & Simon,
1972).

Another general strategy for problem solving involves insight
(Bowden, Jung-Beeman, Fleck, & Kounios, 2005; Maier, 1931;
Sternberg & Davidson, 1995; Wagner, Gais, Haider, Verleger,
& Born, 2004). Insight is the sudden awareness of the solu-
tion to a problem (i.e., the “Aha!” phenomenon) with little or
no conscious access to the processing leading up to that solu-
tion (Metcalfe & Wiebe, 1987; Smith & Kounios, 1996). The
notion of sudden insight is related to the distinction between
discrete, all-or-none, information processing and continuous
or incremental processing (Kounios, 1993; Kounios, Osman,
& Meyer, 1987; Meyer, Irwin, Osman, & Kounios, 1988;
Sergent & Dehaene, 2004; cf. Lang et al., 2006), and has been
identified as an important characteristic of creative thought
(Andreasen, 2005; Ansburg & Hill, 2003; Friedman & Förster,
2005).

Research contrasting problem solving by insight and by ana-
lytic “noninsight” search strategies has identified distinguishing
cognitive and neural mechanisms (Bowden & Jung-Beeman,
2003; Bowden et al., 2005; Fleck, in press; Friedman & Förster,
2005; Gilhooly & Murphy, 2005; Jung-Beeman et al., 2004;
Kounios et al., 2006; Metcalfe & Wiebe, 1987; Smith & Kounios,
1996; Sternberg & Davidson, 1995). For example, the sudden
awareness of insight solutions to verbal problems corresponds
to a burst of high-frequency (gamma-band) oscillatory elec-
troencephalogram (EEG) activity associated with an increase

in functional magnetic resonance (fMRI) signal in the right
anterior superior-temporal gyrus (Jung-Beeman et al., 2004).
This finding is consistent with a special role for the right hemi-
sphere (RH) in problem solving by insight, a hypothesis further
supported by behavioral studies examining response times to lat-
eralized visual presentation of potential solution words (Bowden
& Jung-Beeman, 2003). These studies have demonstrated that
the representation of a correct solution is activated at a subcon-
scious level in the RH prior to conscious retrieval, but only for
solutions associated with the “Aha!” experience characteristic of
insight when they do become conscious (Bowden et al., 2005).
The subconscious nature of the RH activity leading up to an
insight suggests that analytic and insight processing can occur
in parallel (cf. Kounios, 1993).

1.3. Individual differences

Differences among individuals in the tendency to solve
problems with an insight versus an analytic strategy may be
associated with more fundamental characteristics of information
processing. For instance, psychometric measures of creativity
and measures of real-world creative achievement are asso-
ciated with a habitual tendency toward diffuse rather than
focused attention, which results in ineffective filtering of dis-
tracting or irrelevant environmental stimuli (Carson, Peterson, &
Higgins, 2003; Mendelsohn & Griswold, 1966; Rowe, Hirsh, &
Anderson, 2007). One view describes creativity as the ability to
utilize nonprepotent remote associations of problem elements in
order to discover nonobvious solutions to a problem (Mednick,
1962). Diffuse attention facilitates access to remote associa-
tions because it enhances awareness of peripheral environmental
stimuli that could serve as cues that trigger retrieval of such asso-
ciations (Seifert, Meyer, Davidson, Patalano, & Yaniv, 1995).
Furthermore, diffuse attention in the perceptual domain is asso-
ciated with diffuse attention in the conceptual domain (Friedman
& Förster, 2005; Rowe et al., 2007). Such diffuse conceptual
attention allows a concept in semantic memory to activate both
remote and close associates to approximately the same degree
rather than according to a steeper gradient of association in
which a concept activates similar concepts more strongly than
remotely related ones (Beeman et al., 1994; Faust & Lavidor,
2003; Folley & Park, 2005; Howard-Jones, Blakemore, Samuel,
Summers, & Claxton, 2005; Jung-Beeman et al., 2004; Mednick,
1962; Stringaris et al., 2006).

The tendency to solve problems with insight may also
be associated with both structural and functional hemi-
spheric asymmetry. Behavioral (Bowden & Jung-Beeman, 2003;
Friedman & Förster, 2005), electrophysiological (Jung-Beeman
et al., 2004), and neuroimaging (Jung-Beeman et al., 2004) stud-
ies suggest a special role for the right hemisphere (RH) in solving
problems with insight. These findings are consistent with a hemi-
spheric model of semantic processing in which the RH primarily
processes remote associations of concepts, while the left hemi-
sphere (LH) primarily processes close associations (Beeman et
al., 1994; Faust & Lavidor, 2003; Folley & Park, 2005; Howard-
Jones et al., 2005; Jung-Beeman, 2005; Jung-Beeman et al.,
2004; Stringaris et al., 2006). This processing asymmetry may
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be a byproduct of specific architectonic differences between LH
language areas and their RH homologues (Jung-Beeman, 2005;
Hutsler & Galuske, 2003).

1.4. Two hypotheses

Prior research suggests two hypotheses about resting-state
brain activity and problem solving strategy. The first hypothe-
sis involves electroencephalogram oscillations in the high-alpha
(10–13 Hz) and low-beta (13–18 Hz) frequency bands. Occipi-
tal alpha, especially in the 10–13 Hz high-alpha band, has been
shown to reflect an inhibitory gating mechanism regulating
the intake of visual information (Ray & Cole, 1985; Worden,
Foxe, Wang, & Simpson, 2000). In contrast, evidence suggests
that occipital beta reflects an excitatory mechanism associ-
ated with selective attention (Bekisz & Wróbel, 2003; Wróbel,
2000). Selective visual attention on the cortical level has been
proposed to function comparably to lateral inhibition, with a
center-increase/surround-decrease in cortical activity linked to
thalamic gating (Pfurtscheller, 2003; Pfurtscheller & Lopes da
Silva, 1999). An increase in activity at the center (beta) could
therefore be coupled with inhibition of activity in surrounding
regions associated with alpha synchronization.

These findings lead to the prediction that subjects exhibiting
a tendency to solve problems with insight will have a tendency
toward diffuse deployment of visual attention manifested as a
reduction in resting-state occipital alpha (i.e., more general acti-
vation of visual processing areas resulting in broader intake of
visual information) relative to subjects exhibiting a tendency to
solve problems with an analytic noninsight strategy. Further-
more, subjects tending to solve problems analytically should
have greater focused visual attention associated with increased
occipital beta (i.e., more neural activity in specific visual path-
ways processing focally attended information) and increased
occipital alpha (i.e., more inhibition of brain areas processing
non-attended visual information) than subjects tending to solve
problems with insight.1

The second hypothesis was that there would be hemi-
spheric asymmetry indicative of greater RH activity and/or
less LH activity in frontal, temporal, and parietal associa-
tion areas implicated in semantic processing (Jung-Beeman,
2005) for subjects tending to solve problems with insight com-
pared to subjects tending to solve problems without insight.
This would be manifested in low-alpha (8–10 Hz) band activ-
ity reflecting inhibition or idling of association cortex (Kounios
et al., 2006) and higher-frequency (i.e., higher beta- and
gamma-band) oscillations which have been linked to cogni-
tive processes such as the transient feature-binding associated
with the activation of perceptual or conceptual representations
(Jung-Beeman et al., 2004; Pulvermüller, 2001; Tallon-Baudry
& Bertrand, 1999) and which are proportional to hemodynamic

1 Ongoing auditory-system alpha-band oscillations (e.g., the tau rhythm) are
not easily detectable with scalp electrodes, possibly due to the geometry of
auditory cortex (Hari, 1999). We therefore confined our discussion to visual
attention.

measures of neural activity (Kounios et al., 2006; Laufs et al.,
2003).

1.5. Insight self-reports

Comparing resting-state neural activity of subjects who tend
to solve problems with insight to resting-state neural activ-
ity of subjects who tend to solve problems with a noninsight
analytic strategy necessitates determining which strategy each
subject uses for each problem. Historically, the most common
approach to studying insight has been to compare subjects’
solving of problems traditionally classified as insight prob-
lems to that of noninsight problems (Sternberg & Davidson,
1995). Much has been learned from this approach. However,
what is often not recognized is that most problems can be
solved either by insight or by analytical processing (Bowden
et al., 2005). Therefore, an examination of neural correlates
of the solution of problems traditionally considered to be
insight problems could include brain activity corresponding
to some solutions achieved without insight. Our research has
taken an alternative approach by using problems that can be
solved with or without insight and sorting the solutions by
subjects’ trial-by-trial binary judgments of the solving method
used.

The classical distinction between insight and noninsight
problems rests largely on the differential phenomenology asso-
ciated with the solutions, with the use of subjective reports
of the solving experience dating back to the beginnings of
insight research (Maier, 1931). In the modern era, Kaplan and
Simon (1990) argued that the subjective “Aha!” experience
is the defining feature of insight. More generally, the use of
verbal protocols has been widely adopted in problem-solving
research. Ericsson and Simon (1993) presented data to support
the validity of such self-reports (both concurrent and retrospec-
tive) when these reports do not require subjects to formulate
detailed interpretations of their cognitive strategies. Much work
has also generally validated the use of self-reports in brain-
imaging research (e.g., Baars, 2003; Kirchhoff & Buckner, 2006;
Lutz, Lachaux, Martinerie, & Varela, 2002).

For the present study, in order to examine individual differ-
ences in the tendency to solve with insight, it was necessary
to assess whether individuals solve particular problems with or
without insight. Real-time verbalization of subjects’ thoughts
during problem solving is not compatible with artifact-free
electroencephalogram (EEG) measurement. However, an appro-
priate modification of this approach has proven successful in a
number of studies (Bowden & Jung-Beeman, 2003; Bowden
et al., 2005; Jung-Beeman et al., 2004; Kounios et al., 2006;
Maier, 1931). This approach requires subjects to solve each
problem, and then, immediately after reporting the solution,
report whether or not that solution had been derived with
insight (defined in terms of the suddenness of the awareness
of the solution). This procedure circumvents the problem of
electroencephalogram contamination by verbalization-related
muscle artifact.

Several lines of evidence support the notion that such self-
reports accurately reflect the sudden availability of the solution
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to a problem, rather than reflecting ancillary phenomena such
as an affective response to the solution (Jung-Beeman et al.,
2004). For example, the main neural correlate of insight self-
reports is a burst of gamma-band EEG activity recorded over
the right anterior superior-temporal lobe beginning at approxi-
mately the moment when the solution becomes available (i.e.,
approximately .3 s before a manual response is made to indicate
that a solution is available for report) and not as a later affec-
tive or novelty response to the availability of this solution. [.3 s
is approximately the time needed to access available response
information and execute a button-press response (Smith &
Kounios, 1996).] This gamma-band response corresponds to an
increase in BOLD activity in the right anterior superior-temporal
gyrus, an area of association cortex that has not been associ-
ated with affective or novelty processing (Jung-Beeman, 2005).
Moreover, in addition to an increase in hemodynamic activity
in this area at about the time that the solution becomes avail-
able, there is also earlier activity in this area beginning at about
the time the problem is initially displayed, further supporting
the notion that signal changes in this area reflect engagement
of cognitive processes, not affective or novelty responses. Most
importantly, below we present behavioral results consistent with
the notion that self-reports of insight reflect the cognitive phe-
nomenon of solutions becoming available in a sudden, discrete,
fashion.2

1.6. Overview

High-density electroencephalograms (EEGs) were recorded
from subjects during rest (first with eyes closed, then with eyes
open) before they were told the nature of the subsequent task.
They were then directed to solve a series of anagrams. For each
anagram, subjects pressed a button immediately upon deriving
the solution and then reported whether or not that solution had
been derived with insight (defined in terms of the suddenness of
the awareness of the solution) (Bowden & Jung-Beeman, 2003;
Bowden et al., 2005; Jung-Beeman et al., 2004; Kounios et al.,
2006). Using the ratio of insight solutions to noninsight solu-
tions, subjects were classified as high insight (HI) or low insight
(LI). Power spectra for subjects’ resting-state EEGs were com-
puted and group comparisons of the EEG power values for each
frequency band were computed in order to determine whether
resting-state brain activity associated with individuals tending
to solve problems with insight differed from resting-state brain
activity associated with individuals tending to solve problems
without insight.

2 A study by Schooler, Ohlsson, and Brooks (1993) suggested that con-
current verbalization during the solution of insight problems has a negative
impact on solution rates for these problems (i.e., verbal overshadowing of
insight). Although verbal overshadowing has been reported in other research
(Brandimonte et al., 1997; Fallshore and Schooler, 1995) the effect occurred
when participants were asked to verbalize concurrently with tasks that were
primarily nonverbal in nature (e.g., visual imagery and memory for faces). Sub-
sequent research using both concurrent verbalization and retrospective reports
has failed to find verbal overshadowing effects during the solution of insight
and noninsight problems (Fleck & Weisberg, 2004) yielding no differences in
solution rates or solving times.

2. Methods

2.1. Subjects

Twenty-six right-handed, native English-speaking, subjects participated.
Subjects were divided into HI and LI groups by performing a median split on
the ratio of insight to noninsight correct anagram solutions. The HI group (mean
age: 21.3 years, S.D.: 4.8) had a mean ratio of 3.5 (S.D.: 2.3) and included six
males and seven females. The low-insight (LI) group (mean age: 22.5, S.D.: 3.4)
had a mean ratio of .8 (S.D.: .4) and included seven males and six females. All
subjects signed an informed consent form. The study was approved by Drexel
University’s Institutional Review Board.

2.2. Stimulus materials

The stimuli were 180 anagrams (109 four-letter and 71 five-letter anagrams),
preceded by a practice block of 14 anagrams. The anagrams were generated
using a computer program described by Vincent, Goldberg, & Titone (2006).
Each anagram had only one solution. The mean bigram sum of the solutions was
5954.91 (S.D.: 2555.31). The mean word frequency (Francis & Kucera, 1982)
for the solutions was 54.75 per million (S.D.: 93.79).

2.3. Procedure

After obtaining consent, but before giving task instructions, we measured
128-channel EEG (sampling rate: 256 Hz, bandpass: .2–100 Hz, digitally linked
mastoid reference) from subjects for 3.5 min during eyes-closed rest and then
for 3.5 min during eyes-open rest preceding work on a set of anagrams. Subjects
were told to relax and not move their eyes, but were allowed to blink normally
(during the eyes-open recording). After the resting-state EEGs were acquired,
subjects were given instructions concerning the anagram task. On each trial, a
.5 s fixation plus-sign warning signal was followed by an anagram displayed at
the center of a video monitor (replacing the plus sign) until the subject either
responded with a computer-mouse button-press or the trial timed out (at 16 s
after the onset of the anagram). Subjects were instructed to press a button with
their right index finger immediately upon deriving the solution (thereby ter-
minating display of the anagram), and .5 s later they viewed a message which
prompted them to verbalize the solution. After each solution (correct and incor-
rect), subjects were prompted to press a button to indicate whether the solution
was (a) derived with insight, (b) derived without insight, or (c) not sure. Insight
was explained to subjects as occurring when the solution pops into awareness
suddenly (i.e., an “Aha! moment”), as opposed to resulting from deliberate, con-
scious, rearrangement of the letters of the anagram. All subjects indicated that
they were intuitively familiar with this distinction. Subjects were also told to
make both insight and noninsight responses (across trials). This was done in
order to minimize ceiling or floor effects resulting from response bias or stereo-
typed responding. When a subject did not respond with a button-press by the
16 s deadline, the trial was terminated and the next trial initiated. Subjects were
given a block of 14 practice trials before proceeding to the experimental trials.

2.4. EEG analyses

All EEG analyses were performed with EMSE 5.1 (www.sourcesignal.com).
Eye-blinks were corrected offline using an adaptive filter constructed separately
for each subject. EEG segments containing other artifacts were detected by visual
inspection and excised. Channels with excessive artifact were replaced by linear
interpolation using neighboring electrodes. Power spectra were then computed
and mean EEG power was computed at each electrode for each subject for
the following frequency bands: delta (1.00–3.75 Hz), theta (4.00–7.75 Hz), low-
alpha (8.00–9.75 Hz), high-alpha (10.00–12.75 Hz), beta-1 (13.00–17.75 Hz),
beta-2 (18.00–24.75 Hz), beta-3 (25.00–29.75 Hz), gamma-1 (30.00–39.75 Hz),
gamma-2 (40.00–49.75 Hz), and gamma-3 (50.00–58.00 Hz). Mean EEG power
values for each subject were log-transformed and converted to z-scores (across
electrodes, separately for each frequency band) prior to subjecting them to
repeated-measures analysis of variance (ANOVA) in order to determine whether
the HI and LI groups exhibited different resting-state EEG effects. Normalization
by conversion to z-scores eliminates global power differences between subjects
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and between groups that could result from differences in arousal or skull thick-
ness, thereby revealing regional differences in brain activation (Gevins & Smith,
2000; Kounios & Holcomb, 1994).

A repeated-measures analysis of variance (ANOVA) was performed on nor-
malized EEG power values for each frequency band (using the Huynh–Feldt
correction for nonsphericity where appropriate). Each ANOVA had an
anterior–posterior factor (AP, four levels), a hemisphere factor (H, two levels), a
dorsal–ventral factor (DV, two levels), an eyes-closed/open factor (E, two levels),
and a high/low insight group factor (I, two levels). The electrodes used in the
ANOVAs were F1/2, F7/8, C1/2, T7/8, P1/2, P7/8, O1/2, and O9/10 (according
to the nomenclature of the extended International 10–20 System). The present
report is primarily concerned with interactions of the electrode factors with the
Insight factor because such interactions indicate a differential spatial pattern of
neural activity at rest for HI and LI subjects. Relevant ANOVA results for each
frequency band are listed in Table 1. The Insight factor interacted with one or
more electrode factors in each analyzed frequency band.

2.5. Topographic mapping

As follow-up tests to significant ANOVAs, we computed an independent-
samples HI-minus-LI t-test for each electrode and then plotted topographic maps
showing the scalp distribution of these t-scores. These maps only show regions in
which the t-scores lie outside of the range of −1.711 to +1.711, thereby showing
scalp regions in which the HI − LI difference was in the top or bottom 5% of the
t-distribution. No corrections for multiple comparisons were performed because
the t-tests were follow-up tests to the ANOVAs and were intended to elucidate
the specific patterns of effects driving significant ANOVA interactions. Though
such ANOVAs have more statistical power because they pool variance across
electrodes, they do not give precise descriptions of the topography of obtained
effects. In contrast, statistical parametric mapping of t-score topographies gives
more precise information about the spatial distribution of effects, but has less
statistical power because it does not pool variance across electrodes. Neverthe-

Table 1
Significant interactions from ANOVAs, separately for each EEG frequency band
(I: insight factor; AP: anterior–posterior factor; DV: dorsal–ventral factor; H:
hemisphere factor; E: eye-status)

Frequency band Interaction Significance

Delta AP × I F[3,72] = 3.756, p = .021*
AP × DV × I F[3,72] = 3.173, p = .034*
E × H × I F[1,24] = 3.645, p = .068
AP × H × I F[3,72] = 2.852, p = .051
DV × H × I F[1,24] = 4.843, p = .038*

Theta AP × I F[3,72] = 3.619, p = .025*
AP × DV × I F[3,72] = 2.434, p = .072
AP × H × I F[3,72] = 3.098, p = .037*

Low-alpha AP × I F[3,72] = 2.936, p = .049*
AP × DV × I F[3,72] = 2.486, p = .067
AP × H × I F[3,72] = 5.681, p = .003**

High-alpha AP × I F[3,72] = 4.811, p = .004**
AP × H × I F[3,72] = 3.457, p = .039*

Beta-1 AP × I F[3,72] = 7.011, p < .001***
E × AP × DV × I F[3,72] = 2.492, p = .079

Beta-2 AP × I F[3,72] = 4.349, p = .007**

Beta-3 E × DV × I F[1,24] = 3.522, p = .073
E × AP × DV × H × I F[3,72] = 3.209, p = .032*

Gamma-1 E × DV × I F[1,24] = 4.812, p = .038*

Gamma-2 E × AP × I F[3,72] = 2.360, p = .100
E × DV × I F[1,24] = 7.888, p = .01**

Gamma-3 E × DV × I F[1,24] = 6.453, p = .018*

*p < .05, **p < .01, and ***p < .001.

less, due to the convolutions of the neocortex, an EEG effect measured at a scalp
electrode is not necessarily generated in cortical tissue precisely underneath that
electrode. Hence, such topographic mapping affords relatively low-resolution
spatial imaging.

3. Results

3.1. Behavioral results

3.1.1. Mean performance
On average, subjects solved 70.0% (S.D.: 8.1) of the ana-

grams correctly. Of these, 56.1% (S.D.: 19.2) were solved with
insight. The HI and LI groups correctly solved approximately the
same percentage of anagrams (HI: 68.9%; LI: 70.9%; t[24] = .60,
p = .55). Mean reaction times for correctly solved anagrams were
not significantly different for the HI (5.19 s, S.D.: .86) and LI
groups (5.10 s, S.D.: .93) (t[24] = .28, p = .78). Mean error rates
(i.e., proportion of responses that were incorrect) were low and
similar for the two groups (HI: 3.7%, S.D.: 3.3; LI: 4.9%, S.D.:
2.8) (t[24] = 1.05, p = .30). The mean percentage of trials which
were timeouts (i.e., without responses) did not differ signifi-
cantly for the HI (27.4%, S.D.: 8.48) and LI groups (25.2%,
S.D.: 8.80) (t[24] = −.64, p = .53). The HI and LI groups did not
differ in percentage of correct solutions labeled by subjects as
“not sure” whether derived with or without insight (HI: 1.8%,
S.D.: 4.2; LI: 2.9%, S.D.: 6.0; t[24] = 1.08, p = .29). These results
demonstrate roughly equivalent overall performance for the HI
and LI groups, indicating comparable anagram-solving ability.
Nevertheless, these results mask strategy differences described
next.

3.1.2. Individual differences
Previous research has shown that problem solving with

insight yields solutions in an all-or-none fashion, while solving
without insight is incremental and yields partial response-
information prior to the completion of processing (Smith &
Kounios, 1996). This predicts that subjects using an insight
strategy will not have access to information about the correct
response before the insight solution enters awareness and will
therefore tend to timeout without responding when confronted
with an imminent response deadline. In contrast, subjects using
an analytic strategy are more likely to have some partial infor-
mation about the correct response before the final solution is
derived and are therefore more likely to guess as the response
deadline approaches. This predicts that the tendency to solve
anagrams with insight should be associated with the tendency
to make errors of omission (i.e., timeouts), and the tendency to
solve anagrams by a noninsight strategy should be associated
with the tendency to make errors of commission (i.e., incor-
rect responses). Consistent with this prediction, increased use
of an analytic strategy was, across subjects, correlated with an
increase in errors of commission (i.e., incorrect responses); in
contrast, increased use of an insight strategy was correlated with
an increase in errors of omission (i.e., no-response timeouts)
(see Fig. 1). Specifically, the correlation between (a) the pro-
portion of correct responses labeled as resulting from insight
(I/[I + NI], where I is the number of insight solutions and NI is



Author's personal copy

286 J. Kounios et al. / Neuropsychologia 46 (2008) 281–291

Fig. 1. Correlations between behavioral measures. Each circle represents an
individual subject. Dotted lines represent best-fitting regression lines associated
with correlations given in the text. (Top panel) Plot of relationship between
proportion of correct solutions (i.e., insight plus noninsight [I + NI]) associated
with insight, and proportion of unsolved trials (i.e., errors plus timeouts [E + TO])
on which a subject made an error response. (Middle panel) Plot of relationship
between the proportion of correct solutions associated with insight (I/[I + N]) and
the frequency (i.e., percentage) of trials on which a subject timed out without
responding (TO). (Bottom panel) Plot of relationship between proportion of
correct solutions associated with insight (I/[I + N]) and the ratio of the number
of trials on which a subject made an error response (E) to the number of trials
on which a subject made a correct response (I + NI).

the number of noninsight solutions for a given subject) and (b)
the proportion of errors of commission in unsolved problems
(E/[E + TO], where E is the number of errors of commission
and TO is the number of timeouts, i.e., errors of omission) was
−.528 (p = .0035, one-tailed—see Fig. 1, top panel). In addi-
tion, the tendency to solve with insight rather than noninsight
processing (I/[I + NI]) was positively correlated with the fre-
quency of timeouts (r = .387, p = .028, one-tailed—see Fig. 1,
middle panel), showing that subjects who tended to solve with

insight also tended to timeout without responding. There was
also a marginally significant negative correlation between the
tendency to solve with insight (I/[I + NI]) and the overall fre-
quency of error responses (r = −.327; p = .055, one-tailed—see
Fig. 1, bottom panel), suggesting that the tendency to solve with
insight was inversely related to the tendency to make errors of
commission.3

Additionally, subjects did not seem to change their strategy
(insight versus noninsight) over the course of the experiment.
Comparing the relative proportions of insight and noninsight
solutions for the first and second halves of the experiment, an
Experiment-Half(2) × Solution-Type(2) ANOVA found a non-
significant interaction between these two factors (F[1,24] = .282;
p = .6).

In sum, focused correlational analyses supported the notion
that insight self-reports actually reflect different problem-
solving strategies. Alternate explanations do not easily account
for these results. For example, it could be argued that HI sub-
jects simply responded more conservatively and tended to wait
until they were certain of the correct response before they
pressed the button to indicate that they had achieved the correct
solution, hence their tendency to timeout rather than respond
incorrectly. However, this scenario does not explain why HI
subjects, when confronted with an imminent deadline, would
timeout rather than respond with a potential solution that had
not been completely verified, or even respond with a random
guess. Furthermore, it predicts group differences in response
time, which were not evident.

3.2. Posterior oscillations related to visual information
processing

EEG group differences were initially examined by analysis
of variance (ANOVA) described in Section 2 and with relevant
results summarized in Table 1. These analyses showed that the
HI and LI groups differed significantly in the distribution of
EEG power across all standard frequency bands. Follow-up tests
based on statistical parametric mapping are described below.

The first set of analyses focused on predictions concerning the
magnitude of high-alpha and beta-1 oscillations. It was predicted
that HI subjects would exhibit less occipital high-alpha activity
(indicating less attentional gating in the visual system) and less
beta-1 activity (suggesting less focal attention) relative to LI
subjects.

3.2.1. High-alpha (10–12.75 Hz)
Although eye status (open versus closed) did have a signifi-

cant effect on the magnitude of high-alpha, eye status and insight
did not significantly interact (Table 1). Fig. 2 therefore presents
the topography of the HI − LI difference collapsed across eye
conditions. This figure reveals that the LI group had more high-

3 One outlier subject, identified by visual inspection of the scatterplots, was
deleted from these correlational analyses because this outlier substantially sup-
pressed the correlations. Prior to this deletion, the statistical significances of the
three correlations described were 0.097 < p < 0.255.
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Fig. 2. Topographic maps of t-scores of EEG-power comparisons (high-insight
group minus low-insight group) for the high-alpha (top panel), beta-1 eyes-
closed (EC, middle panel), and beta-1 eyes-open (EC, bottom panel) frequency
bands. The red end of the t-score scale represents scalp regions in which EEG
power for the high-insight group is significantly greater than EEG power for the
low-insight group. Blue values represent scalp areas in which the low-insight
group has greater power than the high-insight group. Colored regions on the
topographic maps represent the top and bottom 5% of the t-score distribution.
Red dots on the maps indicate positions of the electrodes. (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of the article.)

alpha than the HI group measured over occipital cortex. This
finding indicates that the LI group had less activity in visual
cortex relative to the HI group. The left-occipital focus of this
effect suggests that this suppression occurred primarily in LH
visual cortex (Worden et al., 2000).

3.2.2. Beta-1 (13.00–17.75 Hz)
In the beta-1 band, eye-condition interacted with insight

(Table 1). The topography of the HI − LI difference is therefore

displayed separately for the two eye-status conditions (Fig. 2).
With eyes closed, LI subjects showed greater beta-1 EEG power
over the occipital midline than did HI subjects. With eyes open,
the greater occipital beta-1 power for LI subjects had a broader
topographic distribution encompassing bilateral occipital sites.
The greater occipital beta for LI subjects indicates more focused
visual attention (Bekisz & Wróbel, 2003; Pfurtscheller, 2003;
Pfurtscheller & Lopes da Silva, 1999; Wróbel, 2000). This effect
had a broader occipital scalp topography and much stronger
statistical significance in the eyes-open condition than in the
eyes-closed condition (a maximum t-score of −4.43 versus
−3.30), consistent with the notion that this beta-1 effect is asso-
ciated with visual attention. Right superior–parietal electrodes
also showed a relatively small effect in the opposite direction
(HI > LI), suggesting greater RH parietal beta-1 activity (see
discussion of hemispheric asymmetry below).

There was also a relatively small effect measured over right
inferior-frontal cortex in the beta-1 band with eyes closed
(HI < LI). This effect was stronger at higher frequencies and
is discussed below.

3.3. Hemispheric asymmetry

The second set of analyses focused on predictions concerning
differences between the two groups in resting-state functional
hemispheric asymmetry. It was predicted that HI subjects would
exhibit more RH activity and/or less LH activity relative to LI
subjects. These predictions were examined in the low-alpha,
beta-2, beta-3, and gamma bands.

3.3.1. Low-alpha (8.00–9.75 Hz)
The low-alpha frequency band reflects cortical inhibition and

is inversely proportional to hemodynamic measures of neural
activity (Kounios et al., 2006). Eye-condition did not interact
with insight in this frequency band (Table 1). Fig. 3 displays the
topography of the HI − LI difference collapsed across eye condi-

Fig. 3. Topographic map of t-scores of EEG-power comparisons (high-insight
group minus low-insight group) for the low-alpha frequency band. This figure
uses the same conventions used in Fig. 2.
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tions. There was greater low-alpha power for HI subjects at left
inferior–frontal and anterior–temporal electrodes, and greater
power for LI subjects focused at right dorsal–frontal electrodes
and extending laterally. The difference at left inferior–frontal
and anterior temporal electrodes reflects greater neural activ-
ity for LI subjects, while the difference at right dorsal–frontal
electrodes reflects greater neural activity for HI subjects.
The low-alpha results are consistent with the hemispheric
hypothesis.

3.3.2. Beta-2 (18.00–24.75 Hz)
Eye condition did not interact with insight in the beta-2

band (Table 1). Fig. 4 (top panel) displays the topography of
the HI − LI difference collapsed across eye conditions. Beta-
band power is proportional to hemodynamic measures of neural
activity (Laufs et al., 2003). There was greater beta-2 power
for HI subjects at right inferior–frontal and anterior–temporal
electrodes, and greater power for LI subjects at left occipi-
tal and parietal electrodes. The right frontal–temporal activity

Fig. 4. Topographic maps of t-scores of EEG-power comparisons (high-insight
group minus low-insight group) for the beta-2 EC/EO (eyes closed and open,
top panel), beta-3 eyes-closed (EC, middle panel), and beta-3 eyes-open (EO,
bottom panel) frequency bands. This figure uses the same conventions used in
Fig. 2.

(HI > LI) is consistent with previous findings associating these
areas with the processing of remote semantic associates (Folley
& Park, 2005; Howard-Jones et al., 2005; Jung-Beeman, 2005;
Jung-Beeman et al., 2004; Stringaris et al., 2006). Beta- and
gamma-band activity can sometimes be contaminated by elec-
tromyograph (EMG) signals associated with muscle activity.
While the contribution of EMG to this result cannot be com-
pletely ruled out, the unilateral and highly focal nature of
this effect argues against the notion that it constitutes muscle
rather than brain activity. The left occipital activity (LI > HI)
is consistent with hypothesized greater focused visual atten-
tion in LI subjects. This left-occipital beta-2 effect, together
with the left-occipital low-alpha effect (both LI > HI), suggests
a center-increase/surround-decrease pattern of cortical activity
(Pfurtscheller, 2003; Pfurtscheller & Lopes da Silva, 1999).
In sum, the beta-2 results are consistent with the hemispheric
hypothesis.

3.3.3. Beta-3 (25.00–29.75 Hz)
Eye condition interacted with insight in the beta-3 band

(Table 1). The bottom two panels of Fig. 4 display the topogra-
phy of the HI − LI difference separately for the eyes-closed and
eyes-open conditions. In the eyes-closed condition, there was
greater beta-3 power for HI subjects at right frontal–temporal
electrodes, and more power for LI subjects at left parietal elec-
trodes. In the eyes-open condition, there was greater power for
HI subjects at right parietal and temporal–occipital electrodes.
The beta-3 effects are consistent with the hemispheric hypoth-
esis.

3.3.4. Gamma-1 (30.00–39.75 Hz)
Eye condition interacted with insight in the gamma-1 band

(Table 1). Fig. 5 displays the topography of the HI − LI
difference separately for the eyes-closed and eyes-open con-
ditions. In the eyes-closed condition, there was greater power
for HI subjects at right inferior–frontal and left temporal
electrodes, and slightly more power for LI subjects at right
inferior–parietal electrodes. In the eyes-open condition, there
was more gamma-band power for HI subjects at electrodes
in a broad area focused at right-parietal electrodes, and a
weaker, more focal, left-parietal area. The larger bilateral
gamma for HI subjects in the eyes-closed condition suggests
a possible contribution from jaw-muscle EMG activity. (EMG
artifact tends to be bilateral and occur at peripheral frontal
and temporal electrodes.) Whether or not that bilateral activity
reflects a contribution from EMG contamination, it disappeared
when the eyes were opened, yielding a strong RH parietal
asymmetry (HI > LI), consistent with the hemispheric hypothe-
sis.

The results for the two higher-frequency gamma bands
(40.00–49.75 Hz and 50.00–58.00 Hz) were very similar to those
of the 30.00–39.75 Hz band, and are not detailed here.

3.4. Other results

Previous research did not afford specific predictions concern-
ing the topography or magnitude of possible group differences
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Fig. 5. Topographic maps of t-scores of EEG-power comparisons (high-insight
group minus low-insight group) for the gamma-1 eyes-closed (EC, top panel)
and gamma-1 eyes-open (EO, bottom panel) frequency bands. This figure uses
the same conventions used in Fig. 2.

in the delta (1.00–3.75 Hz) or theta (4.00–7.75 Hz) frequency
bands. Nevertheless, ANOVAs on EEG power values (Table 1)
did reveal the effects described below.

The ANOVA of delta-band EEG power did not yield a
significant interaction that included eye-condition as a factor.
Topographic mapping of the group difference for this frequency
band (not shown here) revealed a slightly left-lateralized frontal-
central difference (HI > LI). The scalp topography of this effect
suggests a medial-frontal source, though the oscillatory fre-
quency of this effect is lower than the theta-band activity usually
associated with, for instance, activity in anterior cingulate cortex
(Luu, Tucker, & Makeig, 2004).

The ANOVA of theta-band EEG power did not yield a
significant interaction that included eye-condition as a fac-
tor (Table 1). Theta results include weak effects (HI > LI)
measured at frontal–central and left-prefrontal electrodes. The
frontal–central effect is likely “spill-over” from the stronger
frontal–central delta-band effect described above. Similarly, the
left prefrontal effect is likely spill-over from the stronger low-
alpha effect discussed above, as low-alpha, rather than theta,
effects are typical at lateral frontal electrodes (Gevins & Smith,
2000).

4. Discussion

The present study demonstrates that goal-oriented, event-
related, cognitive processing is not completely determined
by goals or task demands. Individual differences in resting-
state brain activity also influence such neural computations.
Specifically, subjects’ preferred strategy for solving a series
of anagrams (insight versus search), was influenced by char-
acteristics of their prior resting state. This phenomenon is
fundamentally different from the previous demonstration of
a relationship between problem-solving strategy and transient
preparatory activity immediately preceding the presentation of
an anticipated problem (Kounios et al., 2006).

The results were organized around two hypotheses. The
first was based on previous research demonstrating that highly
creative individuals exhibit diffuse attention allowing input of
a greater range of environmental stimuli, in contrast to less
creative individuals who tend to focus their attention more
narrowly, thereby sampling a smaller range of environmental
stimuli (Carson et al., 2003; Folley & Park, 2005; Friedman
& Förster, 2005; Mendelsohn & Griswold, 1966; Rowe et
al., 2007). It was therefore predicted that HI subjects would
have less resting-state occipital alpha-band activity, reflect-
ing less inhibition of the visual system, and that LI subjects
have more occipital beta activity, consistent with heightened
focused attention. These predictions were supported by the
results.

The second hypothesis was that HI and LI subjects would
exhibit different patterns of resting-state hemispheric asymme-
try at electrodes over lateral association cortex. This hypothesis
was based on prior findings that creative cognition recruits RH
association areas involved in semantic information processing
relatively more than does noncreative cognition (Bowden &
Jung-Beeman, 2003; Folley & Park, 2005; Friedman & Förster,
2005; Howard-Jones et al., 2005; Jung-Beeman et al., 2004;
Stringaris et al., 2006). The results provided broad support for
the hypothesis that during a resting state HI subjects would
show generally greater RH activity and less LH activity rel-
ative to LI subjects, with the most prominent effects being
greater activity for HI subjects at right dorsal–frontal (low-
alpha band), right inferior–frontal (beta and gamma bands) and
right parietal (gamma band) electrodes, and greater activity at
left inferior–frontal and left anterior–temporal electrodes for LI
subjects in the low-alpha band.

Importantly, the behavioral results demonstrated that the HI
and LI groups used different cognitive strategies to solve the ana-
grams. Consistent with the notion that insight processing yields
information about the correct response in a discrete, all-or-none,
fashion, while noninsight processing yields partial response
information before the processing of a problem has been com-
pleted (Smith & Kounios, 1996), the present results showed that
subjects who tended to solve problems with self-reported insight
tended to make errors of omission, while subjects who tended
to solve the problems with self-reported noninsight processing
tended to make errors of commission.

Though these results demonstrate a dependence of task-
related processing on characteristics of the prior resting state,
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they do not directly address the issue of whether the relevant
aspects of the resting state are stable over time. It is possible
that this resting activity varies over the course of hours or days.
In general, though, the relative stability of individual differ-
ences in resting-state EEG is well known (John et al., 1988)
and resting-state networks isolated with fMRI have also shown
stability across testing sessions (Damoiseaux et al., 2006). Fur-
thermore, accumulating evidence suggests a substantial genetic
contribution to individual differences in resting-state EEG (Smit,
Posthuma, Boomsma, & de Geus, 2005). It is likely that indi-
vidual differences in resting-state brain activity are influenced
by individual differences in neuroanatomy, microcircuitry, and
neurotransmitter systems, all of which may be influenced by
genetics and past experience. Nevertheless, contextual factors
can perturb resting-state EEG (Angelakis, Lubar, Stathopoulou,
& Kounios, 2004). Resting-state activity is likely transiently
influenced by various contextual factors, such as an immedi-
ately preceding task, an anticipated task, and thoughts triggered
by environmental stimuli. Future research will ascertain the rel-
ative influence of context-dependent and context-independent
aspects of resting-state brain activity on goal-directed cognitive
strategies.

The present results open up important avenues for research
into the neural bases of cognition. For example, research on
problem solving has often used complex problems whose solu-
tions take too long for these problems to be used as stimuli in
functional neuroimaging experiments. The demonstration that
resting-state brain activity correlates with individuals’ preferred
strategy for solving simple problems suggests that the present
approach could be used to correlate resting brain activity with
strategies for solving (or the ability to solve) more complex
problems, even in real-world situations. More generally, indi-
vidual differences in resting-state activity may bear systematic
relationships to a variety of event-related cognitive processes
involved in attention, memory, thinking, and language process-
ing. Investigation of such relationships, where they exist, may
complement studies that directly examine event-related cog-
nition. Furthermore, this research suggests the possibility that
contextual manipulations designed to systematically influence
resting-state activity may, in turn, influence cognitive strategies
in useful ways.
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