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In this paper we will look at an important candidate for an admission con-trol algorithm originally proposed at this workshop some years ago [2] and laterre�ned in [3], for a new kind of service called predictive service [1]. Predictiveservice provides quality of service for applications that can tolerate some losssuch as real time digital audio and video applications that can adjust their play-back points in response to jitter in the network. The e�ciency gain of predictiveservice comes from allowing more ows into the network than guaranteed ser-vice, thus providing more sharing and lower cost. The architecture described in[1] supports guaranteed and predictive service, but not advance reservations.The possibility of making advance resource reservations should be a part ofa communication architecture to provide better service to the users. Whetheradvance reservations are actually needed depends on future resource scarcity.Where resources are plentiful, not even immediate reservations may be necessary,but where resources are scarce enough to justify reservations at all, it makes senseto be able to make them in advance. In this paper we will show that advancereservations can be provided by the network with little overhead.2 FrameworkThe service model and the admission control algorithm suggested in this paperare extensions of those presented in [1] and [3]. In [1], the proposed network ser-vice interface o�ers guaranteed service, predictive service and best-e�ort (ASAP)service. The service interface is simple and relies on token bucket tra�c shaping;the source speci�es the bucket size b and the token generation rate r. Guaranteedservice provides a minimum transmission rate and the queuing delay bound be-comes the bucket size divided by the rate. Predictive service provides K di�erentservice classes with widely spaced target delay bounds Di and it is suggestedthat the target bounds are spaced by an order of magnitude. The bounded quan-tity is the queuing delay per hop, so it is necessary to add up the target delaybounds at each hop to �nd the upper bound on the total queuing delay.To support this service interface a scheduling algorithm is presented in [1].The guaranteed service tra�c is scheduled with weighted fair queuing (WFQ) [7]so that each guaranteed service client has a separate WFQ ow. All the predictiveservice ows and ASAP tra�c share the spare bandwidth in a pseudo{WFQ ow,called ow 0. The available bandwidth for ow 0 is therefore �� �̂G where � isthe link bandwidth and �̂G is the measured bandwidth usage for all guaranteedows over the link. Inside ow 0, there are a number of strict priority classes: oneclass for each target delay bound and ASAP tra�c at the lowest priority. Thestrict priority scheme implies that queuing delay experienced by higher priorityclasses will be conveyed to lower priority classes.Admission control is performed in each switch along the path of a ow.Admission requests will be carried to the switches by an end-to-end resourcereservation protocol such as RSVP [6].



3 Duration IntervalsTo achieve an e�cient scheme for advance reservations we ask that each requestincludes a duration interval: I = [ts; te], where ts is when the requested ser-vice will start and te when that service will end. The intervals are necessaryto determine which requests overlap and when the reserved resources will bereleased.We have extended the service interface so that each admission request in-cludes a duration interval. Requests for immediate admission will specify now astheir starting time. If a requested duration is too short, it should be possible torenegotiate the request by calling the admission algorithm again. If this requestis rejected the session may continue but not necessarily with the same servicequality.If a requested duration is too long, resources are over-reserved. This reducesthe chances to grant admission to other advance reservations. Fortunately, im-mediate reservations can be granted to a large extent anyway. This is becausethe measurement procedure of predictive service automatically detects unusedcapacity once a ow is active. Therefore, over-reservation has little impact onthe total utilization as long as there are some immediate requests for admission.In addition, there is an option for clients to explicitly close the requested servicebefore the duration expires.4 Admission Control Decision for Advance ReservationsThe admission decision for predictive service is based on requested rates for owsthat have not yet started and on measured rates for currently active ows. Ifthere are no advance reservations and a request for immediate admission arrives,our extended conditions give the same result as the conditions stated in [3].Figure 1 is a snap-shot of admitted ows in a time/bandwidth diagram.Flows a, b and c are currently active and we have measurements of their ratesand maximum delays which are used as predictions of their future behavior.When a new admission request arrives, admission is granted if the new owwould not cause any delay bounds to be violated or bandwidth limits to beexceeded. The admission conditions only consider ows that overlap with the newow (b,c,d,e,g,h), using measured bandwidth if they have started or, otherwise,bandwidth requests; we call this the estimated bandwidth. The conditions arechecked at all points where new ows begin (ts, tx and ty).For reservations in the distant future the number of currently active overlap-ping ows is small and admission decisions are based mainly on requested rates.In the near future the number of currently active overlapping ows is probablylarge and admission decisions are based mainly on measured values. So, in thedistant future, the admission criteria are conservative, but as time proceeds moreoverlapping ows will become active and we get better estimates of bandwidthusage. Thus, as we get closer in time to the point at which a ow with an advancereservation is to begin, we have a more accurate knowledge of the network load
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measured bandwidthFig. 1. Snap-shot of reservationsand more ows can be admitted. Requests for immediate reservation can �ll upthe remaining bandwidth.4.1 Admission CriteriaA client may request admission for predictive service in one of the classes 1 toK (where class K packets are scheduled at the lowest priority level), or for guar-anteed service. The following notation will be used in the formulas2 describingour admission criteria:�G(t) estimated bandwidth for guaranteed ows at time t�P (t) estimated bandwidth for predictive ows at time t�Pi(t) estimated bandwidth for ows in predictive class i at time tRG(t) requested bandwidth for guaranteed ows at time tD̂j measured delay in predictive class jBj(t) bucket size sum for not yet started ows in predictive class j.Predictive service: When a client requests service in predictive class k for aow �, shaped by token bucket �lter (r�k ; b�k ; I�), the admission control algorithmperforms the following checks:{ Determine if the bandwidth usage, after adding the new load r�k , will exceedthe available link capacity v� during the requested interval I�:v� > maxt�I� �r�k + �G(t) + �P (t)� (1)The available link capacity, v�, is determined by the link capacity � and thelink utilization target v, that is tunable.{ Determine whether the worst possible behavior of the new ow and theother ows that have not yet started can cause violation of delay bounds forpredictive service classes k through N .2 These formulas are extensions of those presented in [3]



The worst case is when all predictive service ows ush their entire tokenbuckets simultaneously in one burst. The resulting queue will be emptiedaccording to the available bandwidth.- check the delay bound, Dk, of the same priority level:Dk > maxt�I�  D̂k + b�k +Pki=1Bi(t)�� �G(t) �Pk�1i=1 �Pi(t)! (2)- check the delay bound of the lower priority levels, i.e.,Dj where k < j � K.Dj > maxt�I� 0@ D̂j �� � �G(now) �Pk�1i=1 �Pi(now)�+ �b�k +Pji=1Bi(t)��� �G(t) �Pk�1i=1 �Pi(t) � r� 1A(3)Guaranteed service: When a client requests guaranteed service for a ow �shaped by (r�G; b�G; I�), the admission control algorithm �rst performs the totalbandwidth check expressed in (1), then the following checks are performed:{ Determine whether the requested bandwidth of all guaranteed service owswill exceed link capacity: v� > maxt�I� �r�G +RG(t)� (4){ Determine that the delay bounds of each predictive service class is still ob-served when the remaining bandwidth is decreased (estimated bandwidth forguaranteed ows and for predictive classes with higher priority is subtractedfrom the link bandwidth).Dj > D̂j �maxt�I�  �� �G(now) �Pj�1i=1 �Pi(now)� � r�G � �G(t) �Pj�1i=1 �Pi(t)! 1 � j � K (5)4.2 Operation of Admission Control Algorithm
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Figure 2 illustrates how our admission control algorithm operates. At time 1700a large number of sources start. These sources, which were admitted in advance,have reserved all of the available bandwidth and all �nish at time 1800. There isa background of sources asking for immediate admission with predictive service.The �gure clearly shows that the number of active ows goes down to zero justbefore time 1700 to honor the resource commitments to the previously admittedsources. At time 1700 the number of active ows increases sharply as the pre-viously admitted sources begin to transmit and then increases further as thosesources are measured and more sources can be admitted.5 State RequirementsThe information needed to make advance admission decisions in a switch is sum-marized in �gures 3 and 4. Figure 3 shows the cumulative requested bandwidth
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bandwidthFig. 4. Predicted bandwidth use of cur-rently active owsadmitted to ows that have not yet started. Figure 4 shows the predicted band-width use of currently active ows. Present measurements are used as predictionsof future bandwidth use for those ows. We need to keep state correspondingto these diagrams for the guaranteed ows collectively and for each predictiveservice class individually.An attractive feature of the original admission control algorithms [2] [3] isthat the only state needed is the current bandwidth use for all guaranteed owsplus maximum delay and bandwidth use for each predictive service class. Astraightforward implementation for advance reservation would keep an amountof state proportional to the number of active ows plus the number of owsreserved in advance. Aggregation methods, however, can decrease the amountof state needed: ows that start or �nish at the same time, or nearly the sametime, can be treated collectively.There is a tradeo� between the amount of state saved by aggregating requestsand the exibility of making requests. A simple way to aggregate requests is touse time slots. Duration intervals may then start and �nish only at certain pointsin time. A disadvantage with this scheme is internal fragmentation: clients mayhave to reserve longer intervals than they will actually use.



6 SimulationsOur simulations aim to show that adding advance reservation capability to theadmission control algorithm for predictive service does not decrease utilizationlevels very much. We have simulated a single link topology using two di�erentsource models. We have done simulations of scenarios with immediate reserva-tions only, and with both immediate and advance reservations. We have alsoexamined the e�ects of aggregating state for active ows with similar �nishingtimes.6.1 Simulated TopologyThe simulated topology is a single 10 Mbit/s bottleneck link connecting tworouters. A number of sources are connected to one of the routers with links within�nite bandwidth. All sources send data to a sink connected to the other router.Our data comes from the upstream router R (�g 5).
source 1

source n

source 2

router router

10 Mbit/s

sink
bottleneck link

R
. . . Fig. 5. Simulated topology6.2 Source Model ParametersWe use two kinds of sources, both generate packet trains at some peak rate p.The train length is exponentially distributed with mean N . The time betweenpacket trains is also exponentially distributed with mean I. The ratio betweenthe peak and average rate, p=a, can be calculated from those values.All sources regulate their output with a token bucket �lter with token gener-ation rate r and bucket depth b. Each token is worth 1000 bits which is equal tothe packet size; sending one packet consumes one token. The token bucket �lteris designed so that there should always be a token available when the sourcewants to output a packet. However, if the bucket is empty the packet is queueduntil a token is available.All source parameters are listed in table 1. In the table, D is the maximumdelay for a guaranteed ow, calculated from the token bucket parameters. Djis the requested delay bound when the source asks for predictive service. Therouter supports two predictive service classes, one with a delay bound of 16 msand the other with a delay bound of 160 ms.



Model Name Model parameters Token bucket Delay boundsp I N p=a r b D Djpkts/sec msec pkts tkns/sec tkns msec msecEXP1 64 325 20 2 64 1 16 16EXP2 1024 90 10 10 320 50 160 160Table 1. Source model parameters6.3 Flow GenerationSources ask for admission according to a poisson process; the times betweenadmission requests are exponentially distributed with a mean of 400 ms. Therequested duration intervals are also exponentially distributed with a mean of300 seconds. For sources that ask for admission in advance, the times betweenthe admission request and the start of the duration interval are exponentiallydistributed with a mean of 300 seconds. Note that with these parameters, theo�ered load is much larger than the available bandwidth, so most admissionrequests are rejected.A source requests admission by sending a setup packet containing the desiredservice type and token bucket parameters towards the destination. If all routersalong the path grant admission, the source transmits during the requested in-terval and then it stops.6.4 Measuring ProcessThe measuring process estimates current bandwidth utilization �̂ and experi-enced maximum delay D̂ in the same way as in [3]. When deciding whether
bw

now t f4 f3 timeFig. 6. Estimated future bandwidth use for currently active owsto admit an advance reservation, the algorithm needs estimates of bandwidthutilization in the future, e.g., at time t in �g 6. This is done by continually es-timating current bandwidth utilizations and using these as predictions of futureutilization. The estimates are obtained by a straightforward extension of themeasuring process in [3]. The packet rate of every active ow is sampled; these



rates are then used as in [3] to obtain estimates of bandwidth utilization between�nishing points of ows. The sum of the rates of the bottom three ows in �gure6 are used to estimate �̂ between f3 and f4, i.e., the �nishing points of owsthree and four from the bottom. This procedure ensures that the estimates areconservative in the distant future and accurate in the near future where manycurrently active ows will still be active.In a straightforward implementation, calculating the estimates is linear inthe number of ows. To avoid keeping track of every individual ow and reducethe overhead in calculating the estimates, we have experimented with aggregat-ing ows that �nish at about the same time. The bandwidth utilization of theaggregated ows is then estimated collectively.6.5 Simulation ResultsTo verify our simulation environment we �rst replicated some relevant resultsfrom [3] in our simulator. In this �rst set of simulations, all sources in a singlesimulation conformed to the same source model and all requested immediateadmission for the same type of service. The results of these simulations aresummarized in table 2 under IMM. In table 2; util is the utilization of theName Model Serv util delay # sources (avg) Measuring params% (ms) act adv adm T (s) S (s) A (s)IMM EXP1 G 45 2.6 140 | | 5.0 0.80 |ADV EXP1 G 44 2.3 137 137 282 5.0 0.80 |IMM EXP1 P 78 2.3 244 | | 5.0 0.80 |ADV EXP1 P 68 1.9 213 160 265 5.0 0.80 |GRA EXP1 P 70 1.9 219 164 249 5.0 0.80 32GRA EXP1 P 75 2.5 232 153 240 5.0 0.80 128IMM EXP2 G 28 9.3 28 | | 1.0 0.12 |ADV EXP2 G 27 8.4 27 27 109 1.0 0.12 |IMM EXP2 P 76 37.0 75 | | 1.0 0.12 |ADV EXP2 P 59 13.4 58 37 124 1.0 0.12 |GRA EXP2 P 54 11.1 54 37 122 1.0 0.12 32GRA EXP2 P 50 11.5 49 33 123 1.0 0.12 128Table 2. Simulation resultsbottleneck link and delay is the maximum experienced queuing delay. # sourcesare averages of ow counts; act is the average number of sources that weretransmitting. The measuring params are the size of the T and S windows usedin the measuring process (see [3]).The utilization target v was 90% in all simulations. All simulations ran forat least 3000 seconds simulated time. The data in table 2 comes from the secondhalf of the simulated time. Visual inspection con�rmed that no startup transientsremained at that time.



In the simulations with advance reservations, 50% of the sources asked forimmediate admission and 50% for admission in advance. The choice was random.All sources conformed to the same model and asked for the same type of service.These simulation results are summarized in table 2 under ADV. There, adv is theaverage number of sources that were transmitting and were admitted in advance,and adm is the average number of sources that were admitted in advance buthave not begun transmitting.The GRA simulations are similar to ADV, the only di�erence being the mea-suring process: all ows that �nish within the same A seconds are aggregatedand measured collectively. This also implies that for purposes of admission con-trol, �nishing times are rounded upwards to the nearest A seconds. In the table,A is the granularity of the measuring process.6.6 DiscussionOur simulations clearly show that predictive service with advance reservationsprovides higher network utilization than guaranteed service with advance reser-vations. They also show that adding advance reservation capability to predictiveservice decreases bandwidth utilization. The levels are not much lower thoughfor smooth tra�c, but for bursty tra�c the utilization level decreases more.When the fraction of sources asking for advance admission is lower the decreasein utilization is lower. E.g., in simulations when 10% of the sources (instead of50%) ask for admission in advance, the utilization is 69% for the bursty EXP2tra�c.The reason for the decrease in utilization is that advance reservations willblock requests for immediate admission. This blocking e�ect is larger when thesources are bursty since the token bucket parameters are larger. Moreover, whentoken buckets are deep the admission decision is based on delay considerationsmore than on available bandwidth. To make a good admission decision in thiscase, the algorithm would need to know how much each ow contributes tothe current queuing delay. This would enable the algorithm to estimate futuredelay since it knows which ows will be active at any future time. Instead, thealgorithm uses the current delay as an estimate of future delay. Since this is avery conservative estimate, network utilization su�ers.Aggregation of ows in the measuring process increases utilization for thesmooth tra�c generated by EXP1 sources, but decreases utilization for theburstier EXP2 sources. The utilization increase for smooth sources may be dueto the fact that sources asking for admission very soon in advance (i.e., they wishto start very soon after admission) are denied admission. This would improveutilization since such reservations would block sources asking for immediate ad-mission. The utilization decrease for the bursty EXP2 sources is connected to ahigher rejection rate of sources asking for immediate admission.An interesting observation is that for guaranteed service, sources asking forimmediate admission are almost completely shut out by sources asking for admis-sion in advance. This is due to the fact that for guaranteed service the admissiondecision is based on requested values only, regardless of estimated bandwidth use.



The sources asking for admission in advance are admitted �rst and so can starveout sources asking for immediate admission since no bandwidth is freed whenthe sources with guaranteed service begin to transmit.7 Setting up Advance Reservations using RSVPWith some minor changes, RSVP [6] could be used to set up advance reserva-tions. RSVP is a receiver initiated reservation protocol supporting unicast andmulticast reservations along a distribution tree. It can be used for setting up ad-vance reservations in almost the same way as it is used for setting up immediatereservations. To establish an advance reservation for a multi-party session thesenders have to announce their session by periodically sending announcementmessages (in RSVP terms, \path" messages) down a multicast tree. Receiversrespond to those announcements by sending reservations towards the senders.The resources have at this point been reserved for some time in the future. Atthe time the session starts, resources are allocated and the service to each sessionparticipant increases from best-e�ort to the requested quality.For reservations made far in advance, there is potentially a very large numberof path and reservations messages that must be sent before the session begins.To reduce overhead, the frequency of sending these messages should start lowand increase as the time of the session approaches. RSVP could support ad-vance reservations e�ciently while allowing the admission control algorithm andmeasuring process to aggregate sessions if the following two minor changes aremade:{ To support advance reservations the ow speci�cation carried by RSVP pathand reservation messages should include session durations. A sender willstate a duration for the session and the receivers are free to reserve anyinterval within that duration. Since senders may lengthen or shorten dura-tions, special wildcard durations can be used by the receivers to follow thechanges made by the sender.{ To cancel a reservation, RSVP should provide the original owspec in the in-terface between RSVP and the admission control mechanism. This is becauseour admission control algorithm aggregates requests for sessions of similarduration to save state and for measuring purposes. We propose that RSVPprovide the original owspec when making a call to the admission controlmechanism to delete a session.8 ConclusionsWe have shown how the predictive service admission control algorithm devel-oped in [2] and [3] can be extended to support advance reservations providedthat requests for admission specify the duration of their reservation. The ex-tended admission control algorithm proposed in this paper relies on knowledgeof which ows overlap in time with the ow that requests advance reservation,



measuring those overlapping ows that are active, and assigning the requestedrate to the ows that have not yet started. Thus, more requests for a certainduration of time can be granted as we get closer to that duration of time in-creasing sharing and lowering cost for those ows that occupy that duration.We have also suggested ways to minimize the amount of state information nec-essary to provide advance reservations, and to simplify the measuring processthat estimates future bandwidth use.Our simulations show that predictive service with advance reservations pro-vides higher network utilization than guaranteed service with advance reser-vations. They also show that adding advance reservation capability to predic-tive service decreases bandwidth utilization. The levels are not very much lowerthough, and they are still signi�cantly higher than for guaranteed service. Thedecrease in utilization is due to the fact that advance reservations will blocksources asking for immediate admission. This blocking e�ect is larger for burstysources which request more resources.References1. D. Clark, S. Shenker, L. Zhang: Supporting Real-Time Applications in an In-tegrated Packet Services Network: Architecture and Mechanism. Proc. ACMSIGCOMM'92, 1992.2. S. Jamin, D. Clark, S. Shenker, L. Zhang: Admission Control Algorithm forPredictive Real-Time Service. Proc. 3rd International Workshop on Networkand Operating System Support for Digital Audio and Video, November 1992.3. S. Jamin, P. Danzig, S. Shenker, L. Zhang: A Measurement-based AdmissionControl Algorithm for Integrated Services Packet Networks. Submitted forpublication, February 1995.4. C. Partridge, S. Pink: An Implementation of the Revised Internet StreamProtocol. Internetworking Research and Experience, 3(1), March 1992, pp.27{54.5. C. Toplocic: Experimental Internet Stream Protocol, Version 2 (ST-II). RFC1190, October 1990.6. L. Zhang, S. Deering, D. Estrin, S. Shenker, D. Zappala: RSVP: A New Re-source ReSerVation Protocol. IEEE Network Magazine, September 1993, pp.8{18.7. A. Demers, S. Keshaw, S. Shenker: Analysis and Simulation of a Fair Queu-ing Algorithm. Journal of Internetworking: Research and Experience, 1, 1990,pp. 3{26.This article was processed using the LATEX macro package with LLNCS style


