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ABSTRACT

Today’s data storage systems are increasingly adopting low-
cost disk drives that have higher capacity but lower reliabil-
ity, leading to more frequent rebuilds and to a higher risk
of unrecoverable media errors. We propose a new XOR-
based intra-disk redundancy scheme, called interleaved par-
ity check (IPC), to enhance the reliability of RAID systems
that incurs only negligible I/O performance degradation.
The proposed scheme introduces an additional level of re-
dundancy inside each disk, on top of the RAID redundancy
across multiple disks. The RAID parity provides protec-
tion against disk failures, while the proposed scheme aims
to protect against media-related unrecoverable errors. A
comparison between the proposed scheme and traditional re-
dundancy schemes based on Reed-Solomon (RS) codes and
single-parity-check (SPC) codes is conducted by analytical
means. A new model is developed to capture the effect
of correlated unrecoverable sector errors. The probability
of an unrecoverable failure associated with these schemes
is derived for the new correlated model as well as for the
simpler independent error model. Furthermore, we derive
closed-form expressions for the mean time to data loss of
RAID 5 and RAID 6 systems in the presence of unrecov-
erable errors and disk failures. We then combine these re-
sults for a comprehensive characterization of the reliability
of RAID systems that incorporate the proposed intra-disk
redundancy scheme. Our results show that in the practi-
cal case of correlated errors, the proposed scheme provides
the same reliability as the optimum albeit more complex
RS coding scheme. Finally, the throughput performance of
incorporating the intra-disk redundancy on various RAID
systems is evaluated by means of event-driven simulations.

1. INTRODUCTION

Large-capacity data storage systems are ubiquitous in mod-
ern enterprises, and the demand for more capacity continues
to grow. Such data storage systems use hundreds of hard
disk drives (HDDs) to achieve the required aggregate data
capacity. A problem encountered in these systems is fail-
ures of HDDs. Protection against HDD failures is achieved
by employing redundant disks in a system. The common
technique used in modern data storage systems for tolerat-
ing disk failures is the redundant array of independent disks
(RAID) [3, 13]. A popular RAID scheme is RAID Level 5,

in which disks are arranged in groups (or arrays), each with
one redundant disk. RAID 5 arrays can tolerate one disk
failure per array. In addition, data striping and distributed
parity placement across multiple disks are used to benefit
from faster parallel access and load balancing.

As the number of disks in a data storage system grows,
also the need for tolerating two disk failures in an array in-
creases. The RAID 5 scheme cannot protect against data
loss if two disks fail. Instead, using a RAID 6 scheme allows
up to two disks to fail in an array. The RAID 6 scheme
stores two parity stripe units per set of data stripe units [1,
5]. However, this increase in reliability reduces the overall
throughput performance of RAID 6 arrays as well as the
available storage space for a fixed number of total disks in
an array. The main reason for the reduced throughput is
that each write request also requires updating the two cor-
responding parity units on different disks.

A current trend in the data storage industry is towards the
adoption of low-cost components, most notably SATA disk
drives instead of FC and SCSI disk drives. SATA drives offer
higher capacity per drive, but have a comparatively lower
reliability. As the disk capacity grows, the total number
of bytes that are read during a rebuild operation becomes
very large. This increases the probability of encountering an
unrecoverable error, i.e., an error that cannot be corrected
by either the standard sector-associated error-control coding
(ECC) or the re-read mechanism of the HDD. Unrecoverable
media errors typically result in one or more sectors becoming
unreadable. This is particularly problematic when combined
with disk failures. For example, if a disk fails in a RAID 5
array, the rebuild process must read all the data on the
remaining disks to rebuild the lost data on a spare disk.
During this phase, a media error on any of the good disks
would be unrecoverable and lead to data loss because there
is no way to reconstruct the lost data sectors. A similar
problem occurs when two disks fail in a RAID 6 scheme.
In this case, any unrecoverable sectors encountered on the
good disks during the rebuild process also lead to data loss.

Typical data storage installations also include a tape-based
back-up or a disk-based mirrored copy at a remote location.
These mechanisms can be used to reconstruct data lost be-
cause of unrecoverable errors. However, there is a significant
penalty in terms of latency and throughput.

We propose a new technique to enhance the reliability



of RAID schemes that incurs only a negligible I/O perfor-
mance degradation and is based on intra-disk redundancy.
The method introduces an additional “dimension” of redun-
dancy inside each disk that is orthogonal to the usual RAID
dimension, which is based on redundancy across multiple
disks. The RAID redundancy provides protection against
disk failures, whereas the proposed intra-disk redundancy
aims to protect against media-related unrecoverable errors.

The basic intra-disk redundancy scheme works as follows:
each stripe unit is partitioned into segments, and within
each segment, a portion of the storage, usually several sec-
tors, is used for storing data, called data sectors, whereas
the remainder is reserved for redundant sectors, which are
computed based on an erasure code. The novelty of the
proposed scheme lies in the fact that it copes with precisely
those type of errors that cannot be handled by the built-in
ECC and re-read mechanisms of an HDD. It can also be used
to address similar “data-integrity” errors such as bit-flips
and other incorrect responses. Furthermore, we address the
placement issue of the redundant sectors within the segment
to minimize the impact on the throughput performance.

The key contributions of this paper are the following. A
new XOR-based intra-disk redundancy scheme is introduced
for erasure correction in the presence of unrecoverable sec-
tor errors. The novelty of this scheme is the combination of
XOR-based parity, interleaving, and parity placement, all
put together in a practical implementation. Furthermore,
a new model capturing the effect of correlated unrecover-
able sector errors is developed and subsequently used to
analyze the proposed scheme as well as the traditional re-
dundancy schemes based on Reed-Solomon (RS) codes and
single-parity-check (SPC) codes. The probability of an un-
recoverable failure associated with these schemes is derived
for the new correlated model as well as for the simpler inde-
pendent error model. Furthermore, suitable Markov models
are developed to derive closed-form expressions for the mean
time to data loss of RAID 5 and RAID 6 systems in the
presence of unrecoverable errors and disk failures. We then
combine these results to comprehensively characterize the
reliability of these RAID systems which incorporate the pro-
posed intra-disk redundancy scheme. Finally, the through-
put performance of these RAID systems is evaluated using
event-driven simulations under a variety of workloads.

As our results demonstrate, the easy-to-implement inter-
leaved parity-check coding scheme proposed here achieves a
reliability very close to that of the optimal but much more
complex RS scheme. As will be explored in further detail in
this paper, a key advantage of the new scheme is that it can
be applied to various RAID systems, including RAID 5 and
RAID 6.

The remainder of the paper is organized as follows. Sec-
tion 2 provides a survey of the relevant literature on reliabil-
ity enhancement schemes for RAID systems. Section 3 de-
scribes the problem of data loss due to unrecoverable errors
in more detail. Section 4 presents the intra-disk redundancy
scheme, including a detailed analysis of the erasure correc-
tion capability in the presence of independent as well as
correlated unrecoverable sector errors. Section 5 is devoted
to assessing the reliability of RAID 5 and RAID 6 storage
systems that incorporate the proposed coding scheme. In
Section 6, the throughput performance is evaluated using
event-driven simulations to address dynamic I/O. Section 7
concludes the paper.

2. RELATED WORK

Data storage systems are being designed to meet increas-
ingly more stringent data integrity requirements [10]. Using
a tape-based back-up or a disk-based mirrored copy is the
approach commonly used to enhance data integrity. How-
ever, recovering data from such copies is time consuming.

The emergence of SATA drives as the low-cost alterna-
tive to the SCSI and FC drives in data storage systems has
brought the issue of system reliability to the forefront. The
key problem with SATA drives in this respect is that unre-
coverable errors are ten times more likely than on SCSI/FC
drives [8]. A simple scheme based on using intra-disk redun-
dancy is described in [7] and aims at increasing the reliability
of SATA drives to the same level as that of SCSI/FC drives.
This scheme is based on using a single parity sector for a
large number of data sectors but does not address its place-
ment issue. In the case of small writes, the data and parity
sectors to be updated will require separate I/O requests,
leading to a severe penalty in throughput performance.

Following the introduction of RAID [13], the reliability of
RAID systems was analyzed by several groups. A basic re-
liability analysis of RAID systems was presented in [2, 11,
15]. Unrecoverable errors were considered in [12], where a
detailed Markov model is developed to capture a variety of
failures possible in a disk array. The model also incorporated
uncorrectable permanent errors caused by media-related er-
rors. In [20], the reliability of RAID 5 arrays in the pres-
ence of uncorrectable bit errors was analyzed. The authors
assume that reading data from disks does not cause uncor-
rectable errors. These errors are assumed to occur during
writing, and are encountered during reading. A separate
analysis of two cases is done: one in which uncorrectable
errors exist on good disks before a disk failure, the other in
which uncorrectable errors occur during writes to good disks
after a disk failure but before the rebuild is completed. The
latter scenario captures the case when the disk array con-
tinues to receive read and write requests during the rebuild
phase. The authors use Markov models to characterize the
occurrence of uncorrectable errors and obtain expressions
for the reliability of RAID 5 arrays. They demonstrate that
unrecoverable errors have a big impact on the reliability of
the system.

More recently, the reliability of large storage systems that
encounter disk failures as well as unrecoverable errors was
evaluated in [21]. The use of a signature scheme was pro-
posed to identify unrecoverable blocks. Redundancy was
introduced based on two-way mirroring, three-way mirror-
ing, and RAID 5 with mirroring (RAID 5+1). The redun-
dancy in the schemes analyzed was placed on different disks
to protect against disk failures, thus exploiting the RAID
dimension. The reliability of these schemes was analyzed
using Markov models. In [4], the performance of different
RAID systems was studied and various scheduling policies
were presented. More recently, an integrated performance
model was developed in [19] that incorporated several fea-
tures of real disk arrays such as caching, parallelism and
array controller optimizations.

3. DATA LOSS FROM UNRECOVERABLE
ERRORS

In this section, we consider the problem of unrecoverable
errors and their impact on the reliability of a RAID 5 system



to motivate the need for devising a coding scheme.

Cousider an example of a number of RAID 5 systems in-
stalled in the field. Each system may contain more than one
RAID 5 array. What is important is the total number of
RAID 5 arrays. We assume that all arrays have the same pa-
rameters. Consider an installed base of ng = 125000 RAID
5 arrays, each with N = 8 disks. All the systems in the
field are assumed to comprise the same type of disks. Two
types of disks are assumed, either the expensive and highly
reliable SCSI drives or the low-cost SATA drives with lower
reliability. The disks are characterized by the following pa-
rameters:

e Mean time to failure (1/A): 1 x 10° h for SCSI and
5 x 10° h for SATA drives.

e Mean time to rebuild (1/p): 9.3 h for SCSI and 17.8
h for SATA drives.

e Unrecoverable bit error probability (Poit): 1 x 107%°
for SCST and 1 x 10™"* for SATA drives.

e Drive capacity (Cy in bytes): SCSI drives with 73, 146,
and 300 GB, and SATA drives with 300 and 500 GB.

Assuming a sector size of 512 bytes, the equivalent unrecov-
erable sector error probability is Ps =~ Py, x 4096, which is
4.096 x 10~ '* in the case of SCSI and 4.096 x 10~ in the
case of SATA drives.

For a RAID 5 array, the unrecoverable errors lead to data
loss when encountered in the critical mode, i.e. when one
drive has already failed. In this case, the remaining N —1
drives are read to rebuild the data on the failed drive. As
the number of sectors on a drive is Cq/512, the total num-
ber of sectors read while rebuilding from N — 1 drives is
(N —1)Cq/512. Assuming each sector encounters an unre-
coverable error independently of all other sectors with prob-
ability Ps, the probability of encountering at least one un-
recoverable sector, i.e., the probability of an unrecoverable
failure P,¢ is given by

Py=1-— (]_ — PS)(Nfl)Cd/512 ) (1)

Fig. 1 shows P,¢ for disks of 300 GB capacity as a function of
the unrecoverable sector error probability. Also shown are
the results for SCSI drives with three different capacities
and SATA drives with two different capacities. An array
with 300 GB SCSI drives has a P, of more than 1%. For
arrays using the low-cost SATA drives with 500 GB capacity,
P, increases to more than 25%.

The detrimental effect of unrecoverable failures on the
overall data loss experienced by users of large storage sys-
tems can be seen by examining the mean time to data loss
(MTTDL) metric. In the presence of disk failures only, the
MTTDL of a RAID 5 array is well known [3, 13] and is given
by

MTTDL= ——HF (2)

ngN(N —1)A2°

assuming A < p. The MTTDL of a large data storage in-
stallation of RAID 5 arrays as a function of the total user
capacity is shown in Fig. 2. It can be seen that a 10 PB in-
stallation using either SCSI or SATA drives has an MTTDL
of more than five years. Bringing unrecoverable failures into
consideration changes the picture dramatically. Using the
expression for the MTTDL in the presence of both disk fail-
ures and unrecoverable failures, which we derive in Section
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Figure 2: MTTDL of RAID 5 arrays as a function
of total installed user capacity.

5.2, a 10 PB installation using 146 GB SCSI drives experi-
ences a MTTDL of around ten weeks, as shown in Fig. 2.
More interestingly, the MTTDL of a 10 PB installation us-
ing 300 GB SATA drives drops to less than one week. These
examples reveal that data loss resulting from unrecoverable
sectors is a key limitation of current large-scale data storage
systems.

4. INTRA-DISK REDUNDANCY SCHEME

Here we introduce and describe the intra-disk redundancy
scheme. A number of contiguous sectors in a stripe unit are
grouped together into a segment. Redundant sectors derived
from the data sectors are also included in the same segment.
A number of different schemes can be used to obtain the
redundant parity sectors, as will be described later in this
section. The entire segment, comprising ¢ data and parity
sectors, is stored contiguously on the same disk, as shown
in Fig. 3, where £ =n + m.
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Figure 3: Basic intra-disk redundancy scheme.

The size of a segment should be chosen such that a suffi-
cient degree of storage efficiency, performance and reliability
are ensured. In addition, the number of parity sectors in a
segment is a design parameter that can be optimized based
on the desired set of operating conditions. In general, more
redundancy provides more protection against unrecoverable
media errors. However, it also incurs more overhead in terms
of storage space and computations required to obtain and
update the parity sectors. Furthermore, for a fixed degree of
storage efficiency, increasing the segment size results in an
increased reliability, but also in an increased penalty on the
I/O performance. Therefore, a judicious trade-off between
these competing requirements needs to be made.

4.1 Independent and Correlated Errors

The performance of the intra-disk redundancy scheme is
analytically assessed based on two models. According to the
first model (independent model), each sector encounters an
unrecoverable error, independently of all other sectors, with
probability Ps. This implies that the lengths (in number of
sectors) of error-free intervals are independent and geomet-
rically distributed with parameter 1 — FPs. In addition, we
introduce a model for capturing error correlation effects in
which sector errors are assumed to occur in bursts. We refer
to this model as the correlated model. Let B and I denote
the lengths (in number of sectors) of bursts and of the error-
free intervals between successive bursts, respectively. Let
B and T denote the corresponding average lengths. These
lengths are assumed to be iid, i.e. independently and identi-
cally distributed random variables. In particular, as in the
independent model, the error-free intervals are assumed to
be geometrically distributed with a parameter a. Therefore,
the pdf {a;} of the length j of a typical error-free mterval
is given by a; = P(I = j) = (1 —a)a? ™" for j = 1,2,.
such that I = 1/(1 — «). Let also {b;} denote the pdf of
the length j of a typical burst of consecutive errors, i.e.
Pr(B = j) = b;j. The average burst length is then given
by B = >, jbj and is assumed to be bounded. Owing to
ergodicity, the probability Ps that an arbitrary sector has
an unrecoverable error is given by

P =BJ(B+]). 3)
From the above it follows that
P, p, p: p?
a = |- -— -7 - == = _...
B(1 - F) B B B
P,
= 1-=2-0PH=1-=2. 4
= 0P m1 -2 )

This approximation as well as the ones derived below are

valid when P; is quite small, in which case terms involv-
ing powers of Py to higher orders are negligible and can be
ignored.

Note that the independent model is a special case of the
correlated model in which the {b;} distribution is geometric
with parameter P, i.e. b; = (1 — P;)P{™" for j = 1,2,...,
and B = 1/(1 — P). Let {G,} denote the complemen-
tary cumulative density function (ccdf) of the burst size
B. Then G, denotes the probability that the length of a
burst is greater than or equal to n, i.e. G, = Z;’O » bj, for
n = 1,2,.... In this case, and for a given m (m € N),
holds that the probability G,,+1 that a burst of more than
m consecutive errors occurs is negligible because Gm+1 =
P" & P:. In the remainder of the paper, however, we con-
sider fixed (independent of Ps) burst distributions for which
this probability is nonnegligible, i.e. Gp41 > Ps, and the
average burst length is relatively small, i.e. B < 1/Ps. Con-
sequently, the results for the independent model need to be
obtained separately as they cannot be derived from those
for the correlated model.

Let us consider the sectors divided into groups of £ (£ >
m) successive sectors, with each such group constituting a
segment. If no coding scheme is applied (m = 0), a segment
is in error if there is an unrecoverable sector error. For the
independent model, the probability Pseg that a segment is
in error is then given by

Pug=1—(1—P) =P+ O(P}) ~(tP,. (5

For the correlated model, the segment is correct if the first
sector is correct and the subsequent £ — 1 sectors are also
correct. The probability of the first sector being correct is
equal to 1 — Ps, whereas from the geometric assumption the
probability of each subsequent sector being correct is equal
to a. By making use of (4) we get

1:1—(1—&)(1—%)
<1+%)PS. (6)

‘We now proceed with the evaluation of Pseg for various cod-

ing schemes. First we establish the following propositions

which hold independently of the coding scheme used.
Proposition 1. The probability Pyurst,x that a segment

contains k (k < £/2) bursts is of order O(PF).

Proof: See Appendix A. [ |
Proposition 2. It holds that Pseg = P(segment contains

a single burst of errors and is in error).

Proof: By conditioning on the number of bursts of errors in

Pee = 1—(1—P)a""

Q

a segment and using Proposition 1, we get Pseg = f;/:zl
P(segment in error|k bursts)Pourst,k = Ziﬂ P(segment

in error |k bursts) O(PX) ~ P(segment in error | single burst)
O(Ps), with the approximation holding iff the probability
P(segment in error |single burst) is several orders of mag-
nitude larger than FPs. This holds when the probability
that the length of a burst exceeds a value m (which de-
pends on the coding scheme used) is substantial, i.e. when
Gm+1 > Ps. Consequently, to obtain the approximate ex-
pression for Pseg, it suffices to consider only the case of a
single burst within the segment. |

The two models are now used for the performance eval-
uation of various coding schemes. In the critical mode, an
unrecoverable failure occurs when at least one out of the n;



segments that need to be read is in error. Consequently, the
probability of an unrecoverable failure, Py, is given by

Pus=1—(1— Puy)™ . (7)

For a RAID 5 and a RAID 6 system in the critical mode,
the corresponding probabilities of an unrecoverable failure
P‘Efl) and PIE?) are obtained by setting ns = (N —1)Cq/512¢
and ny = (N — 2)Cq/512¢, as there are N — 1 and N — 2
operational disks, respectively, i.e.

(N-1)Cy

PP =1-(1-Pyg) 528, ®)
and
(N—-2)C
PP =1—(1-Puy) 52t . 9)

‘We proceed with the evaluation of the probability Pseg cor-
responding to the various coding schemes.

4.2 Reed-Solomon (RS) Coding

Reed-Solomon (RS) coding is the standard choice for era-
sure correction when the implementation complexity is not
a constraint. This is because the codes provide the best
possible erasure correction capability for a given number of
parity symbols, i.e., for a given storage efficiency (code rate).
Essentially, for a code with m parity symbols in a codeword
of n symbols, any m erasures in the block of n symbols can
be corrected. RS codes are used in a wide variety of applica-
tions and are the primary mechanism that allows the strin-
gent uncorrectable error probability specification of HDDs
to be met. Note that the RS codes considered here provide
an additional level of redundancy to that of the built-in ECC
scheme.

The performance of the RS scheme is the best that can
be achieved. With such a code, the probability of a segment
being in error is equal to the probability of getting more than
m unrecoverable sector errors per segment and is given by

£

Pi= > (f) Pl(1-P) 7 = (mi 1) Pt (10)

j>m+l1

In the case of the correlated model, and according to Propo-
sition 2, the probability of a segment being in error is roughly
equal to the probability of it containing a burst of more than
m unrecoverable sector errors. In Appendix B it is shown
that

RS
P ~

P.. (11)

[1 LM )G~ 6
B

Note that the term in brackets can also be written as ((£ —
m)Gmt1 + 305,40 G;)/B, which, owing to the assump-
tions that Gy41 > Ps and B« 1/P;, is several orders of
magnitude larger than Fs.

4.3 Single-Parity Check (SPC) Coding

The simplest coding scheme is one in which a single par-
ity sector is computed by using the XOR operation on ¢ —1
data sectors to form a segment with £ sectors in total. Such
a scheme can tolerate a single erasure anywhere in the seg-
ment. In fact, the parity in a RAID 5 scheme is based on
such a single parity-check (SPC) scheme, albeit with the re-
dundancy along the RAID dimension. The probability of a
segment being in error is equal to the probability of getting

[ I (R IO = 2 I e 7
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&
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Figure 4: Intra-disk redundancy scheme using the
interleaved parity-check coding scheme.

at least two unrecoverable sector errors. The independent
model yields

¢

14 i —; _e-1) .
Pt =>" ( ) Pi(1-P)" ~ %P; . (12
— \J

J

In the case of the correlated model, and according to Propo-
sition 2, the probability of a segment being in error is roughly
equal to the probability of containing a burst of at least two
unrecoverable sector errors. The corresponding expression
is derived from (11) by setting m = 1,

(—2)Gs —1
P~ 14 =26 -1 %2

4.4 Interleaved Parity-Check (IPC) Coding

A new coding scheme, called interleaved parity check (IPC),
that has a simplicity akin to that of the SPC scheme but
considerably better performance is introduced next. In this
scheme, n contiguous data sectors are conceptually arranged
in a matrix as shown in Fig. 4. Data sectors in a column
are XORed to obtain the parity sector and together form an
interleave. When updating a data sector, the correspond-
ing parity sector needs to be updated as well. Instead of
two read requests, a single longer request involving these
two sectors is issued to reduce the response time. Conse-
quently, the parity sectors are placed in the center of the
IPC segment to minimize the expected length of this single
request.

An IPC scheme with m (m < £/2) interleaves per seg-
ment, i.e. £/m sectors per interleave, has the capability of
correcting a single error per interleave. Consequently, a seg-
ment is in error if there is at least one interleave in which
there are at least two unrecoverable sector errors. Note that
this scheme can correct a single burst of m consecutive er-
rors occurring in a segment. However, unlike the RS scheme,
it in general does not have the capability of correcting any
m sector errors in a segment, implying that PslepgC > Pslig.

P.. (13)

According to the independent model, the probability Pinterleave

of an interleave being in error is given by

L/m

Pinterleave = Z ( Z/m ) PSJ(]_ — Ps)l/m*j ~

j22 J

£(6—m)

2
py P



Table 1: Approximate Pscg.

Coding Model for Errors
Scheme | Independent | Correlated
None 5.2 x107° 5.0 x 1077
RS 62x107°" [ 25x10""
SPC 1.3x1077 | 95x 107"
IPC 1.6 x107"% | 25x107"7

Table 2: Approximate P‘E}) for RAID 5.

Coding Model for Errors
Scheme | Independent | Correlated
None 1.5 x 1071 1.5 x 10T
RS 2.0x 1077 79x107°
SPC 43 %1071 3.1x107°
IPC 51x 10T 7.9x10°°
Consequently,
[([ - m) 2
PIPCZl_ 1_-Pinereavemz7P . 14
seg ( terl ) m s ( )

In the case of the correlated model, and according to Propo-
sition 2, the probability of a segment being in error is roughly
equal to the probability of it containing a burst of more than
mn unrecoverable sector errors, which was derived in (11), i.e.

m
PEC ~ |14 (tzm- I)GT]";I ~ 2= G

P.. (15)

From (11) and (15) it follows that P~ ~ P&s given that
Pl — PR3 = O(P?). Therefore, when the unrecoverable
sector errors are known to occur in bursts whose length can
exceed m with a nonnegligible likelihood, using an IPC check
code is preferable because it is as efficient as the more com-
plex RS code. This is because the interleaved coding scheme
provides additional gain by recovering from consecutive un-
recoverable sector errors, which can be as many as the inter-
leaving depth. Note also that if, contrary to our assumption,
the maximum burst length does not exceed m, then the term
in brackets is equal to zero, implying that Pslzgs and PSIePgO are
no longer of order O(P;). In this case, the two probabilities
are of order O(P?) and significantly different.

45 Numerical Results

We consider SATA drives with the following set of param-
eters: Py = 4096 x 107**, b = [0.9812 0.016 0.0013 0.0003
0.0003 0.0002 0.0001 0.0001 0 0.0001 0 0.0001 0.0001 O
0.0001 0.0001], £ = 128 and m = 8. Then, we have bursts of
at most 16 sectors with B = 1.0291, G2 = 0.0188, Gy =
0.0005, such that min(Gz2,Gg, B™*) = 0.0005 > 4096 x
10~'*. These values are based on actual data collected from
the field for a product that is being shipping. The results
for Pseg are listed in Table 1. The corresponding unrecover-
able failure probabilities for a RAID 5 system with NV =8
are listed in Table 2. From the results it follows that in
the case of correlated errors, the proposed IPC scheme im-
proves the unrecoverable failure probability by two orders
of magnitude compared with the SPC scheme. This is also
the improvement we would get by using the more complex
RS code.

(';llszlr:;bI?]r o Time to failure One disk failure
operation C G, G during a rebuild
N /

N—1 Rebuild J L,
N-2 L
Disk Time

failure

Figure 5: RAID 5 array operation with normal
mode and rebuild cycles.

5. RELIABILITY ANALYSIS

In this section, the reliability of a RAID 5 array is ana-
lyzed using a direct probabilistic approach. Then, an alter-
native approach based on a continuous-time Markov chain
(CTMC) model is presented. This approach is subsequently
applied to obtain the MTTDL for a RAID 6 array. As-
suming that the MTTDL of a single array is exponentially
distributed, the MTTDL of a RAID system, MTT D Lgys,
comprising ng arrays is subsequently obtained as follows:

MTTDL

MTTDLgys =
nag

(16)

5.1 Reliability of RAID 5 Array

The period of safe operation T¢ of an array group consists
of a number, say M, of cycles C1,...,Ci,...,Cu, with cycle
Ci (1 <i < M) cousisting of a normal operation interval T;
followed by a subsequent critical mode interval R; in which
the rebuild process takes place. Thus, C; = T; + R; (see Fig.
5). The former interval ends when a disk fails, whereas the
latter interval ends when either the rebuild finishes or there
is another disk failure during the rebuild phase.

We assume that disk failures are independent and expo-
nentially distributed with parameter A. Then a RAID 5
array with IV disks operating in normal mode experiences
the first disk failure after a period that is exponentially dis-
tributed with parameter NA. Thus, E(T;) = 1/NA. Let
F denote the time to the next disk failure while in critical
mode. Then F'is exponentially distributed with parameter
(N — 1)\, given that now there are N — 1 disks operating in
normal mode. Let us also assume that the rebuild time R in
critical mode is exponentially distributed with parameter p.
Then the duration of a critical mode is equal to the minimum
of F and R, which in turn is exponentially distributed with
parameter (N — 1)A + p, implying that E(R:) = x5

Furthermore, the probability P that the critical mode
ends because of another disk failure is given by

P. = P(F<R)= /w P(F < RIR = 2) fr(x)dx
_ (N — 1))\
TO(N=DA+p an

Note that Py is also the probability that any cycle is the
last one. Consequently, the probability P(M = k) that
the period of safe operation consists of k (k > 1) cycles
is equal to (1 — Pfr)k_ler, as there are k — 1 successful
rebuilds followed by a failed one. Consequently, the random
variable M has a geometric distribution with mean 1/P4,



i.e. E(M) = 1/Py. From the above it follows that the mean
time in each cycle is now given by

1 1
E(C)=E(T)+EBER)= —+—"
(C) = E(T) + E(R) = 35 + (=1 s
and that the mean time to data loss of the RAID 5 array is
given by

(18)

MTTDL = E()_ Ci) = E(M)E(C:). (19)

i=1
Combining (17), (18) and (19), we get
(2N — DA + 4

NN -1
Note that in the case where A > p, (20) leads to the expres-
sion (2) derived in [3, 13].

MTTDL = (20)

5.2 Unrecoverable Errors and Disk Failures

Let P, denote the probability that the critical mode ends
because of either another disk failure or an unrecoverable
error. Then, the probability 1 — Pm, of the critical mode
ending with a successful rebuild is equal to the product of 1—
P, the probability of not encountering a disk failure during
a rebuild, and 1 — Pﬁ), the probability of not encountering
an unrecoverable error during the rebuild, i.e. 1 — Py, =
(1- P‘Efl))(l — Pg). Consequently,

P = PP + (1= PP)P, (21)

uf

Analogously to the derivation of (20) and using P, instead
of Py, we get

(2N — DA+ p
NA[(N — DA+ pPP]

uf
5.3 CTMC Models

Continuous-time Markov models (CTMC) have been ex-
tensively used for the reliability analysis of RAID systems [2,
11]. Here we establish that the reliability of RAID systems
in the presence of unrecoverable errors can also be obtained
using appropriate CTMC models. Furthermore, the CTMC
models introduced are also suitable to analyze the reliabil-
ity of RAID systems that operate in conjunction with an
intra-disk redundancy scheme.

First, we demonstrate that the MTTDL for a RAID 5
array derived in Section 5.2 can also be obtained using a
CTMC model under the assumptions made in Sections 5.1
and 5.2 regarding the disk failure, unrecoverable error, and
rebuild processes. Based on this, we subsequently use the
CTMC methodology to obtain the MTTDL for a RAID 6
array. The numbered states of the Markov models represent
the number of failed disks. The DF and UF states represent
a data loss due to a disk failure and an unrecoverable sector
failure, respectively.

5.3.1 Intra-Disk Redundancy with RAID 5

In a RAID 5 array, when the first disk fails, the disk array
enters the critical mode. This is reflected by the transition
from state 0 to state 1 in the Markov chain model shown
in Fig. 6. The critical mode ends because of either another
disk failure (state transition from state 1 to state DF), or a
failed rebuild due to an unrecoverable failure (state transi-
tion from state 1 to state UF), or a successful rebuild (state

MTTDL = . (22)

Figure 6: Reliability model for a RAID 5 array.

transition from state 1 to state 0). As the probability of an
unrecoverable failure in the critical mode is P‘Efl ), the tran-

sition rates from state 1 to states UF and 0 are /zlPlEfl) and

pi(l— Plffl))7 respectively.
The infinitesimal generator matrix Q is given by

—NA N 0 0
p(1=PY) —p—(N=DX (N—Dx pPy
0 0 0 0
0 0 0 0

In particular, the submatrix corresponding to the transient
states 0 and 1 is

—NX NA
p(l=PY) —p— (N —1)A

Qr =

The vector 7 of the average time spent in the transient
states before a failure occurs, i.e. before the Markov chain
enters either one of the absorbing states DF and UF, is ob-
tained based on the following relation [18]

TQr = -P1(0),
where 7 = [rg 71] and P7(0) = [1 0]. Solving the above
equation for 7 yields

(N=DA+p N
NAN DA+ 2PD] T NAN = DA+ pP D]

uf uf

To =

Finally, the mean time to data loss is given by

MTTDL=m+7 = —N = DAYE ()
NAIN — DA+ uP D]

uf

which is the same result as in (22).

5.3.2 Intra-Disk Redundancy with RAID 6

A RAID 6 array can tolerate up to two disk failures; thus
it is in the critical mode when the disk array has two disk
failures. When the first disk fails, the disk array enters into
the degraded mode, in which the rebuild of the failing disk
takes place while still serving I/O requests. The rebuild
of a segment of the failed drive is performed based on up
to N — 1 corresponding segments residing on the remaining
disks. When the rebuild fails, then two or more of these seg-
ments are in error. Note, however, that the converse does
not hold. It may well be that two segments are in error
and the corresponding sectors in error are in such positions
that the RAID 6 reconstruction mechanism can correct all
of them. Consequently, the probability Precs that a given
segment of the failed disk cannot be reconstructed is upper-
bounded by the probability that two or more of the cor-
responding segments residing in the remaining disks are in



Figure 7: Reliability model for a RAID 6 array.

error. As segments residing in different disks are indepen-
dent, the upper bound PYE of the probability Precs is given
by

N—-1
N -1 ; 1 N -1 :
=Y (Y1) P w (V)

j=2

(24)
Furthermore, the reconstruction of each of the ny segments
of the failed disk is independent of the reconstruction of the
other segments of this disk. Consequently, the upper bound
Pé; ) of the probability that an unrecoverable failure occurs

because the rebuild of the failed disk cannot be completed
is given by

, d
PP =1-1-P5)",  where ng= o7 (29
Assuming that the rebuild times in the degraded and the
critical mode are exponentially distributed with parameters
p1 and peo, respectively, we obtain the CTMC model shown
in Fig. 7. Note that, in contrast to the case of a RAID
5 array, the rate from state 1 to UF is plPé;) instead of
mPy.

The infinitesimal generator submatrix Qr, restricted to
the transient states 0, 1 and 2, is given by

—NA N 0
pm(A—PY) —(N=DA—pm  (N-1)x
pa(1— P) 0 —(N=2)A—p»
Solving the equation 7Qr = —P7(0) for 7 = [r0 71 73],

with P7(0) =[1 0 0], we get

[(N = DA+ ] (N = 2)A + po]
NV '

T0 = (26)

N —2)\ N —-1)A
n= 2R, n=8TR e

where

V 2 [(N=D)A 1 PPI(N-2) A2 PP+ papa P (1-PY)

(28)
and Pég) and Plf?) are given by (25) and (9), respectively.
Then, we have

MTTDL =10+ 1+ . (29)
5.4 Numerical Examples

Here we assess the reliability of various schemes consid-
ered above through illustrative examples. The combined ef-
fects of disk and unrecoverable failures can be seen in Figs.
8,9, 10 and 11 as a function of the unrecoverable sector
error probability. We assume SATA drives with N = 8,
ng = 125000, Cy = 300 GB and \™' = 5 x 10° h. For

MTTDL of total installed base (Hours)

Unrecoverable Sector Error Probability ( PS)

Figure 8: MTTDL for a RAID 5 system with inde-
pendent unrecoverable sector errors.

a RAID 5 system, p~' = 17.8 h, and for a RAID 6 sys-
tem p7' = py' = 17.8 h. The vertical line in the figures
shows the SATA drive specification for unrecoverable sector
errors. In all cases, the intra-disk redundancy schemes con-
siderably improve the reliability over a wide range of sector
error probabilities. In particular, in the case of correlated
errors, the IPC coding scheme offers the maximum possible
improvement that is also achieved by the RS coding scheme.
Furthermore, the gain from the use of the intra-disk redun-
dancy schemes is smaller in the case of correlated errors
compared with independent errors.

6. PERFORMANCE EVALUATION

6.1 Impact of Intra-Disk Redundancy on 1/O
Performance

The two key components that make up the response time
for an I/O request to a disk are the seek time and the access
time [14]. The seek time depends on the current and the
desired position of the disk head and is typically specified
using an average value corresponding to a seek that requires
the head to move half of the maximum possible movement.
The access time depends on the size of the requested data
unit. The response time is determined by the type of work-
load (e.g., random vs. sequential I/O) and the size of the
data unit.

For RAID 5 arrays, writing small (e.g., 4 KB) chunks of
data located randomly on the disk poses a challenge, the so-
called “small-write” problem. This is because each write op-
eration to data also requires the corresponding RAID parity
to be updated. A practical way to do this is to read the old
data and the old parity from the two corresponding disks,
compute the new parity, and then write the new data and
the new parity. Hence, each small-write request results in
four I/O requests being issued. Because of the small size
of the data units involved, the predominant component of
the response time for each I/O request is the seek time. A
RAID 6 array must update two parity units for each data
unit being written. This leads to six I/O requests, namely,
reading of the old data and two old parity units, and writing
of the new data and the two new parity units.

Using an intra-disk redundancy scheme, such as IPC, re-
quires that the intra-disk parity must also be updated when-
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Figure 9: MTTDL for a RAID 6 system with inde-
pendent unrecoverable sector errors.
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Figure 10: MTTDL for a RAID 5 system with cor-

related unrecoverable sector errors.

ever a data unit is written. This imposes some constraints
on the design of intra-disk redundancy schemes. A practical
solution is to read the old data and the corresponding old
intra-disk parity as part of a single I/O request. The size
of the requested data increases, thereby increasing the ac-
cess time. However, for small writes and an appropriately
designed intra-disk redundancy scheme, the response time
is still dominated by the seek time. The impact of the in-
creased access time can be taken into account to obtain an
accurate value for the response time. For an IPC scheme
with 8 redundant sectors for each 120 data sectors, the re-
sponse time for each of the four I/O requests increases by
approx. 10%.

The scheme proposed in [7] does not discuss placement
of the intra-disk parity sectors. Furthermore, the suggested
scheme adds a parity sector for a very large number of data
sectors. Therefore, a small write request must issue separate
I/O requests for updating the data and the corresponding
intra-disk parity, bringing the total I/O requests to eight.
This has an adverse impact on the overall throughput per-
formance.

6.2 Simulation Results

In this section we focus on using event-driven simulation
techniques to characterize various redundancy schemes, par-

MTTDL of total installed base (Hours)

Unrecoverable Sector Error Probability ( PS)

Figure 11: MTTDL for a RAID 6 system with cor-
related unrecoverable sector errors.

ticularly to study the performance impact of the intra-disk
redundancy scheme when incorporated into RAID systems.
Three performance metrics are commonly used to bench-
mark a storage system, namely, response time, saturation
throughput, and queue length. Response time is the time
spent by an I/O request at the disk array, from its inception
to the completion of service. The size of the memory of the
RAID controller should be dimensioned to accommodate the
queue lengths that build up. The mean queue length can be
obtained by Little’s law as the product of the mean response
time and the mean arrival rate or throughput.

Most modern RAID controllers have a large battery-backed
cache that boosts the overall system performance by reduc-
ing the I/O requests to the disks, performing aggressive
read-ahead and write-behind. The response time can be
dramatically shortened by increasing the size of array cache
and selecting the replacement strategy based on the charac-
teristics of workloads. As our main interest in the simula-
tion is the performance difference of RAID schemes, rather
than caching mechanism or characteristics of workloads, we
simply assume that the RAID controller has a sufficiently
large memory so that there are no backpressure effects on
the arrival of I/O requests.

The saturation throughput measures the maximum through-
put the system can sustain. Here, we do not consider the
total response time experienced by the end user or the queue
length. We focus our attention solely on the saturation
throughput and the disk response time. The saturation
throughput is useful for comparing the performance of var-
ious RAID schemes. In other words, the higher the satu-
ration throughput, the better the performance of the un-
derlying RAID mechanism. In fact, when the array cache
is sufficiently large and the cache replacement strategy is
properly tuned, the saturation throughput of RAID scheme
is determined by the performance of the disk array, as the
bottleneck occurs between the RAID controller and the disk
array.

We have developed a lightweight event-driven simulator
that also includes a HDD model, specifically a 3.5-inch SCSI
IBM Ultrastar 146Z10 having a capacity of 146.8 GB and
a rotational speed of 10K RPM. Various standard RAID
simulators are publicly available in the community, such
as, for example, the HP Labs’ Pantheon for disk arrays [9].
However, these simulators focus mainly on standard RAID



functions and are not flexible enough to easily accommo-
date a new level of redundancy such as we wish. With
the advent of the C++ standard library and the concept
of generic programming, particularly the standard template
library (STL), developing a lightweight event-driven simu-
lator from scratch often turns out to be an easier task than
understanding and tailoring an existing large software pack-
age. Another alternative would have been to use the CMU’s
DiskSim for disks [6], but we found that DiskSim only sup-
ports some obsolete disk models. Therefore, we have built
an HDD module targeted for the IBM drive 146Z10, fol-
lowing the approach described in [14] and consulting the
source code of DiskSim. The disk-drive model captures
major features such as zoned cylinder allocation, mechan-
ical positioning parameters such as seek time, settling time,
cylinder and head skew, as well as rotational latency, data
transfer latency, and buffering effects such as read ahead.
The simulated response time of the HDD exhibits a good
match with its nominal specification. We assume a first-
come first-served (FCFS) scheduling policy for serving the
I/O requests at each disk. Actually, we have tested sev-
eral other disk-scheduling policies such as SSTF, LOOK,
and C-LOOK, and have found that the performance of the
intra-disk redundancy scheme is practically not affected by
the scheduling policy.

We compare the RAID 5 and RAID 6 schemes with the
corresponding schemes enhanced by the addition of our pro-
posed intra-disk redundancy scheme. We also consider a
RAID N+3 scheme, which is a natural extension of the
RAID 5 and RAID 6 schemes that utilizes three redundant
disks to protect against as many as three simultaneous disk
failures. In our entire evaluation, each array consists of 8
disks. For the intra-disk redundancy scheme, we employ an
IPC scheme with a segment size of 128 sectors comprising 8
redundant sectors and 120 data sectors.

First we focus on the small-write scenario and use syn-
thetic workloads generating aligned 4 KB small I/O requests
with uniformly distributed logical block addresses (LBAs).
The ratio of read to write is set to be 1:2, i.e. there are
33.33% reads and 66.67% writes, because a front-end cache
reduces the number of read requests sent to the disks. The
request inter-arrival times are assumed to be exponentially
distributed. Fig. 12 shows the average response times for a
range of arrival rates. Of primary interest is the mean arrival
rate at a given mean response time. It is evident that RAID
6 and RAID N+3 suffer severely from small-write problem
compared with RAID 5, suggesting that they are too costly
to cope with unrecoverable failures when these are the pre-
dominant sources of data loss. In contrast, the RAID 5 and
RAID 6 schemes enhanced by the proposed intra-disk re-
dundancy scheme exhibit a more graceful degradation. The
saturation throughput for RAID 5 is 305 I/O requests per
array per second, whereas for the IPC scheme on top of
RAID 5 it is 295 I/O requests per array per second. This
represents a minor, 3% degradation in saturation through-
put due to the IPC scheme. Similarly, a minor degradation
in saturation throughput is observed when the IPC scheme
is used on top of RAID 6.

In Fig. 13 we investigate the impact of having request sizes
that are exponentially distributed with a mean of 256 KB.
These requests approximate a mix of random and sequential
requests. We set the read-to-write ratio to 2:1. We observe
that the relative performance of the five RAID schemes men-
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Figure 12: Response time of various RAID systems
(synthetic workload, small-write).
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Figure 13: Response time of various RAID systems
(synthetic workload, mix of random and sequential
requests).

tioned does not change, although the corresponding differ-
ences are reduced. This is to be expected because for read
requests and for sequential requests the impact of different
redundancy schemes is not as significant as in the case of
small updates. The saturation throughput for RAID 5 is
218 I/O requests per array per second, whereas for the IPC
scheme on top of RAID 5 it is 200 I/O requests per array
per second. This represents a 9% degradation in saturation
throughput due to the IPC scheme. It may seem concep-
tually counterintuitive that the IPC overhead is smaller for
the small-write than for the large-write case. This is due to
the fact that the small-write case is 4K aligned, whereas the
large-write case is not.

To gain an understanding of how these redundancy schemes
perform under actual user workloads, we use two traces from
the Storage Performance Council (SPC) benchmark SPC-1
[16, 17] that have the largest data records, namely, the Fi-
nancial 1 (154 MB) and Websearch 2 (139 MB). The traces
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vary widely in their read/write ratios, access sizes, arrival
rates, degree of sequentiality, and burstiness. The perfor-
mance graphs use a range of arrival-rate scaling factors for
the traces. The workloads with an identity (100%) scal-
ing factor correspond to the original request stream. Fig. 14
shows the average response times for a range of trace scaling
factors on the Financial 1 trace. As approx. 76.8% requests
are small writes in Financial 1 trace, we observe that the
IPC on top of RAID 5 scheme performs slightly worse than
the RAID 5 scheme but significantly better than the RAID
6 scheme. Similarly, the IPC on top of RAID 6 scheme per-
forms worse than the RAID 6 scheme but better than the
RAID N+3 scheme.

Fig. 15 shows the average response times for a range of
trace scaling factors on Websearch 2 trace. This trace is
characterized by a nearly 100% reads with request sizes
ranging from 8 kB to 32 KB. It follows that there is a slight
performance hit in the case of the intra-disk redundancy
scheme due to alignment issues.
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The I/O performance primarily depends on the choice of
segment size and to a lesser extent on the data/parity ra-
tio. In general, the larger the segment size, the higher the
performance penalty of the write requests. However, for a
fixed segment size, the I/O performance penalty decreases
slightly as the data/parity ratio increases, but the resistance
to media errors is reduced.

7. CONCLUSIONS

Owing to increasing disk capacities and the adoption of
low-cost disks in modern data storage systems, unrecover-
able errors are becoming a significant cause of user data loss.
To cope with this issue, a new XOR-based intra-disk re-
dundancy scheme called interleaved parity-check (IPC) cod-
ing was introduced and its design described. A new model
capturing the effect of correlated unrecoverable sector er-
rors was developed to analyze this scheme. Traditional re-
dundancy schemes based on single-parity-check codes and
Reed-Solomon (RS) codes were also analyzed. Closed-form
expressions were derived for the mean time to data loss of
RAID 5 and RAID 6 systems in the presence of unrecover-
able errors and disk failures. The throughput performance
of the enhanced RAID 5 and RAID 6 systems was evaluated
by means of simulations. Our results demonstrate that the
proposed IPC scheme considerably improves the reliability
over a wide range of sector error probabilities. In particular,
in the case of correlated errors, the IPC coding scheme offers
the maximum possible improvement that is also achieved by
the RS coding scheme. Furthermore, the associated penalty
on the I/O performance is minimal. Alternative designs of
the intra-disk redundancy concept introduced in this paper,
and potential adoption of other erasure coding schemes are
subjects of further investigation. Moreover, it would also be
interesting to enhance the models presented by taking into
account the effects of the caching mechanism.

APPENDIX A
NUMBER OF BURSTS OF ERRORS IN A SEGMENT

Proof of Proposition 1.

Let us consider an instance of k bursts in a segment and let
us denote by L the vector (L1,..., L) of the corresponding
burst lengths and by $ the vector (Si, ..., Sk) of their corre-
sponding starting sector positions with 1 < 51 < --- < 5 <
£. The length of the error-free interval I; following the j-th
burst is then given by Sj4+1—S; —Lj, for j =1,2,...,k—1.
Also, the length of the error-free interval Iy preceding the
first burst is at least S; — 1, and the length of the error-free
interval I}, following the k-th burst is at least £+1—.S), — Ly.

Let us now consider the realization in terms of burst lengths
= (l1,...,1lx) and starting sector positions § = (s1,..., Sk).
Let us also denote by Ry the set of all possible realiza-
tions {(I,5)}. Next we proceed to calculating the probabil-
ity P(E = l_:S" = §). Depending on the value of s;, two
cases are considered:

Case 1) s1 = 1. As the first sector of the segment has an
error, the corresponding burst may have started in the pre-
ceding segment. Therefore, the length R; of the remaining
consecutive errors is distributed according to the residual
burst size B, i.e. P(R1 = j) = bj, where b; £ Pr(B = j) =
G;j/B for j = 1,2,.... Note that the length L; of consec-
utive errors within the segment is equal to min(R:,£) and
therefore its pdf is given by P(L1 = j) = P(Ry = j) = b; for



j=1,2,...,4—1and P(Li =€) = P(R1 > ) = 3.5 b;.
Depending on whether I exists, two cases are considered:

Case 1.a) 3 I. This is equivalent to the condition s; +
lr, < €. As in this case the length of the interval I is at
least £+ 1 — s — li, it holds that

P(I_: = l_:g = §) = P(first sector in error, Ly = I, I} =
s2—81—li, Lo =1a, ... ;L =l , I Zf-l-l—sk—lk)
= PSP(Ll = ll)P(Il = Sz—Slv—ll)P(Lz :l2) P(Lk =
lk) P(Ik > E+1—Sk—lk) = L1 (1—0[)0(52_51_[1_1 b,

b, @ al= 5=l = PSGfl by, -+ by, al=k—Uit+le) (1_a)k—1
— Gy biy - k Pk+0(Pk+1)

CaseBl b) A I.. This is equivalent to the condition si +
lp, = £+ 1. Depending on the value of k, two cases are
considered:

Case 1.b.i) k = 1. In this case it holds that [; = £. Thus,

P(Ly = ¢,S5; = 1) = P(first sector in error, Ry > {) =
P P(R > () = =2=t% p

Case 1.b.ii) k > 2. As the last sector of the segment has
an error, the corresponding burst may extend into the next
segment. Therefore, the pdf of the length Lj of consecutive
errors within the segment is distributed according to the
complementary cumulative density function of the burst size
B,ie. P(Lp=n) =Y bj =G, for n=1,2,.... In this
case it holds that sp + l7k ={¢+ 1. Thus,

P(L =1,8 = §) = P(first sector in error, Ly = I, I =

SS9 — 81 —ll, L2 = lz, ,Lk :lk) = PSP(Ll = ll)P(Il =

S2—Sl—l1) P(L2 = l2) e P(I}c_l = Slc_sk—l_lk—l) P(L}c =

) =P, S L (1—a)as2 1ty

Gi, = P, G’1 bi,
)k: 1 _ Gy by -

< by, G, ot~ (k=1)=(la++lg) (1-
w Pk 4 0(pk+1)

Case 2) s; > 2 Let Pyps be the probability that a burst
of errors starts at a given sector position. This is equal to
the product of the probability of the sector being in error
and the probability of an erroneous sector being the first
of its corresponding burst, i.e. Py,s = Ps/B. Depending on
whether I, exists, two cases are considered:

Case 2.a) 3 I;. This is equivalent to the condition
sk + lx < £. Similarly to Case 1.a, it holds that
P(L=1,8§=3)=P(Iy > s1—1, burst of errors starts at sy,
Li=h, Hh =s—s1—li, ... Ly =1l , I, >{+1—
Sk —lk) = P(Io 2 S1 — l)PbSP(Ll = ll)P(Il = S9 — S1 —

L) - (Lk—lk)P(Ik25+1—sk—lk)=a31_2 %bll 1-
Oé)O[sZ s1—Il1—1 . blk O/—Sk—lk — % bl1 blk
-

k=14 +lp)—1 (1 _a)k—l _ bllé;blk Pk +O(Psk+1).
Case 2.b) 3 I,. This is equivalent to the condition
sk + g = €+ 1. Similarly to Case 1.b.ii, and for all val-
ues of k, it holds that

«

P(E = f,§: §)=P(Iy > s1—1, burst of errors starts at si,
L1 = l1, Il = S2 — 81 —l1, ,Lk = lk) = P(Io Z
s1=1)Pos P(Ly =) P(I1 = s2—s1—l) -+ P(Ip—1 = sp—

Skfl—lkfl)P(Lk = lk) =172 % by, (1—a)a5275171171

(1 _ a)ask*-sk—lflk—lfl le Y

B b, blk 1 le
k=) (1—a)k ! = by -

P G ' i
From the above it follows that P(L = 1,5 = s) is of order

O(PF ') because for every (I.3) it holds that P(L =1, 8 = 3)

= % PY¥ + O(PF*Y), with A(l7 §) being a function ofl_:

and {b;}. Consequently, Pourst.k = 227 5)e%, P(L=IS=

. (1_a)a5k*5k—1*lk—1*1
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§) =
APPENDIX B
REED-SOLOMON (RS) CODING SCHEME
Let us consider an arbitrary segment. For k£ = 1 and using
the terminology of Appendix A, the segment is in error for
all realizations (I, s) such that ! > m + 1. Thus,

Peg= »_ P(L

I>m+1
1<i<¢

=1,5=1i)=

-1
P(L=1,S=1)+P(L=145=1)+

:Z 1
b

1 £—i L—m
+ Y P(L=1,S=i)+ Y P(L=L+1-iS=1i),
1=2 Il=m+1 =2

with the four summation terms corresponding to Cases 1.a,
1.b4i, 2.a and 2.b, respectively. Using the following relations
B = Z]oil G; and b; = G; — Gj11, j €N, we get

-1 [eS) —m—1 {—i
G 220G b
Pseg ~ Z BIP-FT[PS-F Z TIPS-i-
l=m+1 i=2  l=m41
{—m
Gryi-
+ Z [-I-él @ Ps _
=2
oo {—m—1 [—1i l—m P
= < ZG1+ Z b + Gy z)§5=
l=m+1 i=2 [=m+1 =2
oo m =2 (-1 £—1 P
= G, — G b G| ==
(z 3G - ) L
=1 =1 l=m+1 i=2 i=m+1

(t=m—1)Gmy1 —
B

Z] lG

Note that the term in brackets can also be written as
(£ —m)Grtr + 3252,,+5 Gi]/B, which is equal to zero iff
Gmy1=0,ie.b;j=0for j=m+1,m+2,....
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