
Review of Educational Research 
Winter 1996, Vol. 66, No. 4, pp. 423-458 

Within-Class Grouping: A Meta-Analysis 

YipingLou 
Philip C. Abrami 

Concordia University 
JohnC. Spence 

University of Alberta 
Catherine Poulsen 
Bette Chambers 

Sylvia d'Apollonia 
Concordia University 

The effects of within-class grouping on student achievement and other 
outcomes were quantitatively integrated using two sets of study findings. The 
first set included 145 effect sizes and explored the effects of grouping versus 
no grouping on several outcomes. Overall, the average achievement effect size 
was +0.17, favoring small-group learning. The second set included 20 effect 
sizes which directly compared the achievement effects of homogeneous versus 
heterogeneous ability grouping. Overall, the results favored homogeneous 
grouping; the average effect size was +0.12. The variability in both sets of 
study findings was heterogeneous, and the effects were explored further. To 
be maximally effective, within-class grouping practices require the adapta­
tion of instruction methods and materials for small-group learning. 

Contemporary classrooms are notable for the number and diversity of students 
who occupy them. Economic pressures in many regions have resulted in increased 
class sizes. Detracking or destreaming, the mainstreaming of students with special 
needs, and the reduction of special programs for gifted students make it likely that 
teachers face students who have a broad spectrum of needs, abilities, goals, and 
interests and who may differ along racial, ethnic, linguistic, and economic lines. 
The mosaic of students who populate classrooms means that teachers face difficult 
pedagogical decisions if students are to learn effectively and enjoyably. One 
decision concerns whether to group students for instruction within class and teach 
them accordingly. 

The term small-group instruction has different meanings. In the loosest sense 
it means the physical placement of students into groups for the purposes of 
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learning. Gamoran (1987) refers to this placement as the organizational structure 
of the classroom. In the strictest sense, however, small-group instruction means 
the use of specific instructional strategies when students are placed together to 
learn. Gamoran refers to this as the instructional processes occurring within 
classes and groups. In this article we will use the term small-group instruction in 
the loosest sense and interchangeably with within-class grouping AND intraclass 
grouping, although we also attempt to explore the influence of instructional 
strategies on smaIIgroups. 

The effects of wkhin class grouping have been the focus of educational re­
search for some time. However individual study findings appear quite varied and 
therefore call for a careful and systematic review. Previous metaanalyses (Kulik 
& Kulik, 1987, 1991; Slavin, 1987)' explored whether within-class grouping was 
superior to whole-class instruction in promoting student learning. While positive 
effects of grouping were reported in each review, the average effects were not 
consistent in size. Slavin (1987) reported an average effect size of +0.32; Kulik 
and Kulik (1987) reported an average effect size of +0 17, while Kulik and Kulik 
(1991) reported an average effect size of +0 25 Furthermore, the samples of 
studies included were small and varied from review to review (7 in Slavin 1987; 
15 in Kulik & Kulik 1987; 11 in Kulik & Kulik 1991) In addition the review 
concentrated on the effec s of within-class grouping versus no grouping; the 
effects of homogeneous grouping and heterogeneous grouping were not com­
pared Finally no review determined whether the set of•findings was uniform or 
probed the effeects to determine when grouping was best and under what condi-prooeαtneeie ts to g p g 

Therefore, the primary objective of this study is to integrate quantitatively the 
research findings on the effects of within-class grouping and to explain study-to-
study variability in outcomes. Specifically, we ask three broad questions about 
grouping. First, how much, if any, does placing students in small groups facilitate 
their learning and other outcomes, such as attitudes and self-concept? Second, 
which factors explain variability in study findings? Third, which type of grouping 
is best and under what conditions? In sum, our meta-analysis is designed to be 
more comprehensive and thorough than previous reviews. 

Arguments for Whole-Class Instruction 
Whole-class instruction means that students are taught as a single, large group. 

In whole-class instruction, there is an emphasis on the uniformity of instruction 
rather than on the diversity of instruction. For example, it is common for the 
teacher utilizing whole-class instruction to provide a single, detailed explanation 
to the class followed by the assignment of individual seatwork. In whole-class 
instruction, the emphasis is on teacher explanations and encouragement, rather 
than on peer explanations and encouragement, to promote student learning There 
are several reasons for utilizing whole class nstruction. First, the uniformity of 
instruction means that teachers may spend preparation time on developing a single 
set of instructional materials appropriate to the content to be learned rather than 
spend time developing many sets of materials Second whole-class instruction 
means that teachers may emphasize a single set of instructional objectives for all 
students, objectives which are sometimes encountered in a required or core 
curriculum. The adherence to specified objectives also implies a fixed pace of 
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instruction for all students. Third, teachers may utilize their content and pedagogi­
cal expertise to explain new material orally to all students. Students may use 
seatwork to practice the skills taught by the instructor and to explore content 
further. Thus, learning may be facilitated by direct instruction from the teacher 
(since instructional time is maximized) and by guided, individual practice. Fourth, 
students may be motivated to learn by tangible or symbolic incentives provided by 
the teacher, which sometimes places students in competition with one another to 
excel. Fifth, whole-class instruction means that all students may be exposed to the 
same learning opportunities, emphasizing the open, democratic principles of the 
educational system and the realities of life in a world that operates according to the 
survival of the fittest. 

Arguments for Small-Group Instruction 

Small-group instruction means that a class of students is taught in several small 
groups. In small-group instruction, there is often an emphasis on diversity of 
instruction rather than on uniformity of instruction. The teacher may provide 
either a single, brief explanation to the class as a whole or give different instruc­
tions to each group. The teacher may either assign the same seatwork to each 
group or vary the assignment from group to group. In small-group instruction, 
peer helping is often encouraged to promote student learning. There are several 
reasons for utilizing small-group instruction. First, the emphasis on peer learning 
means that the teacher may have more time to provide either remedial assistance 
to students experiencing difficulties or enrichment activities to students who have 
already mastered prescribed content. Second, using within-class grouping means 
that teachers may have greater flexibility in adjusting the learning objectives and 
the pace of instruction to meet individual learning needs. Using homogeneous 
ability groups means that the teacher can increase the pace and level of instruction 
for high achievers and provide more individual attention, repetition, and review 
for low achievers. Third, students in small groups may engage in such activities 
as orally rehearsing material, explaining material to others, discovering solutions, 
and debating and discussing content and procedural issues. Thus, teachers may 
capitalize on the social aspects of cognitive growth (Piaget, 1954; Vygotsky, 
1978) emphasizing the development of higher-order thinking skills. Fourth, stu­
dents who learn together in small groups may be motivated by cooperative, as 
opposed to competitive, incentive structures. Fifth small-group instruction means 
that students may have the opportunity to develop social and communication skills 
because of the need and opportunity to work with others to learn. 

Within-Class Grouping Then and Now 

While classroom teachers have been dividing students into learning groups for 
some time, the research evidence is more recent. Few studies existed at the time 
of Petty's (1953b) review, but the situation changed thereafter. In the late 1950s 
and 1960s, researchers most often examined the effects of homogeneous within-
class grouping where teachers would divide a class into subgroups for specific 
activities and purposes, especially for elementary instruction in reading and 
sometimes for instruction in mathematics. 

In a typical study, Dewar (1963) explored the effects of within-class grouping 
on the learning of arithmetic among classes of sixth-grade students. Each class 
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was divided into three groups on the basis of test results, school records, and 
teacher judgment. Membership in the groups remained constant for the term, and 
teachers used specially prepared materials along with textbooks from Grades 4 -
8. The highest-scoring students used sixth-, seventh-, and eighth-grade materials; 
the middle-scoring groups used fifth-, sixth-, and seventh-grade materials; and the 
lowest-scoring groups used fourth-, fifth-, and sixth-grade materials. Each teacher 
spent almost an hour per day on mathematics instruction. The teacher presented 
material to a group for approximately 15 minutes before moving on to another 
group. While ώe teacher was presenting material to one group, all other groups 
worked on their assignments. 

By the late 1970s and 1980s, researchers were again examining the effects of 
within-class grouping, but with a particular emphasis on cooperative learning. In 
many of these studies, teachers would most often divide students into heteroge­
neous ability groups. 

Cooperative learning is one form of small-group instruction which utilizes both 
positive interdependence and individual accountability to encourage students to 
learn (Abrami et al., 1995). Positive interdependence exists when individual 
accomplishments contribute positively to the accomplishments of otherr-for 
example, when the members of a group all receive the same recognition for the 
group's accomplishments. Individual accountability exists when students are 
responsible for their own learning and the learning of other group memberr-for 
example, when each member of a group has clear tasks or roles to accomplish. 

In a typical study, Bejarano (1987) compared the effects of a cooperative 
learning technique known as Student Teams and Achievement Divisions (STAD) 
with those of whole-class instruction. The STAD technique had several compo­
nents: (a) assignment of students to teams, where each team consisted of members 
who were heterogeneous in ability; (b) brief, whole-class instruction; (c) team 
study using worksheets common to all teams; (d) individual quizzes; (e) calcula­
tion of quiz results in the form of improvement points noting personal gains; and 
(f) team recognition based on the combination of individual improvement points. 
Of particular note, the STAD technique emphasized both an individual's respon­
sibility for his or her own learning and the importance of contributing to the 
learning success of teammates. 

Duration and Composition of Within-Class Groups 
Teachers may use small groups for only a portion of class time, for only a 

fraction of a semester, or for selected activities. For example, Coldiron, Braddock, 
and McPartland (1987) found that almost all (about 90%) elementary school 
students in Pennsylvania were exposed to within-class ability grouping for read­
ing, but only about one third of the students were exposed to grouping in math­
ematics. These differences in pervasiveness and duration are worth exploring to 
find the optimal conditions for small-group instruction and to test for the presence 
of novelty effects. 

Grouping for instruction can be accomplished in a variety of ways. Students 
may be self assigned, randomly assigned, or instructor assigned to groups. Groups 
may be formed on the basis of (a) common interests, common skills or friendships 
or (b) diverse interests, diverse skills, or unfamiliarity. Groups formed on the basis 
of common interests may be intrinsically motivated to work together to learn. 
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Homogeneous ability groups may encourage learning as students attempt to 
maintain a pace commensurate with other group members. Friendship groups may 
be motivated to learn by the effects of group cohesiveness. In contrast, groups 
formed on the basis of diverse interests may enhance learning if multiple perspec­
tives facilitate goal attainment or stimulate creative controversy. Heterogeneous 
ability groups may foster learning through the use of elaborated explanations 
whereby the more able students tutor the less able ones. Placing strangers together 
may better integrate all students into the classroom milieu, avoid outcasts, and 
teach students tolerance, acceptance, and strategies for working successfully with 
a diversity of partners. 

Clearly, one issue underlying group composition is whether or not groups 
should be heterogeneously composed according to ability, interests, liking, gen­
der, ethnicity, and so on. Unfortunately, a scant number of studies exist to 
integrate findings on group composition criteria other than relative ability or prior 
achievement. This may be satisfactory if relative ability is the most salient quality 
to consider when forming groups. Wilkinson (1986), however, concluded that 
teachers need to consider many factors when they assign students to instructional 
groups and that individual students' needs and characteristics, such as develop­
mental level, are the most important. 

In the absence of sufficient primary research, this integration is restricted to an 
examination of the extent to which small groups composed of students who are 
relatively similar in ability or prior achievement achieve in comparison to small 
groups composed of students who are relatively dissimilar in ability or prior 
achievement. In addition, the integration explores the extent to which type of 
ability grouping affects learning for students relatively high in ability, medium or 
average in ability, and low in ability. 

A second issue in group composition concerns the nature of the task required 
of students learning in small groups. Noddings (1989) argued that the composition 
of classroom groups interacts with the nature of the learning task to affect student 
learning. For many academic tasks, Noddings noted that teachers frequently 
assign students to homogeneous ability groups, such as traditional reading groups. 

In traditional reading and other group activities, student placement can be 
relatively stable and long-term, depending almost entirely on the results of initial 
achievement or ability testing (Hallinan, 1984). Across homogeneous groups, the 
nature of the task and pace of learning often require adjustment to suit the learners. 
If adjustments are not made it is possible that (a) some groups will be unable to 
accomplish the task because no member has the requisite skills for learning, and 
(b) some groups will too readily accomplish the task because all members have 
already acquired the skills which the task was designed to develop. Indeed, Kulik 
and Kulik (1991) concluded that homogeneous within-class grouping would be 
pointless without adapting the curriculum materials to the needs and abilities of 
students in each group. 

Noddings (1989) also noted that when the task is a typical academic one and 
groups are heterogeneously formed, the group members often turn to the most able 
student for help. When this happens, there may be little interaction and limited 
engagement, thereby minimizing understanding even though students appear to 
get the answer right. Webb (1989) also found that merely giving or receiving 
answers was insufficient and could interfere with learning if and when such 
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behavior circumvented cognitive engagement. Giving and receiving elaborated 
explanations, on the other hand, was positively related to achievement. 

Methodological Considerations 
Good and Marshall (1984) commented on the tendency for studies to manipu­

late factors along with small-group instruction. For example, curriculum and 
teaching method were not always held constant across conditions. In some studies, 
teachers were requested to keep content and teaching method the same. In other 
studies, special materials and pace were made available for students according to 
their group placement. In yet other studies, teachers using small groups were 
given special training, while control teachers using whole-class instruction were 
not. 

One solution to the problem of confounded effects is to exclude studies where 
grouping method varies with other factors. Slavin (1987) dealt with the confound­
ing problem in exactly this way. His review of studies of gifted and special 
education students excluded studies in which curriculum, class size, resources, 
and goals varied along with the between-class grouping plan. He found no large 
effects in the studies that remained. Critics (e.g., Allan, 1991) responded that this 
finding was used by educational administrators to make decisions about all special 
education and gifted programs, including those not studied. For the comparison of 
small-group instruction to no grouping, we did not exclude studies in which 
grouping practices, instruction, and curriculum varied. Instead, we attempted to 
identify, code, and analyze the effects of factors that varied along with the use of 
small-group instruction. 

Policy Issues in Grouping Students for Instruction 
There are strong and emotional arguments both for (e.g., Allan, 1991) and 

against (e.g., Oakes, 1985) between-class grouping. Many of the arguments about 
group composition between classes apply to within-class grouping. For example, 
there is a concern that it is unethical to stigmatize low-ability students by using a 
system of within-class tracking whereby students are segregated according to 
ability or prior achievement. In particular, there is the fear that low-ability students 
placed in homogeneous ability groups will be denied opportunities to learn and be 
unmotivated to learn because of peer, personal, and teacher expectations of poor 
performance. 

On the other hand, there is a concern that it is unethical to retard the achieve­
ment of high-ability students by assigning them to heterogeneous within-class 
groups, in which students are integrated according to ability. In particular, there 
is the fear that high-ability students placed in heterogeneous groups will be denied 
opportunities to learn because much of the material has already been mastered by 
them, because the pace of learning in the group is below their capacity, and 
because their role in the group is not to learn but to instruct less able students. 

No review of empirical research can resolve differences in educational policy 
which arise from differences in educational values and philosophy. For example, 
in an early narrative review of the literature on within-class grouping, Petty 
(1953b) argued that grouping students for instruction was then viewed as "a 
democratic instructional procedure designed to adapt the curriculum and learning 
environment to the abilities and needs of individual pupils and to provide appro-
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priate means for fostering their continuous development" (p. 7). More recently, 
others (e.g., Rosenbaum, 1976) have argued that the use of ability grouping may 
serve to increase divisions along ethnic, racial, and class lines. 

Still others (Good & Marshall, 1984; Kulik & Kulik, 1987) have noted that 
these values change over time. For example, during the 1950s "excellence" was 
a byword in education, and between-class grouping was seen as beneficial for 
high-ability students. In the 1960s and 1970s, concerns about equal opportunity 
increased, and between-class grouping was seen as harmful for disadvantaged 
students. What a review can do is help inform policy by exploring the empirical 
basis of beliefs which underlie a particular philosophy and by suggesting direc­
tions for future research if the evidence is lacking. The present review was 
undertaken, in part, with this purpose in mind. 

Method 

This meta-analysis primarily examined the effects of within-class grouping on 
student achievement at the elementary, secondary, and postsecondary levels. 
However, outcomes other than achievement were included, when they were 
available, and analyzed separately. Two groups of studies were identified and 
analyzed independently. Analysis 1 included studies which compared within-
class grouping with no grouping. Analysis 2 included studies which directly 
compared homogeneous within-class grouping with heterogeneous within-class 
grouping. The procedures employed to conduct the quantitative integrations are 
outlined below under the following headings: Literature Search, Inclusion/Exclu­
sion Criteria, Study Features Coding, Number of Findings Extracted, Effect Size 
Calculations, and Data Analyses. 

Literature Search 

The studies used in this meta-analysis were located via a comprehensive search 
of the literature. Electronic searches were performed on the ERIC (1966-1994), 
PsycLIT (1974-1994), Sociofile (1974-1994), Dissertation Abstracts (1965-1994), 
and Social Sciences Citation Index (1989-1994) databases. Although the search 
strategy varied depending on the database, search terms included group composi­
tion, grouping for instructional purposes, small group, team learning, team 
instruction, heterogeneous/homogeneous grouping, group structure, ability group­
ing, peer tutoring, and cooperative learning. Through branching from primary 
studies and review articles, other citations were found and included. In total, the 
search uncovered over 3,000 published articles concerning within-class grouping. 

Inclusion/Exclusion Criteria 

To be included in this review a study had to meet the following criteria. 
(1) The research must have occurred within the classroom at the elementary, 

secondary, or postsecondary school level. Consequently, within-class group­
ing studies of organizational behavior (e.g., in a business setting) or social 
psychology (e.g., group therapy) were excluded. 

(2) The research had to involve within-class ability grouping, either homoge­
neous ability grouping or heterogeneous ability grouping. The same teacher 
had to instruct a classroom of groups that were working in close proximity 
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to one another. Studies were not included if they involved between-class 
tracking or grouping in a laboratory setting outside the classroom. 

(3) The minimum group size was 2 students, and the maximum group size was 
10 students. 

(4) Grouping had to be in place for more than 1 day. Thus, studies involving 
only one session (e.g., a 1-hour lesson) were not included. 

(5) If training of any kind was offered to the students, then all group members 
must have received it. 

(6) The research had to report measured outcomes from both experimental and 
control groups. Studies reporting only single-group pretest and posttest 
comparisons were initially coded, but the results were eventually excluded 
for two reasons. First, the methodological shortcomings inherent in this 
design make unambiguous interpretations of outcomes tenuous. Second, 
the gain score results from these studies were significantly different from 
the results of studies employing experimental and control groups. One-shot 
case studies were also excluded a priori on methodological grounds. 

(7) Achievement, attitudes, and self-concept were included, but each was 
analyzed separately. Classroom behaviors and interrelationships among 
measures were initially included but not analyzed for this meta-analysis. 

(8) Finally, research primarily involving either children with learning disabili­
ties or enrichment programs for gifted students were excluded. 

The searches identified more than 500 studies on cooperative learning (cf. 
Johnson & Johnson, 1989), most employing heterogeneous grouping. In order to 
balance the number of grouping studies using this instructional method with 
grouping studies using other instructional methods, we included only those studies 
identified by the search term cooperative learning and the term homogeneous/ 
heterogenous grouping or ability grouping or group composition. 

Most studies on peer tutoring were excluded because we considered the group 
dynamics of tutoring to be quite different from other grouping methods. Members 
of peer tutoring dyads often functioned as learner (tutee) and teacher (tutor), 
effectively creating learning groups of one. Also, tutors often received special 
training and extra rewards (e.g., free time during a regular class, extra credit, etc.). 
Therefore, studies of cross-age/cross-class tutoring, tutoring outside classrooms 
or for remuneration, and one-way tutoring (i.e., one tutor taught one student) were 
excluded. However, paired learning and reciprocal tutoring, in which two students 
alternated between the roles of tutor and tutee, were included. 

Studies on group-based mastery learning were included if they met the inclu­
sion/exclusion criteria (e.g., students were placed together in small groups for the 
purposes of learning, group size smallerthan 10, etc.). Thus, group-based mastery 
learning studies were excluded if students did remediation or enrichment work 
individually. 

Using the above criteria, abstracts from electronic searches and references from 
primary studies and reviews were first examined by two researchers to identify 
potential studies to include. Differences between the independent judgments of 
the two researchers were resolved through discussion. If there was a doubt, the 
study was collected. Next, the collected studies were each read by two researchers 
for possible inclusion. Any study that was considered for exclusion by one 
researcher was cross-checked by the other researcher. Sixty-six studies met the 
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inclusion criteria and were included in this review. Table 1 lists the studies 
included in this meta-analysis, those included in previous meta-analyses, and the 
reasons for study exclusions. Six studies that were included in Slavin (1987,1990) 
or Kulik and Kulik (1987,1991) were excluded for failing to meet one or more of 
the criteria specified here. 

Study Features Coding 

Literature reviews are often unnecessary when the findings on a phenomenon 
appear uniform across studies. Instead, it is the apparent inconsistency of findings 
that motivates the search for factors which explain differences among studies. The 
purpose of coding study features is to identify those methodological and substan­
tive characteristics which may be responsible for significant variations in the 
findings. In this review, nomological coding was used first to objectively identify 
salient study features in the literature, thereby avoiding reviewer bias (Abrami, 
Cohen, & d'Apollonia, 1988; Abrami, d'Apollonia, & Cohen, 1990). Features 
with more than three substantive occurrences in a random sample of 25% of the 
primary literature and review articles were included for nomological coding. 
Forty-five study features were initially identified and were organized into three 
major categories: outcome features, methodological features, and substantive 
features. Outcome features were generally concerned with the nature of the 
dependent measures analyzed in the study. Methodological features were gener­
ally concerned with the quality of the research design and the fidelity of the 
treatment. Substantive features included grouping characteristics, instructor and 
instructional characteristics, student characteristics, setting, and scope. Unfortu­
nately, many features had too few cases to be included in the analyses and were 
subsequently dropped. (See Table 2 for a description of the 26 study features that 
were coded and used in this review.) 

Study features coding was performed independently by two coders. Their initial 
coding agreement was 88.24%. Disagreements between the two coders were 
resolved through discussion and further review of the disputed studies. 

Number of Findings Extracted 

Effect sizes were extracted and are reported separately for each major outcome 
category, primarily achievement but also student attitudes and self-concept. For 
each major outcome category, several effect sizes were often extracted from a 
single study as long as they were distinguishable at the level of study features 
(e.g., effect sizes reported separately for each of three grade levels). When not 
distinguishable by any study feature, effect sizes were averaged. Multiple effect 
sizes extracted from single studies can be problematic because methods of re­
search integration normally assume that effect sizes are independent. This prob­
lem is, in our opinion, not especially pronounced when different subjects from a 
study provide separate measures of effect size. Such a condition arises in factorial 
designs, for example, when different effect sizes are extracted for male and female 
participants. In our analyses, each effect size was weighted by sample size, so that 
a study with two effect sizes based on 50 subjects each had the same overall 
weight as a study with a single effect size based on 100 subjects. 
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Dependence among effect sizes is pronounced when the same subjects from a 
study provide separate measures of effect s ize-a situation where within-group or 
repeated factors are present. For example, in this review we collected achievement 
data measured at mid-treatment, posttest, and delayed posttest. Ignoring the 
dependence and treating the within-group effects as independent would increase 
the Type I error rate of the homogeneity of effect size tests (i.e., tests of the 
variability in effect sizes) (Gleser & Olkin, 1994). Discarding the data would have 
the opposite effect, increasing the likelihood of committing a Type II error. In this 
meta analysis, the problem was overcome by taking a single, random sample from 
the set of correlated effect sizes per feature for each affected study. This had the 
desirable effect of ensuring that all levels of a study feature were represented. For 
example, for the analysis of measure source, the selection of within-group find­
ings was made randomly from among outcomes based on standardized tests, 
teacher-made tests, and researcher-made tests. This method was applied after all 
the study findings had been extracted and coded. 

The study findings were extracted by two coders separately. The initial coding 
agreement on the number of findings to extract per study was 80.29%. Disagree­
ments between the coders were resolved through subsequent discussion and 
further review of the disputed findings. Overall, there were 266 findings extracted 
priortorandomsamplingwithinstudies.Afterrandomsampling, 165 independent 
findings were selected for analysis. 

Effect Size Calculations 
The basic index used for the effect size calculation was the mean of the 

experimental group minus the mean of the control group divided by the pooled 
standard deviation (PSD). The main reason for using the PSD is that often the 
assumption of homogenety of variance in the population is reasonable, in which 
case the PSD is more stable and provides a better estimate of the population 
variance than the control group SE> alone (Hedges & Olkin, 1985; Hunter & 
Schmidt l99ORosenthal 1991) Another reason for the choice of the PSD is that 
estimated effect sizes based on incomplete results (e.g t values, F values, 
ANOVA tables or p levels) are more readily comparable to calculated effec 
sizes Finally the PSD is a more appropriate measure when it is unclear which 
group is the control condition such as occurs when heterogeneous grouping and 
homogeneous grouping are compared 

In studies that report posttest data only, we used the posttest mean difference in 
the numerator and the posttest PSD in the denominator. In studies that provided 
gain scores or both pretest and posttest data, we used the gain score difference in 
Γlie numerator to control for pretest differences, but the posttest PSD was used in 
the denominator rather than the gain score PSD since the gain score PSD is usually 
smaller than the posttest PSD (Glass, McGaw, & Smith, 1981). When the posttest 
SDs were not provided in the study, we tried to estimate the posttest PSD 
whenever possible. Such estimation requires r, which is, unfortunately, not usu­
ally reported in studies. In one case we obtained r = .88 for the Stanford 
Achievement Test (1953 revision) from the Fifth Mental Measurements Yearbook 
(Gage, 1959). In other cases, we had to estimate a "typical" reliability for that 
class of measures based upon our knowledge of the literature. Specifically, we 
estimated r = .85 for standardized tests and r = .75 for unstandardized tests. 
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TABLE 1 
Within-class grouping studies included in the previous and present meta-analyses 

Slavin Slavin Kulik & Kulik Kulik & Kulik 

The] present meta-analysis 

Slavin Slavin Kulik & Kulik Kulik & Kulik Reason for 
Studies (1987)* (1990)* (1987)* (1991)* Anal) 'SIS Outcome excluding 

Abu (1993) lb A,B 
Allen &VanSickle (1984) lb A,C 
Amariaetal. (1968) la, lb, 2 A 
Armstrong (1993) 2 A,C 
Ballman(l988) lb A 
Bejarano (1987) lb A 
Berge(l99O) lb A 
Bierden (1970) X II 
Blaney etal. (1977) lb B,C 
Bright etal. (1980) 2 A 
Campbell (1964/1965) X X X la A 
Carter & Jones (1993) 2 A 
Chang (1993) lb A,B,C 
Cignetti (1974) X X la A 
DeVries & Edwards (1973) lb B 
Dewar(l963) X X X la A 
Eddleman(l97l) X X III 
Evans(1942) la A 
Fantuzzoetal. (1990) la A 
Hallinan & Sorensen (1985) la A 
Harrah (1955/1956) X X 2 A 
Hay (1980/1981) lb A 
Heller & Fantuzzo (1993) lb A,B,C 
Hudgins (1960) lb A 
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TABLE 1 (continued) 

Slavin Slavin Kulik & Kulik Kulik&Kulik 

The present meta-analysis 

Slavin Slavin Kulik & Kulik Kulik&Kulik Reason for 
Studies (1987)* (1990)* (1987)* (1991)* Analysis Outcome excluding 

Hulten & DeVries (1976) lb A, B, C 
Janicki & Peterson (1981) lb A, B 
Johnson etal. (1979) lb A, B 
Jones(1948) x x x la A 
Kamil&Rauscher(1990) la A 
Kassem(1990) lb A, B 
Kenny (1975) lb A, B 
Knupfer(l993) 2 A 
Krieder(l992) lb A, B 
Lawrenz (l985)/Lawrenz & 2 A, B 

Munch (1984) 
Macdonaldetal. (1966) la A, B, C 
Marita(l965) la A, B 
McHugh (1959) la A 
Mehta (1993) lb A 
Merritt(l972) la A, B, C 
Mevarech (1985) lb A 
Mevarech(l99l) lb A 
Mevarech & Susak (1993) lb A 
Monroe (1922) x I 
Moody &Gifford (1990) 2 A 
Mortlock(l969) x la A 
Park (1993) la A, B 
Peterson & Janicki (1979) lb A, B 
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Peterson etal. (1981) 
Petty (1953a, 1953b) 
Putbrese (1971/1972) 
Sandby-Thomas (1983) 
Shields (1927) 
Slavin(l978) 
Slavin & Karweit (1984a) 
Slavin & Karweit (1984b, 1985) 
Smith (1960/1961) 
Spence(1958) 
Stern (1971/1972) 
Terweletal. (1994) 
Tingle & Good (1990) 
Wallen & Vowels (1960) 
Watson (1988) 
Webb (1982a) 
Webb (1982b) 
Webb (1984) 
Webb etal. (1990) 
Wright &Cowen (1985) 
Yager etal. (1985) 
Yuen &Alessi (1988) 
Ziegler(l98l) 
Zisk(l993) 

lb 
la 

A, B 
A 

x x la 
la 

A 
A 

x x 
lb 
lb 

A, B, C 
A 

I 

x x I 
x x la A 
x x 

la 
lb 
lb 

A, B 
A 
A 

I 

x x la 
lb 
2 
2 
2 
lb 
lb 
lb 
2 
lb 
lb 

A 
A 
A 
A 
A 
A 
A, B, C 
A 
A 
A, B 
C 

Note. For analysis: la = homogeneous ability grouping versus no grouping, lb = heterogeneous ability grouping versus no grouping, 2 = homogeneous 
ability grouping versus heterogeneous ability grouping. For outcome: A = achievement, B = attitudes, C = self-concept. For reason for excluding: I = 
group size > 10, II within-group design, III = study confounds group composition with other factors. 

Only one type of analysis (namely, homogeneous ability grouping versus no grouping) and only one type of outcome (namely, student achievement) were 
included in Slavin's (1987, 1990) and Kulik and Kulik's (1987, 1991) meta-analyses on within-class grouping. 
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TABLE 2 
Study features coded 

Study feature Description 

Outcome features 
Was the outcome measure standardized, researcher made, 

or teacher made? 
What type of outcome was measured? 
Which of three questions about grouping was explored: 

homogeneous grouping versus no grouping, heterogeneous 
grouping versus no grouping, or homogeneous grouping 
versus heterogeneous grouping? 

Measure source 

Measure type 
Contrast type 

Student equivalence 

Teacher equivalence 

School equivalence 

Overall design quality 

Teacher training 
equivalence 

Materials equivalence 

Rewards/grades 
equivalence 

Overall instructional 
equivalence 

Publication bias 

Grouping basis 
Grouping specificity 
Group size 
Group stability 

Experimental teacher 
training 

Type of small-group 
instruction 

Control method of 
instruction 

Methodological features 
What attempts were made to achieve the equivalence of 

students in experimental and control conditions? 
What attempts were made to achieve the equivalence of 

teachers in experimental and control conditions? 
What attempts were made to achieve the equivalence of 

schools in experimental and control conditions? 
Using a composite of student equivalence, teacher 

equivalence, and school equivalence, what is the overall 
design quality? 

Did experimental teachers receive more or different training 
than control teachers? 

Did experimental groups receive more or different material 
than control groups? 

Did the experimental groups experience different rewards or 
grade structures than the control groups? 

Using a composite of teacher training equivalence, materials 
equivalence, and rewards/grades equivalence, what is the 
overall instructional equivalence? 

Was the study published or unpublished? 

Substantive features 

Grouping characteristics 

What method(s) of assessment was used to group students? 
Was grouping based on specific or general measures? 
What was the average number of students in groups? 
Did group members stay together throughout the 

implementation? 

Instructor characteristics 

What was the amount of training (or experience in the strategy) 
given to the experimental teachers? 

Instructional characteristics 

Was a cooperative learning strategy used in the experimental 
condition? 

What instructional method was used in the control condition? 
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TABLE 2 (continued) 

Within-Class Grouping 

Study feature Description 

Goal structure of What was the goal structure (competitive, individualistic) used 
control condition in the control condition? 

Student characteristics 

Relative ability of What was the relative ability level of students in the class? 
students 

Setting 

Subject area What was the subject area studied by the students? 
Grade level What was the students' grade level? 
Class size What was the average class size? 

Scope 

Duration of treatment What was the length of the experimental treatment? 
Intensity of treatment What was the intensity of the experimental treatment (e.g., 

hours per week)? 

Note. The following ssudy features were also coded but dropped from analyses due to 
90% missing data or almost no variability: whose outcome was measured, outcome 
measure timing, type of experimental design, student expectations about grouping, 
teacher expectations about grouping, teaching experience, teacher gender, experimental 
method of instruction, medium of instruction, absolute ability level of the class, 
homogeneity of class ability, student race, student socioeconomic status, student 
gender, student attitudes toward subject, student attitudes toward experimental method, 
student self-concept, student locus of control, and country of implementation. 

In two studies that used the Metropolitan Achievement Test and reported only 
grade equivalence data, we transformed the grade equivalence using a regression 
equation computed from technical information about the test (Hildreth, 1948). We 
also used means and SDs of the test norms to estimate the control group data for 
one study and the PSD for another study. 

In studies that compared homogeneous grouping and heterogeneous grouping, 
the control group was the heterogeneous group. There were two reasons for this 
choice. First, the whole-class situation, which is a typical control condition, is 
usually heterogeneous. Second, meta-analyses on between-class ability grouping 
(e.g., Kulik & Kulik, 1987; Slavin, 1987) used the heterogeneous class as the 
control group. 

Effect sizes from data in such forms as t tests, F tests, p levels, frequencies, and 
r values were computed via conversion formulas provided by Glass et al. (1981) 
and Hedges, Shymansky, and Woodworth (1989). When results were not signifi­
cant, studies occasionally reported only a significance level. When the direction 
of the effect was not available, we estimated the effect size to be zero. For 
example, when the direction was reported, we used a "midpoint" approach 
(Sedlmeier & Gigerenzer, 1989) to estimate a representative t value (i.e., midpoint 
between 0 and the critical t value for the sample size to be significant). Statistical 
tests were performed on preliminary data sets to check whether estimated and 
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unestimated effect sizes might be different. The nonsignificance of the test results 
confirmed that this effect size estimating procedure was reasonable. 

Formulas for calculating effect sizes were entered into the Excel (Microsoft 
Corporation, 1993) computer program. Raw data for each finding were extracted 
by two coders separately and then checked for reliability. The initial coding 
agreement between the two coders was 65.51%. Disagreements between the two 
coders were subsequently resolved through discussion and further review of the 
disputed study finding. 

Data Analyses 

Data screening was performed using the SPSS (1994) frequency and descrip­
tive procedures. Several study features with over 90% missing data or almost no 
variability (e.g., almost all teachers had over 2 years of experience) were dropped 
from further analysis. Categories within some variables (e.g., group size, subject 
area, grade) were combined based on frequency distributions and the preliminary 
results from the homogeneity analyses. 

The homogeneity tests (Hedges & Olkin, 1985) were performed using DSTAT 
(B. T. Johnson, 1989), a meta-analysis computer program designed to integrate 
findings and analyze their variability. Effect sizes extracted from studies were 
corrected for bias and weighted by their sample sizes via formulas provided by 
Hedges and Olkin (1985). This approach not only provided a sample size weighted 
estimate of the overall effect of within-class grouping, but also allowed testing for 
heterogeneity in the aggregated effect sizes. When the homogeneity of the effect 
sizes was rejected (i.e., a significant chi-square value was obtained for ßτ), further 
exploration of the findings was done through the analysis of study features. A 
significant 0B indicated that the study feature significantly moderated the magni­
tude of the effect sizes. When there were more than two levels of a study feature, 
Scheffé post hoc comparisons were performed to test for significant differences 
between levels. A significant <2w f°Γ a level of the study feature indicated that the 
subset of effects sizes was heterogeneous. 

Two major sets of analyses were performed. Analysis 1 involved effect sizes 
from studies that compared the effects of grouping with those of no grouping. 
Analysis 2 involved studies that directly investigated the effect of group ability 
composition on student achievement; no other outcomes could be analyzed. Effect 
sizes from these studies were based on direct comparisons of homogeneous ability 
grouping (i.e., students with a narrow range of relative abilities grouped together) 
with heterogeneous ability grouping (i.e., students with a wide range of relative 
abilities grouped together). Only three findings were extracted from studies in 
which method of instruction was confounded with group composition; these 
confounded effects were dropped from Analysis 2. Study features analyses were 
conducted for factors where sufficient variability existed. 

Results 

The outcome categories and analysis types extracted from each study are listed 
in Table 1. The number of independent findings and number of studies analyzed 
for each analysis type and outcome category are presented in Table 3. 
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Within-Class Grouping 

TABLE 3 
Maximum number of findings and studies analyzed zed analysis for each eategory 
of outcomes 

Type of analysis 

Homogeneous grouping vs. 
Outcome Grouping vs. no grouping heterogeneous grouping 

Achievement 103(51) 20(12) 
Attitudes 30 (21) 
Self-concept 12(10) 

Note. Valaue sn parentheses are the numbers of ssudies from which the findings were 
extracted. Some studies provided outcomes in more than one category. 

Analysis 1: Grouping Versus No Grouping 

For Analysis 1, three major categories of outcomes (achievement, attitudes, and 
self-concept) were examined separately for the effect of within-class grouping. 
Full study feature analyses were performed on the achievement data only. Insuf­
ficient data were available for such analyses on the other outcomes. 

Overall Effects of Within-Class Grouping on Student Achievement 

The overall effect of within-class grouping on student achievement was based 
on 103 independent effect sizes extracted from 51 studies involving a total of 
16,073 students. Student achievement measures included general ability tests, 
standardized subject matter achievement tests, and locally developed or teacher-
made achievement tests. The mean sample size weighted effect size (d+) for 
within-class grouping was +0.17, which was significantly different from zero 
(95% confidence interval is +0.16 to +0.23). The mean effect size for the study 
findings randomly excluded from the analysis to avoid dependence problems was 
computed (¿/+ = +0.20, n = 555 )nd was not tsgnificantty different tfom the effects 
included. 

On average, students learning in small groups within classrooms achieved 
significantly more than students not learning in small groups. In general, average 
students (i.e., those at the 50th percentile) in small-group classrooms performed 
at slightly above average (i.e., at about the 57th percentile) compared to students 
learning in classrooms without grouping. However, the homogeneity test showed 
that the effect sizes were heterogeneous, ĊMΊ03) = 431.62, p < .05. Examination 
of the individual findings revealed 74 effecΓsizes above zero, 5 equal to zero, and 
24 effect sizes below zero. The range of effect sizes was from a low of-1.96 to 
a high of+1.52. Therefore, further exploration of the findings through the analysis 
of study features was warranted and is presented below. 

What Factors Moderate the Effect of Within-Class Grouping on Student 
Achievement? 

Study features analyses were performed on the 103 findings comparing the 
effects of homogeneous or heterogeneous grouping versus no grouping on achieve-
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TABLE 4 
Outcome features analyses: Grouping versus no grouping findings 

Variables ÖB n d+ 95% CI (¿w 

Measure source 70.02* 98 
Standardized tests 61 +0.07 +0.03 to+0.11 134.92* 
Teacher-made tests 16 +0.42 +0.26 to +0.59 60.56* 
Researcher-made tests 21 +0.34 +0.28 to +0.39 145.78* 

Measure type 59.24* 103 
Not geared to instruction 56 +0.08 +0.04 to+0.12 137.83* 
Geared to instruction 47 +0.34 +0.29 to +0.39 234.55* 

Contrast type 0.94 103 

* p < .05 

merit. Results of the analyses are described below in three major categories: 
outcome features, methodological features, and substantive features. 

Outcome features. Table 4 presents the results of the homogeneity tests on 
several outcome features: measure source, measure type, and contrast type. Mea­
sure source was a significant predictor, ßB(2) = 70.02, p < .05. Post hoc analyses 
indicated that the mean weighted effect sizes for researcher-made tests (d+ -
+0.34) and teacher-made tests {d+ = +0.42) were eoth significantly yigher than for 
standardized tests (d+ - =0.07). Measure eype was slso oignificant. . he effect 
sizes were larger when outcome measures were specifically geared to instruc­
tional content (d+ = +0.34) than when the outcome measures were not geared to 
what was taught (d+ = +0.08). 

No significant effect was found for contrast type. The mean effect of homoge­
neous grouping compared to no grouping (d+ = +0.16) was similar to the mean 
effect of heterogeneous grouping versus no grouping (d+ = +0.19). Both mean 
weighted effect sizes were significantly positive, yet each set of findings was not 
uniform. A significant amount of within-group variability remained within each 
type of grouping; for homogeneous grouping, Qw = 246.51, p < .05, and for 
heterogeneous grouping, Qw = 184.17, p < .05. 

Methodological features. Analyses of nine methodological features are pre­
sented in Table 5. Overall design quality (a composite of student equivalence, 
teacher equivalence, and school equivalence between experimental and control 
conditions) was not significantly related to the variability in effect sizes,QB(l) = 
3.38, p > .05. Studies using either experimental control or statistical control 
showed significant positive effects for within-class grouping. However, overall 
instructional equivalence (a composite of teacher training equivalence, material 
equivalence, and reward equivalence between experimental and control condi­
tions) was significantly related to the magnitude of the effect sizes. Greater 
achievement gains for within-class grouping occurred in studies that provided 
different instruction to the experimental condition (d+ = +0.25) )han in ssudies that 
provided the same treatment (d+ = +0.02). Each of the three composite factors was 
significantly related to effect size variability. The effect of within-class grouping 
was higher when teachers in the grouped condition received more or different 
training as compared to those in the ungrouped condition (d+ = +0.42) than when 
teacher training was the same across conditions (d+ = +0.08). The within-class 
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TABLE 5 
Methodological features analyses: Grouping versus no grouping findingf 

Variables QB n d+ 95% CI >¿w 

Student equivalence 5.83 103 
Teacher equivalence 0.13 99 
School equivalence 18.04* 86 

Experimental control 73 +0.12 +0.08 to+0.17 168.75* 
Statistical control 13 +0.27 +0.22 to +0.33 196.96* 

Overall design quality 3.38 103 
Teacher training equivalence 74.74* 56 

More or different 11 +0.42 +0.36 to +0.49 92.04* 
Not different 45 +0.08 +0.04 to+0.13 138.73* 

Materials equivalence 19.11* 69 
More or different 23 +0.26 +0.21 to+0.31 224.30* 
Not different 76 +0.14 +0.10 to+0.18 188.70* 

Rewards/grades equivalence 11.59* 99 
More or different 27 +0.29 +0.22 to +0.37 68.83* 
Not different 51 +0.11 +0.06 to+0.15 154.39* 

Overall instructional equivalence 18.78* 39 
Different treatment 23 +0.25 +0.19 to+0.31 83.89* 
Not different treatment 16 +0.02 -0.07 to+0.11 27.68* 

Publication bias 0.78 103 

* p < .05 

grouping effect was higher when grouped classes employed more or different 
materials as compared to ungrouped classes (d+ = +0.26) than when the same 
materials were used across the two conditions (d+ = +0.14). Similarly, ,he within-
class grouping effect was higher when grouped classes implemented more or 
different reward strategies as compared to ungrouped classes (d+ = +0.29) than 
when the same reward strategies were utilized across the two conditions (d+ = 
+0.11). Finally, whether findings were from published journals or from unpub­
lished dissertations or reports was not related to the overall effect of within-class 
grouping. 

Substantive features. Several groups of substantive features were analyzed. 
These were grouping characteristics, instructor characteristics, instructional meth­
ods, student characteristics, setting factors, and scope of the treatment. 

Table 6 presents the results of the study features analyses on grouping charac­
teristics. First, grouping basis was significantly related to the variability in effect 
sizes. Post hoc comparisons indicated that the mean weighted effect size was 
significantly higher when grouping was based on mixed sources (d+ = +0.33) than 
on either standardized tests alone (d+ = +0.10) or teacher-made tests or teacher 
judgement alone (d+ = -0.02). Second, grouping specificity significantly ex­
plained variability in the effect sizes. The mean effect size was highest when 
grouping was based on assessment of specific or general ability plus other factors 
(d+ = +0.39). Third, group size was significantly related to the magnitude of the 
effect sizes; the average effect size for 3-4 member groups (d+ = +0.22) was 
significantly higher than that for 5-7 member groups (d+ = -0.02). Finally, group 
stability did not significantly explain the variability in the effect sizes. 

Study features analyses on instructor and instructional characteristics are 
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TABLE 6 
Substantive features analyses (grouping characteristics): Grouping versus no grouping 

Variables QB n d+ 95% CI Qw 

Grouping basis 68.84* 81 
Standardized tests 48 +0.10 +0.03 to+0.17 97.04* 
Teacher tests or judgment 12 -0.02 -0.09 to+0.05 65.11* 
Mixed sources 21 +0.33 +0.28 to+0.38 127.63* 

Grouping specificity 18.12* 84 
Ability specific to subject 58 +0.19 +0.15 to+0.24 297.79* 
General ability 9 +0.19 -0.02 to+0.40 13.79 
Both specific & general ability 8 +0.10 +0.02 to+0.18 15.57* 
Specific/general ability + other 9 +0.39 +0.28 to+0.49 18.62 

Group size 31.99* 92 
Pairs 13 +0.15 +0.06 to +0.24 34.94* 
Small (3-4) 38 +0.22 +0.22 to+0.16 132.30* 
Medium (5-7) 17 -0.02 -0.02 to -0.09 75.28* 
Large (8-10) 24 +0.11 +0.01 to+0.21 32.78* 

Group stability 0.14 40 
* p < .05 

presented in Table 7. Teacher experience with, or amount of training received for, 
the experimental treatment was related to the magnitude of the effect sizes. The 
average effect size was +0.17 for no experience or training, +0.24 for information 
only, +0.31 for minimal training or experience, and +0.57 for extensive training 
or experience. All four effect sizes were significantly different from zero. The 
average effect size for moderate experience or training was +0.02, which was not 
significantly different from zero. 

TABLE 7 
Substantive features analyses (instructor and instructional characteristics): GroupinG 
versus no grouping finfings 

Variables QB n d+ 95% CI £¿w 

Experimental teacher training 55.72* 61 
None 2 +0.17 +0.06 to +0.28 0.25 
Info, only 9 +0.24 +0.15 to+0.34 22.13* 
Minimal 36 +0.31 +0.25 to +0.36 160.74* 
Moderate 11 +0.02 -0.05 to +0.08 74.42* 
Extensive 3 +0.57 +0.32 to +0.82 0.23 

Type of small-group instruction 10.27* 103 
Cooperative learning 25 +0.28 +0.21 to+0.34 57.63* 
Other 77 +0.15 +0.11 to+0.19 360.70* 

Control method of instruction 56.46* 102 
Traditional 77 +0.24 +0.20 to +0.28 314.36* 
Individualized mastery learning 15 +0.15 +0.07 to +0.24 20.88 
Other 10 -0.12 -0.20 to -0.03 36.90* 

Goal structure of control condition 0.51 67 

* p < .05 
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The experimental method of instruction explained a significant amount of 
variability in effect sizes, ßB(9) = 42.96, p < .05 but there were too few cases to 
reliably examine most meThods. Consequently, we divided the studies into two 
types of small-group instruction: cooperative learning and other. Type of instruc­
tion was significantly related to the size of the treatment effect. Small groups using 
cooperative learning with outcome interdependence (d+ = +0.28) achieved sig 
nificantly higher than other small groups without outcome interdependence (d+ = 
+0.15). 

The method of instruction used in the control condition was also significantly 
related to the size of the grouping effect. The effect of placing students in small 
groups was superior when the control method of instruction was either traditional, 
frontal teaching (d+ = +0.24) or individualized mastery learning (d+ = +0.15). 
However, when within-class grouping was compared to other methods of instruc­
tion such as experiential learning within-class grouping was not superior (d+ = -
0.12). Finally, the goal structure (competitive, individualistic) used in the control 
condition was not related to effect size variability. 

Table 8 presents the results of the study features analyses of student character­
istics, setting, and scope of the treatment. The relative ability of students was 
significantly related to the within-class grouping effect sizes, QB(2) = 6.20, p < 
.05. While low-ability students, medium-ability students, and high-ability stu­
dents all benefitted from being placed in small groups (d+ = +0.37, +0.19, and 

TABLE8 
Substantive features analyses (student characteristics, setting, and scope): Grouping 
versus no grouping findings 

Variables ÖB n d+ 95% CI _ßw_ 

Relative ability of students 6.20* 53 
Low 24 
Medium 11 
High 18 

Subject area 4.52* 103 
Math/science 65 
Reading/language arts/other 38 

Grade level 27.55* 98 
Early elementary (1-3) 30 
Late elementary (4-6) 36 
Secondary (7-12) 25 
Postsecondary 7 

Class size 46.70* 103 
Small (less than 25) 33 
Medium (26-35) 50 
Large (more than 35) 20 

Duration of treatment 0.34 103 
Intensity of treatment 14.49* 103 

Low (<1 period/week) 40 
High (>1 period/week) 63 

+0.37 +0.30 to+0.44 104.44* 
+0.19 +0.06 to+0.32 26.35* 
+0.28 +0.15 to+0.41 47.07* 

+0.20 +0.16 to+0.24 316.02* 
+0.13 +0.09 to+0.18 111.08* 

+0.08 +0.02 to+0.14 157.81* 
+0.29 +0.24 to+0.35 132.05* 
+0.17 +0.12 to+0.23 85.98* 
+0.19 -0.03 to+0.42 8.55 

+0.22 +0.17 to+0.27 114.80* 
+0.06 +0.01 to+0.11 178.46* 
+0.35 +0.28 to+0.42 91.66* 

+0.08 +0.03 to+0.14 141.83* 
+0.22 +0.18 to+0.25 275.30* 

P<.05 
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+0.28, respectively), the effects were not uniform. In particular, low-ability stu­
dents achieved significantly more than medium-ability students. 

Within-class grouping positively affected student learning in all subject areas. 
However, the effect of within-class grouping was significantly larger in math and 
science (d+ = +0.20) than in reading, language arts, and other courses (d+ = 
+0.13). We were able to identify studies on within-class grouping at grade levels 
ranging from first grade to college, but the number of studies at any one level was 
small, and the findings appeared variable. The largest effect sizes were obtained 
in the late elementary grades (Grades 4-6; d+ = +0.29)) Within-class grouping had 
a significantly positive effect for small (less than 25), medium (26-35), and large 
(more than 35) classes. The grouping effect was stronger in larger classes (d+ = 
+0.35) than in smal ld+= +0.22) or medium (d+ = +0.06) classes. 

Whether the experimental treatment was brief (less than 4 weeks), medium (4 
to 16 weeks), or long (more than 17 weeks) was not significantly related to the size 
of the effect. However, treatment intensity seemed to be a significant moderator 
of the grouping effect. The effect was larger in studies of high treatment intensity 
(more than 1 period per week, d+ = +0.22) than in studies of low treatment 
intensity (less than or up to 1 period per week, d+ = +0.08). 

Overall Effects of Within-Class Grouping on Other Student Outcomes 
The literature included a sufficient number of studies to allow a rudimentary 

exploration of the relationship between the use of within-class grouping and 
outcomes other than achievement. The mean effect sizes for student attitudes and 
self-concept are reported below. 

Student attitudes. Thirty independent findings extracted from 21 studies com­
pared student attitudes from within-class groups with student attitudes in no-
grouping conditions. Measures of student attitudes included attitudes toward the 
subject matter, the instructional approach, and others (peers, school, etc.). Results 
of the homogeneity analyses on student attitudes are presented in Table 9. Overall, 
within-class grouping was positively related to student attitudes (d+ = +0..1895% 
confidence interval is +0.13 to + 0.23). In particular, students in the grouped 
classes had significantly more positive attitudes toward the subject matter con­
cerned (d+ = +0.18). However, attitudes toward the instructional approach were 

TABLE 9 
Overall effects of within-class grouping on other student outcomes: Grouping versus no 
grouping findings 

Outcomes d+ 95% CI QT 

Overall student attitudes 30 +0.18 +0.13 to+0.23 327.04* 
Attitudes toward subject 16 +0.18 +0.13 to+0.24 280.76* 
Attitudes toward instructional 5 -0.13 -0.33 to+0.06 18.39* 

approach 
Other attitudes 9 +0.26 +0.14 to+0.37 16.15 

Overall student self-concept 12 +0.09 -0.00 to+0.19 11.11 
General self-concept 6 +0.16 +0.02 to+0.31 3.33 
Academic self-concept 6 +0.04 -0.09 to+0.16 6.15 

P.05 
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not significantly different between students in the grouped and ungrouped classes. 
Student self-concept. Ten studies investigated the effects of within-class group­

ing on student self-concept. From those studies, 12 independent findings were 
extracted and analyzed (see Table 9). Measures of self-concept included general 
self-concept and domain-specific academic self-concept. Overall, the mean 
weighted effect size for student self-concept was +0.09, which is not significantly 
different from zero (95% confidence interval is -0.00 to + 0.19). However, 
students in grouped classes had significantly higher general self-concept than 
students in the ungrouped classes (d+ = +0.16). Domain-specific academic self-
concept was not significantly different between the grouped and ungrouped 
classes. 

Analysis 2: Homogeneous Grouping Versus Heterogeneous Grouping 

Twenty findings from 12 studies directly compared the effects of homogeneous 
ability grouping with heterogeneous ability grouping. All the studies employed 
interactive small-group learning. Methods of instruction were held constant across 
the two conditions. Most studies employed experimental designs and imple­
mented equivalent instructional treatments in terms of teacher training, reward 
strategies and curriculum materials across the two conditions. 

Overall Effect of Group Ability Composition on Student Achievement 

The weighted mean effect size for group ability composition was +0.12, which 
is significantly different from zero (95% confidence interval is +0.01 to +0.24). 
Thus, the result of aggregating the 20 independent effect sizes indicated a slight 
superiority of homogeneous ability groups over heterogeneous ability groups in 
promoting student achievement. However, the slight superiority of homogeneous 
ability grouping was not uniform across findings j¾<19) = 43.90, p < 05. The 
effect sizes ranged from -1.75 to +1.12, with 13 effect sizes above zero favoring 
homogeneous ability groups, 1 effect size equal to zero, and 6 effect sizes below 
zero favoring heterogeneous ability groups. The heterogeneity of the effect sizes, 
therefore, warranted further analyses, which are presented in Table 10. 

Moderators of the effects of group ability composition. There were sufficient 
differences in the design of the group composition studies to explore three study 

TABLE 10 
Study features analyse:: Homogeneous ability grouping versus heterogeneous ability 
grouping ffndings 

Variables QB n d+ 95% CI g w 

Type of small-group instruction 1.48 20 
Relative ability of students 11.42* 13 

Low 4 -0.60 -1.11 to-0.09 7.27 
Medium 4 +0.51 +0.11 to+0.90 1.72 
High 5 +0.09 -0.25 to+0.42 0.56 

Subject area 8.61* 20 
Math/science 16 -0.00 -0.15 to+0.14 25.74 
Reading 4 +0.36 +0.16 to+0.55 9.55* 

P.05 
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features. One of these, type of small-group instruction, did not explain variability 
in the effect sizes. The small advantage of homogeneous grouping compared to 
heterogeneous grouping was not modified by whether students learned coopera­
tively with outcome interdependence or students learned in small groups without 
outcome interdependence. 

However, the effects of group ability composition were different for students of 
different relative ability. While low-ability students learned significantly more in 
heterogeneous ability groups than in homogeneous ability groups (d+ = -0.60), 
medium-ability students benefitted significantly more in homogeneous ability 
groups than in heterogeneous ability groups (d+ = +0.51). For high-ability stu­
dents, group ability composition made no significant difference (d+ = +0.09). 
Furthermore, the Qws for the three mean effect sizes reported were all homoge­
neous, which indicated consistent and meaningful findings within each subset of 
results. 

Subject area of instruction was also a significant moderator of the effect of 
group ability composition. In math and science, the effect of group ability com­
position was not significantly different from zero; overall, homogeneous groups 
performed as well as heterogeneous groups. However, four effect sizes compared 
homogeneous ability groups with heterogeneous ability groups in reading, and the 
mean effect size (d+ = +.36) revealed that, on average, homogeneous ability 
groups learned significantly more than heterogeneous ability groups in reading. 

Discussion 
This study quantitatively synthesized the literature on the effects of within-class 

grouping on student achievement, attitudes, and self-concept. The results comple­
ment and greatly extend the findings reported in other research integrations (Kulik 
& Kulik 1987, 1991; Slavin, 1987). Each of the reviews, including this one, 
reported positive effects of within-class grouping. Our review included far more 
studies, evaluated student learning and other outcomes, explored variability in 
study findings, and examined studies that directly compared types of small-group 
composition. 

The results of this meta-analysis suggest that there are small but positive effects 
of placing students in groups within the classroom for learning. On average, 
students placed in small groups achieved more, held more positive attitudes, and 
reported higher general self-concept than students in nongrouped classes. How­
ever, the magnitude of the effect sizes varied across findings. Several study 
features significantly moderated the effect of within-class grouping on student 
achievement. These study features included outcome measure source and type, 
instructional treatment equivalence of the control and experimental groups, type 
of small-group instruction and amount of teacher training in the experimental 
condition, type of instructional method in the control condition, grouping basis 
and specificity, group size, group ability composition, relative ability of students, 
subject area, grade level, class size, and intensity of treatment. 

Outcome Measure Source and Type 
Measuring achievement by locally developed tests or by standardized tests can 

produce significantly different treatment effects. This phenomenon has been 
noticed by several meta-analysts. For example, Rosenshine and Meister (1994) in 
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their review of reciprocal teaching found a significantly higher effect size for 
experimenter-made tests than standardized tests. One explanation Rosenshine and 
Meister offered was that experimenter-made tests were generally easier to answer, 
or more instructionally sensitive, than standardized tests. The topics in the experi­
menter-made tests were discussed during instruction, whereas those in the stan­
dardized tests were unfamiliar to the students. 

In this meta-analysis, we found that the effect of small-group learning was 
much higher when achievement was measured with teacher-made tests than when 
researcher-made tests were used. Achievement measured with researcher-made 
tests was, in turn, higher than that measured with standardized tests. Similarly, we 
also showed that the effect sizes were higher when the outcome measures were 
geared to instruction than when they were not geared to instruction. Therefore, one 
explanation for the difference between locally developed tests and standardized 
tests is that teacher-made tests may have a closer match with local instructional 
objectives than researcher-made tests or standardized tests. Similarly, researcher-
made tests may have a closer match to the local instructional objectives than 
standardized tests. Thus, locally made tests may reflect the large influence of 
within-class grouping on proximal instructional objectives, while standardized 
tests may reflect the small influence of within-class grouping on distal instruc­
tional objectives. 

Another possible explanation is that teacher-made and researcher-made tests 
may be biased in favor of the experimental group. If the goal of the research is to 
measure acquisition of local instructional objectives, care should be taken to 
ensure that the tests measure what has been taught in both experimental and 
control conditions. 

Instructional Treatment and Teacher Training 

Differential instructional treatments can significantly moderate the effect of 
within-class grouping. Ungrouped classes usually employed a single set of mate­
rials for all the students in the class, but that did not always occur in grouped 
classes. In some studies, teachers employed the same set of materials for all the 
groups as well as the control classes; in others, teachers employed different 
materials across groups. The effect sizes were higher when instructional materials 
were varied for different groups than when the same set of materials was used for 
all the students. One argument for using small groups is to provide instruction 
which better meets the learning needs of individual students. Varying the instruc­
tional material is one means of providing more adaptive instruction (Kulik & 
Kulik, 1991). 

The type of small-group instruction used in the experimental classes can 
moderate the achievement effects of within-class grouping. Often in cooperative 
small-group instruction, group members are positively interdependent for their 
learning outcomes. Each member contributes to the overall group goal and re­
ceives some form of group reward. The results of this meta-analysis suggest that 
small groups appeared to learn more when there was outcome interdependence 
among the group members. 

Amount of training given to experimental and control teachers can significantly 
moderate the effect of within-class grouping. The largest effect sizes occurred in 
studies where the experimental teachers received much more or very different 

447 

 at PENNSYLVANIA STATE UNIV on September 18, 2016http://rer.aera.netDownloaded from 

http://rer.aera.net


Lou, Abrami, Spence, Paulsen, Chamberss,nd dΆpollonii 

training than the control teachers. Even so, when teacher training was held 
constant across the control and experimental teachers, there was still a small 
positive effect for within-class grouping. 

One anomaly to the linear effect of training occurred for teachers with moderate 
amounts of training. One tentative explanation is that teachers with little training 
adapt the new method to their existing practices and teaching philosophy, while 
teachers with extensive training adapt their practices and teaching philosophy to 
the new method. Teachers with moderate training may make neither adaptation 
successfully, which would minimize the benefits of small groups. 

There were also variations in the instructional methods used in the ungrouped 
control classes. Within-class grouping had a significantly positive effect on stu­
dent learning when compared with traditional whole-class instruction and indi­
vidual seatwork or individualized mastery learning. However, when within-class 
grouping was compared with other methods of instruction (e.g., experiential 
whole-class learning), it was not always superior. 

Overall, it appears that the positive effects of within-class grouping are maxi­
mized when the physical placement of students into groups for learning is accom­
panied by modifications to teaching methods and instructional materials. Merely 
placing students together is not sufficient for promoting substantive gains in 
achievement. Consequently, Slavin's (1987) practice of discarding studies where 
grouping method is confounded with other factors should be viewed with caution, 
since it may well remove not only instructionally relevant studies but those with 
the largest effects. 

Grouping Strategies: Grouping Basis, Group Size, and Group Stability 
Teachers employed a variety of strategies in grouping students for learning. 

Some groups were formed using standardized test results; others were formed 
using teacher-made test results or teachers'knowledge of students' abilities. Some 
group formations were based on general ability or specific ability in a subject 
matter, and others on a mixture of considerations. The basis and specificity on 
which small groups were formed significantly moderated the effect of within-
class grouping on student achievement. Larger effects occurred when group 
formation was based on mixed sources and involved more considerations than 
ability alone. Just as the classroom or school is a social community, the small 
group where students learn together is also a small social communitv. Group 
interaction may be more positive when groups are cohesive, and teacher judg­
ments of compatibility may help groups function well (Cohen, 1994). 

Optimally sized groups for learning seem to be small, 3- to4-member teams. 
While pairs achieved significantly more than students in ungrouped classes, the 
large, 6- to 10-member groups did not learn significantly more than students from 
ungrouped classes. Finally, whether groups stayed together or changed members 
over time was not significantly related to the effect of within-class grouping on 
student achievement. 

Subject Area and Class Size 
The magnitude of the within-class grouping effect varied according to subject 

area and class size. There were larger effects of within-class grouping in math and 
science than in reading, language arts, and other courses. This may be due to the 
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different nature of the learning tasks involved in these subject areas. Tasks in math 
are usually more hierarchical (i.e., where the level and complexity of the material 
to be learned must be adjusted to suit differences in the prior knowledge of 
students). Specific assistance from peers may help students progress through such 
hierarchical learning faster. 

Large classes seemed to benefit more from within-class grouping. Grouping 
may provide a means for more adjusted instruction to the students in these classes 
and possibly greater opportunities for peer interaction and more active engage­
ment of each pupil. 

Group Ability Composition and the Relative Ability of Students 

Group ability composition had a differential effect on student learning. In 
general, homogeneous ability groups achieved more than heterogeneous ability 
groups in studies that directly compared them. However, the superiority of homo­
geneous ability composition is not uniform for students of different relative 
ability. While low-ability students learned significantly more in heterogeneous 
ability groups than in homogeneous ability groups, medium-ability students ben­
efited significantly more in homogeneous ability groups than in heterogeneous 
ability groups. For high-ability students, group ability composition made no 
significant difference. 

Several mediational mechanisms are plausible explanations for these findings. 
First, according to Webb (1982a, 1982b, 1984), learning in small groups depends 
on giving and receiving explanations. Giving explanations helps tutors clarify and 
organize their own learning better. Receiving elaborated explanations helps tutees 
correct misconceptions and learn appropriate learning strategies. Not receiving an 
explanation—that is, receiving no response at all or receiving simply the an­
swer—reduces achievement. Low-ability students may gain most in heteroge­
neous groups from having other students provide them with timely and elaborated 
assistance and guidance. In contrast, when low-ability students are placed in 
homogeneous groups there may be no student capable of providing those expla­
nations. High-ability students may benefit from being placed in heterogeneous 
groups to the extent that they are often called upon to provide elaborated expla­
nations by their less able peers. Medium-ability students, however, may act 
neither as tutor nor tutee and, therefore, neither give nor receive explanations. 
Consequently, heterogeneous grouping is not as beneficial for these students. 
Homogeneous grouping may be better for medium-ability students because they 
may share in giving and receiving explanations among themselves. 

Second, group cohesiveness can lead to increased performance by enhancing 
members' commitment to the group task (Mullen & Copper, 1994). In contrast to 
heterogeneous grouping, homogeneous grouping may be particularly conducive 
to group cohesiveness since students may share similar expectations about group 
goals. Medium-ability and high-ability students may especially benefit without 
compromising their aspirations or pace of learning to accommodate the lower-
ability students. 

Third, adaptation of instruction may be important in realizing the benefits of 
homogeneous grouping. Appropriate tailoring of instruction for low-ability stu­
dents may place extraordinary demands on the teacher. Furthermore, it may well 
be the case that low-ability students placed in homogeneous groups may suffer if 
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the demands for learning are set too low; if these students feel isolated, inad­
equate, or incompetent; or if the teacher has negative performance expectations. 
Medium-ability groups may require the least adaptation of regular teaching mate­
rials and therefore exhibit the previously mentioned benefits of homogeneous 
grouping. Finally, high-ability students in homogeneous groups may work through 
Šie regular material at a faster pace and may challenge one another to elaborate 
their learning further. 

Overall, then, we found no evidence that one form of grouping was uniformly 
superior for promoting the achievement of all students. Low-ability students 
gained most from being placed in heterogeneous groups with students who might 
provide them with individual guidance and assistance. The assistance provided 
may, in turn, be beneficial for die tutors in helping them develop a deeper, more 
structured understanding of the material. In contrast, medium-ability students 
gained most from being placed in homogeneous groups. For these students, 
sharing in giving and receiving explanations high group cohesiveness, and appro­
priate instructional materials may be important factors and should be explored 
further. 

Speculations, Limitations, and Future Directions 

The myriad of factors which may distinguish among classroom grouping prac­
tices eventually come to influence one of two interrelated processes: students' 
motivation to learn and students' processing, acquisition, and retention of infor­
mation. Exploring these factors helps to understand the superiority of an instruc­
tional practice and the conditions for optimal implementation But grouping 
practices themselves do not directly affect motivation and learning; it depends on 
how they are used 

For example, it is generally accepted that teacher, peer, and personal expecta­
tions influence student goal setting and motivation to learn. Teachers using whole-
class instruction may negatively influence student expectations if they selectively 
encourage students to excel, give students unequal opportunities for responding, 
and praise (or criticize) students differentially when they are correct (or incorrect) 
according o ability (Cooper & Good, 1983). But if teachers provide equitable 
opportunities and proportionally uniform praise or otherwise exhibit facilitative 
behaviors and attitudes, then the expectations of most students may be raised. 
Similarly, teachers using small-group instruction may positively influence student 
expectations if they a s L n group tasks that depend on the contributions of all 
students (Abrami et al., 1995). But if teachers assign group tasks that depend on 
the contribution of only the brightest students, the individual expectations for 
learning of most students may suffer. 

Similarly, peer influences may either facilitate or discourage student perfor­
mance. Students may establish a culture that promotes academic goals and achieve­
ment. In contrast, students may challenge teachers, obstruct academic activity, 
and misuse educational resources. These deleterious effects may be more likely in 
whole-class instruction when relatively weak students defend themselves against 
public academic humiliation and failure, but they are not unheard of in small 
groups (e.g., Salomon & Globerson, 1989). Abrami, Chambers, d'Apollonia, 
Farrell, and De Simone (1992) found negative effects of heterogeneous small-
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group learning for low-ability and learned helpless students whose groups had not 
succeeded at the learning task. They suggested that both self-deprecation and 
blame from teammates combine to provide a double disincentive for these stu­
dents. In contrast, homogeneously grouped low achievers may suffer from a lack 
of appropriately behaving role models, which may increase the likelihood that 
they will mimic one another's off-task behaviors (Felmlee & Eder, 1983). 

In undertaking this review, we attempted to explore the instructional and 
learning processes which distinguish whole-class instruction from small-group 
instruction and among heterogeneous and homogeneous small groups. However, 
the complexity of these processes and the paucity of evidence limited the extent 
to which we were successful. Now that we have moved closer to determining 
whether within-class grouping is effective, when it is effective, and with whom it 
is effective, it is time to devote greater energy to understanding why it is effective. 
We hope this review sets the stage for such inquiry. 

We caution the reader that this meta-analysis, like others, does not allow one to 
make strong causal inferences, particularly with regard to explanatory features. 
Not only were we unable to extract information from every study about the 
existence of particular factors, which reduces the sensitivity of the analyses, but 
the study features were often intercorrelated while the heterogeneity within cat­
egories of study features were not resolved in many cases, which makes unam­
biguous interpretation impossible and untempered conclusions unwise. 

It is possible that factors not identified by us or the primary researchers may 
explain some of the variability in study findings. It is also possible that some of 
the variability may be explained by substantive and methodological features 
which correlate or interact with those we identified. For example, in those studies 
comparing grouping with no grouping, the superiority of cooperative learning 
over other methods of instruction may be explained or exaggerated by the extra, 
recent teacher training often involved in undertaking the former method. Contrari­
wise, it may be that differences in classroom experience with cooperative versus 
other methods attenuate the size of the relationship with study findings. Such 
explanations could not be adequately tested by us; they await verification through 
additional primary research. 

Conclusions and Recommendations 

The practice of within-class grouping is supported by the results of this review. 
Within-class grouping appears to be a useful means to facilitate student learning, 
particularly in large classes and especially in math and science courses. Small 
teams of three to four members seem more effective than larger groups. Low-
ability students benefit most when placed in mixed-ability groups, but medium-
ability students benefit most in relatively homogenous ability groups. Cooperative 
learning with outcome interdependence helps facilitate small-group learning. 
Furthermore, teacher training in, and experience with, small-group instructional 
strategies helps maximize student learning. Finally, the best within-class grouping 
practices combine the physical placement of students into groups with the adap­
tation of instruction methods and materials for small-group learning. 
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Note 
'Slavin (1990) also quantitatively reviewed the research on the effects of ability 

grouping on the achievement of secondary students. While the review focused on the 
effects of between-class grouping, Slavin also summarized the findings of several 
studies of within-class grouping, but without reporting effect sizes, and concluded that 
the effects of within-class grouping were largely nonsignificant. 
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