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Although human thinking is often biased, some individ-
uals are less susceptible to biases than others. These
individual differences have been at the forefront of think-
ing research for more than a decade. We organize the
literature in three key accounts (storage, monitoring,
and inhibition failure) and propose that a critical but
overlooked question concerns the time point at which
individual variance arises: do biased and unbiased rea-
soners take different paths early on in the reasoning
process or is the observed variance late to arise? We
discuss how this focus on the ‘whens’ suggests that
individual differences in thinking biases are less pro-
found than traditionally assumed, in the sense that they
might typically arise at a later stage of the reasoning
process.

Introduction
Since the 1960s, a myriad of studies in the cognitive
sciences have demonstrated biases in human thinking –
that is, systematic and predictable deviations from formal
norms, such as the laws of logic, the theory of probability,
or the axioms of rational choice [1,2]. In general, people
have been shown to have a strong tendency to base their
judgments on fast intuitive impressions [1]. Although this
intuitive or so-called ‘heuristic’ thinking can sometimes be
useful, it can also cue responses that conflict with formal
norms and bias people’s reasoning [1,3,4]. Most individuals
display these thinking biases, but people show substantial
and consistent differences in their propensity to do so.
These individual differences have been at the forefront
of thinking and reasoning research for more than a decade
[4,5].

Cognitive scientists have proposed numerous answers
to the question of why some individuals tend to produce
biased responses, whereas others do not. In this article, we
offer two perspectives on how to organize this literature. In
a first section, we organize current research into three key
positions, which assign different cognitive loci to thinking
biases (storage failure, monitoring failure, inhibition fail-
ure). In a second section, we introduce a different, albeit
closely related, organization of the literature. We suggest
that, instead of focusing on why individuals differ, we may

consider when they start to differ in the reasoning process.
Although these two questions are highly intricate, we will
suggest that they bring two equally useful perspectives on
outstanding questions in thinking biases research. We will
conclude, in particular, that considering the ‘whens’ of
individual differences in thinking biases make these dif-
ferences appear less profound than what their ‘whys’
would suggest. That is, individual differences in reasoning
may typically arise at a late stage of the reasoning process,
up until which all reasoners follow the same cognitive
path.

The ‘whys’
Quite naturally, 50 years of research into thinking biases
have resulted in an overwhelming variety of views and
interpretations about their nature and cause [6–9]. Our
goal here is to develop an overview of the key positions in
this debate, rather than to provide an exhaustive taxono-
my. We link these key positions to three elementary com-
ponents of the reasoning process (Figure 1, top panel). In
very general terms, one can argue that reasoning is based
on at least three building blocks: storage, monitoring, and
inhibition [6,10,11]. Biased thinking can result from a
failure in each of these components. Accordingly, and in
a very similar fashion to previous syntheses [12], we will
use this framing device to introduce the main positions in
the thinking biases debate: storage failure, monitoring
failure, and inhibition failure. (See Box 1 for a fourth
and quite distinct ‘alternative norm’ view.)

Note that this partition is used as a coarse-grained
framing device, rather than a specific, mechanistic theory
of bias and reasoning. A specific theory would have to
introduce many fine-grained distinctions between different
subtypes of storage, monitoring, and inhibition failures.
Note also that our overview focuses on the ‘modal’ biased
reasoner. That is, the accounts we survey are meant to
explain the typical nature of a biased response, as given by
the majority of biased reasoners. This does not entail that
different reasoners cannot be biased for different reasons
or that the same reasoner is always biased for the same
reasons. Obviously, the locus of individual differences need
not be fixed and can be contingent on specific task, context,
person, or developmental factors [12]. To summarize, we
offer in the next section a coarse grained partition of the
cognitive processes in which may reside the modal locus of
reasoning biases.
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Storage failure

Under the storage failure account, bias is attributed to a lack
of formal knowledge. The fact that one gives an incorrect
response is simply taken to imply that one did not know the
correct response. This account zeroes in on the point that one
must be acquainted with the laws of logic or probability in
order to compute a response that abides by these laws – and
if a reasoner is not in possession of such a knowledge base (or
such ‘mindware’, e.g., [6]), this reasoner cannot produce a
normatively correct response. Consequently, individual dif-
ferences in thinking biases can be attributed to individual
differences in stored formal knowledge. Historically, the
storage failure account can be traced back to the classic
works of Piaget [13] and Wason [14]. Although few contem-
porary authors hold this general view, storage failure is still
a popular explanation for specific biases [6,15].

Monitoring failure

Under the monitoring failure account, bias does not result
from a lack of appropriate formal knowledge, but rather
from a failure to draw on this knowledge when it is needed.
Proponents of the monitoring failure view have focused on

the fact that, although intuitive heuristic thinking can bias
people’s judgments, it is nevertheless valuable [16]. In a lot
of situations, heuristic intuitions can cue solutions that
reside with formal norms. Because heuristic thinking is
believed to be fast and effortless, it is considered to be very
useful in these cases [1,3]. The problem is that people’s
intuition can also cue formally incorrect responses. Hence,
in order to avoid bias one needs to monitor one’s heuristic
response for conflict with stored formal knowledge. In case
such a conflict is detected, one will need to override the
heuristic response [5,11]. The key point of the monitoring
failure account is that most people are bad at monitoring
and will consequently not notice that their heuristic an-
swer needs to be corrected [1,17]. Hence, because not all
thinkers succeed in detecting potential conflicts, some of
them display thinking biases.

Note that the failure at monitoring reasoning and
detecting conflicts can result either from insufficient exec-
utive resources or from a dispositional or motivational
aversion to engage in cognitively demanding tasks [4].
Hence, under the monitoring failure account, it is not
necessarily the case that biased responses would reflect
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Figure 1. Framing the ‘whys’ and ‘whens’ of individual divergence. (A) Bias and the resulting divergence between biased and unbiased reasoners can result from a failure in

each of at least three elementary components of the reasoning process: storage, monitoring, and inhibition. Key positions in the bias debate differ as to which of these

components is considered the major source of bias. The storage failure account entails that biased reasoners have not stored the necessary formal knowledge. The

monitoring failure account entails that biased reasoners do not use this knowledge and fail to detect conflict between stored formal knowledge and an intuitively cued

heuristic response. The inhibition failure account entails that biased reasoners detect this conflict but consequently fail to inhibit the heuristic response. (B) The elementary

components can be ordered on a time line (from early to late in the reasoning process). Accounts that posit a storage or detection failure entail an early divergence point

where biased and unbiased reasoners are bound to take a different route from the start. The inhibition failure account favors a late divergence, where reasoners only start to

diverge in the later stages of the reasoning process downstream from the detection component.
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cognitive limitations. Biased thinkers might well have
abundant cognitive resources, but not be motivated to
allocate them to the reasoning process. In any case, moni-
toring failure can explain why people who have the right
mindware produce a biased response: they never detected
that the use of this mindware might be appropriate in the
situation. Typical evidence for this view comes from think-
aloud or justification protocols, in which biased reasoners
very rarely refer to formal principles or feelings of conflicts
[16,18,19].

Inhibition failure

Under the inhibition failure account, reasoners do have
and use formal knowledge. The key defining feature of this

account is the assumption that reasoners easily monitor
reasoning for potential conflicts between stored formal
knowledge and heuristic intuitions. This does not neces-
sarily entail that they have a fully explicit understanding
of the relevant formal principles: the formal knowledge
that allows people to detect a conflict is often conceived to
be implicit in nature [20–25]. The key point is that this
implicit knowledge suffices to signal a potential conflict
with the intuitive response. Accordingly, all reasoners
receive this signal and the reason why some of them still
produce a biased response is that they fail to inhibit their
intuitive response and to override it with a formal re-
sponse.

The cause of this inhibition failure is open to different
interpretations. One possibility is that biased thinkers
would lack the necessary motivational and/or cognitive
resources required to complete a demanding inhibition
process [18,26,27]. Another possibility is that an intuitive
heuristic response can only be overridden when the implic-
it signal of conflict is followed by a more deliberate reflec-
tion and the production of an explicit justification for the
questionable nature of the intuition. Without such explicit
validation, biased reasoners might not be willing to give up
their intuitive heuristic answer [4,28]. Nevertheless, no
matter how the precise nature of the inhibition failure is
filled in, the key distinctive claim of this account is that
both biased and unbiased thinkers can easily detect that
the heuristic response is questionable on normative
grounds [23,26,29–31]. Experimental evidence for this
claim is summarized in Box 2.

The ‘whens’
So far, we have organized thinking bias research in a
partition that closely tracks the elementary components
of reasoning: storage, monitoring, and inhibition. Bias (and
the subsequent divergence between biased and unbiased
reasoners) could result from a failure within each of these
components. Although this focus on the cognitive locus of
bias has unquestionably proven useful, we suspect that it
has detracted attention from an equally important ques-
tion, that of the timing of the divergence between biased
and unbiased reasoners. Biased and unbiased reasoners
clearly arrive at a different outcome by the end of the

Box 1. Alternative norms

‘Biased’ or ‘alternate-norm’ responses?

When we refer to a response as ‘unbiased’ in this article, we mean

that it is considered as correct by normative frameworks, such as the

laws of standard logic, the theory of probability, or the axioms of

rational choice. This is in itself a point of contention [32–34].

According to the alternative norms account of thinking biases,

responses to classic reasoning and decision-making tasks are

simply measured against the wrong standards. Consequently, they

should not be labelled as ‘biased’, let alone ‘incorrect’, when they do

not correspond to these ill-chosen standards, as long as they

comply with other reasonable norms. For example, popular

suggestions for alternative norms include Bayesian computations

[32], nonclassical forms of logic [35–38], and the pragmatic rules

that govern people’s conversational exchanges [33,39].

The cognitive locus of alternate-norm responses

The alternate-norm view is somewhat orthogonal to the three

accounts we consider in the main text. It is compatible with the

storage failure account, in the sense that reasoners may produce the

alternate-norm response, while not possessing the formal knowl-

edge that would be required for producing the classic-norm

response. It is compatible with the monitoring failure account, in

the sense that reasoners may produce the alternate-norm response

without even trying to monitor for conflict with the classic-norm

response. In this case, the reason for monitoring failure would not

be a lack of cognitive resources or motivation, but the perceived

irrelevance of the classic norms. Finally, just as in the inhibition

failure account, reasoners might possess knowledge about classic

norms, detect the conflict between classic and alternate norms, but

not inhibit the alternate-norm response, because they are in doubt

as to which norm they should adhere to [23,40].

Box 2. Evidence for successful conflict detection

Typical designs

The basic question in conflict detection studies is whether reason-

ers are sensitive to the conflict between heuristic intuitions and

formal principles, regardless of the response they eventually

produce. These studies typically contrast classic problems known

to encourage biased responses with newly constructed control

versions (Figure I). In the classic version of the problem, heuristic

intuitions will cue a response that conflicts with the formal response.

In the control version the conflict is removed and heuristic intuitions

and formal principles cue the same response. The basic rationale for

this design is that the two versions of the problem should be

processed in the same manner according to the storage failure

account, as well as the monitoring failure account – but not according

to the inhibition failure account. If biased reasoners have not stored

relevant formal principles or if they do not use them for monitoring

conflicts, the two versions of the problem should be isomorphic and

processed in the same manner.

Typical findings

Numerous processing measures suggest that reasoners (biased and

unbiased alike) are remarkably sensitive to conflict. For example, it has

been shown that even for biased reasoners, conflict problems, as

compared to their control versions, result in increased response times

[31,41,42], increased autonomic activation [43], increased activation of

brain regions supposed to mediate conflict detection [44], increased

inspection of logically critical problem parts [18,45], and decreased

accessibility of semantic knowledge related to the intuitive heuristic

response [46]. In addition, biased reasoners also show decreased

response confidence after solving the classic conflict version of a

problem [47]. All these results suggest that biased reasoners detect

conflict just as unbiased reasoners and can literally sense that their

heuristic response is questionable on formal grounds. The fact that

even biased reasoners show these conflict-related processing effects

has been taken as evidence that bias does not result from a detection

failure per se [23,31,41,48] (but see also [49,50]).
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(A)

Conjunc� on fall acy task:

Which one of the followin g s tatements is most like ly?
1. Bi ll plays in a rock band for a hobby (F)

2. Bi ll is an  accountant  and plays in  a rock  ban d fo r a 
hobby (H)

Base-rate  neglect task:

A  psychologist  wrote  thumbnai l de scrip�ons of  a 
sample of  10 00 par�cipa nts  co nsis� ng of  995 fe mal es 
and  5 ma les .  The de scr ip� on  below wa s  chosen  at 
random from the 1000 available descrip�ons. 

Jo  is  23 ye ars  old an d  is  finishing  a de gre e  in 
engineering.  On  Friday  nights, Jo   likes to  go  ou t 
cruising with friends while listening to  lo ud music and  
drinking beer. 

Which  one of  the  follow ing  two  statements   is  most  
like ly?
1. Jo is a  wo man (F)

2. Jo is a  man (H)

Ra�o bias task:

You  are  faced   with  tw o tr ays   each  filled  with   white 
and  red  jelly  beans.  You  can  draw  one  jelly   bean 
without lookin g from one of the  trays. Tray A co ntains 
a  total of   10  jelly   beans of   which  2  are  red.  Tray  B 
conta ins a tot al of 100 jelly  beans of which 19 are red. 

From  which  tray  sh ould  you   draw to  ma ximiz e yo ur 
chance of  dr awing a  red jelly bean?
1. Tray A (F)

2. Tray B (H)

Syllogis�c reason ing task:

Premises: Al l flower s need water
Roses need water

Conclusion: Roses are flowers

1. The conclusions follows logically (H)

2. The conclusion  does not follo w logically (F)

(B)

Conjunc� on fall acy task:

Bill is 34. He  is intellige nt,  punctual but unimagina�ve 
and so mewhat  life les s. In   school,  he wa s st rong  in 
mathema�cs  but  weak  in   social  studies  and 
humani�es.

Which one of the followin g s tatements is most like ly?
1. Bi ll  is an accou ntant (F) (H)

2. Bi ll is  an  accountant  and plays in  a rock band for a 
hobby 

Base-rate  neglect task:

A ps ychologist  wrote  thu mbnail  descrip�ons of  a 
sample of   1000  par�cipants co nsis� ng of   995 ma les 
and 5 fe mal es. The de scrip�on  below wa s chos en at 
random from the 1000 available descrip�ons. 

Jo  is  23  years  old an d  is  finishing  a de gre e  in 
engineering.  On  Friday ni ghts,  Jo  likes to   go  out 
cruising  with  friends while listening to  loud  music and 
drinking beer. 

Which  one  of  the  follow ing   two  statements  is mo st 
like ly?
1. Jo is a  wo man
2. Jo is a  man (F) (H)

Ra�o bias task:

You are faced with  two trays each filled with white and  
red  jelly  beans.   You ca n  draw  one  jelly  bean  without 
looking from one  of  the tr ays. Tray  A co ntains a total of 
10 jelly beans of which 2 are red.  Tray  B  contains a total 
of 100 jelly beans of which 21 are red.  

From  which  tray sh ould  you  draw  to  maximize  yo ur 
chance of  dr awing a  red jelly bean?
1. Tray A
2. Tray B  (F) (H)

Syllogis�c reason ing task:

Premises: Al l flo wer s need water
Roses are flowers

Conclusion: Roses need water

1. The conclusions follows logically (F) (H)

2. The conclusion  does not follo w logically

Bill is 34. He is intelligent, punctual but unimagina�ve 
and  somewhat  lifeless.  In  school,  he  was  strong  in 
mathema�cs  but  weak  in  social  studies  and 
humani�es.
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Figure I. Illustrations of bias tasks. Popular tasks that have been used to demonstrate the biased nature of people’s thinking. The left panel (A) shows the classic versions

and the right panel (B) newly constructed control versions used in conflict detection studies. The classic versions cue a heuristic response that conflicts with the correct

formal response (Box 1). In the control versions, small content transformations guarantee that the cued heuristic response is consistent with the formal response. The ((F) )

sign denotes the correct formal response and the ((H)) sign denotes the cued heuristic response in each of the tasks.
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reasoning process. But when in the process does this
individual variance arise? Do biased and unbiased reason-
ers take a different cognitive route from the onset or do
they initially walk the same cognitive path and head in
different directions during the later stages of the reasoning
process?

Early and late divergence

As Figure 1 illustrates (bottom panel), the storage failure,
monitoring failure, and inhibition failure accounts corre-
spond to different views about the point in time at which
biased and unbiased reasoners will diverge. Indeed, the
three components (storage, monitoring, inhibition) can be
ordered on a timeline from early to late in the reasoning
process. Hence, different perspectives on which component
is the major source of bias are committed to different views
about the timing of individual differences in thinking
biases. When looking at the individual differences debate
through this lens, it becomes clear that the storage failure
account, the monitoring failure account, and some versions
of the alternative norms account (Box 1) share an underly-
ing assumption. Namely, they all assume an early diver-
gence between biased and unbiased reasoners. Whether
biased reasoners have not stored some relevant formal
knowledge or they do not use it to monitor for conflict,
the bottom line is that they do not take formal principles
into account and are forced to follow the intuitive heuristic
route from the outset.

By contrast, the inhibition failure view entails a late
divergence point. According to this view, biased and unbi-
ased reasoners alike use their stored formal knowledge for
monitoring conflicts with heuristic intuitions, they all
achieve this conflict detection, but diverge in the latest
stage of the reasoning process, that of inhibiting their
heuristic response. The emerging evidence about reason-
ers’ conflict sensitivity (Box 2) would appear to speak in
favor of a late divergence. Although these data do not settle
the question of why biased and unbiased reasoners ulti-
mately fail to inhibit and diverge after successful detection,
they do argue against an early conceptualization of the
divergence.

Insights from the ‘whens’

The ‘whys’ and ‘whens’ of individual differences in thinking
biases are two closely related questions (to the extent that
any evidence that informs one question is likely to also
inform the other). As intricate as these two questions might
be, their simultaneous consideration brings a fresh outlook
on individual differences in thinking biases.

First, looking at the ‘whens’ can put in perspective how
deep the individual differences are, as compared to what the
‘whys’ would suggest. Research on the cognitive locus of bias
might give the impression that there are profound differ-
ences between biased and unbiased reasoners, an impres-
sion that can be corrected by considering the timing of the
divergence between the two groups. The storage and moni-
toring failure accounts, for example, can suggest a picture of
biased and unbiased reasoners as drivers who take
completely separate routes to arrive at their heuristic or
formal destination. The emerging evidence for a late diver-
gence, however, would suggest that individual differences

are less profound than what this picture evokes: biased and
non-biased reasoners can be better thought of as drivers on
the same highway, who take different exits only at the very
end of their journey. Note that what we call ‘profoundly’
different reasoners are reasoners who share little in terms of
cognitive processing. This does not entail that a late arising
individual difference is easier to overcome (e.g., by educa-
tional intervention or training) than an early arising one.

Second, an emphasis on the ‘whens’ (rather than the
‘whys’) can help to refine models of individual differences
by directing attention to intra-individual differences in
thinking biases. Indeed, a single individual may appear
biased in one occasion, but unbiased in another. That is, as
we noted in the introduction, the locus of individual differ-
ences need not be fixed and might vary between tasks or
context [12]. A focus on the ‘whens’ naturally accommo-
dates this intra-individual variation. Just as biased and
unbiased reasoners walk the same cognitive path up until a
certain point where they diverge, a given individual might

Box 3. Outstanding questions

� The ‘whys’ again

It should be clear that our argument to take the timing of

individual bias differences into account does not downplay the

importance of the ‘why’ question. The evidence for late diver-

gence points posited by the inhibition failure account is open to

different interpretations. It will be important that future work

clarifies the precise nature of the late arising inhibition failure.

� Quantifying the timeline

At this point, our claims with respect to the timing of individual

divergence are purely qualitative. For example, inhibition failure is

supposed to occur later in the reasoning process than storage or

monitoring failure: it will be useful to quantify this timeline more

precisely in future studies. One possibility would be to use

electroencephalography (EEG) and measure when precisely

biased and unbiased reasoners’ processing of conflict and no-

conflict problems starts to differ (e.g., see A. Banks and C. Hope,

unpublished).

� Subtyping the reasoners

Our overview of the key positions focused on the typical nature

of a biased response, as given by the majority of biased

reasoners. As we noted, this does not entail that different

reasoners cannot be biased for different reasons. For example,

proponents of the monitoring failure account would not contest

that some biased reasoners might detect conflict [1]. And

conversely, proponents of the inhibition failure account would

not deny that sometimes storage failure might be the correct

explanation for bias [23]. It will be interesting to directly look for

and characterize smaller subgroups which might diverge at

different time points. Therefore, future conflict detection or timing

studies will need to move from a group-level (biased vs unbiased

response) to an individual-level analysis.

� Individual differences in individual differences

More broadly, just as different sub-groups of reasoners might

be biased for different reasons, one and the same reasoner can be

biased for different reasons on different occasions. In general, the

locus of individual differences can be contingent on specific task,

context, person, or developmental factors [12,51]. For example,

salient features in some tasks (e.g., extreme ratios in base-rate

problems; see Figure I in Box 2) may facilitate conflict detection

[49]. Emerging developmental work also suggests that monitoring

failures might be more likely early on in development [52].

Likewise, one can imagine that for individuals who lack any formal

education (e.g., infants or people in rural tribes) storage failures

can become more dominant (but see also [53,54]). Identifying and

mapping such contextual variability in the locus and timing of

individual differences will be an important area for future

research.
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walk her usual path for a longer or a shorter distance,
depending on the occasion. The point at which she diverges
from this path, on any given occasion, will determine the
nature of the bias, or lack thereof, that she will display (see
Box 3 for a related point).

Third, thinking in terms of ‘whens’ can shine a new light
on the alternative norms account introduced in Box 1. As
we saw, this account is compatible with various ‘whys’, that
is, various cognitive loci for thinking biases. Data on the
‘whens’ can thus impose further theoretical constraints on
this account and discriminate between its variants. For
example, data in favor of a late divergence, such as the fact
that biased reasoners detect a conflict between their re-
sponse and classic norms, would argue directly against the
idea that they consider these norms as irrelevant [32–34].
Even if different reasoners gave different weight to alter-
native norms, all reasoners would then seem to give some
minimal, initial weight to classic formal norms. Only later
in the reasoning process would they diverge from this
cognitive path and take the route defined by an alternative
norm.

Concluding remarks
Human reasoners often display thinking biases, but not all
do to the same extent. Research on thinking biases has
offered numerous explanations of these individual differ-
ences, which we have tentatively organized in two different
but closely related ways. A focus on the ‘whys’ of thinking
biases would distinguish between at least three main
possible cognitive loci of bias (storage, monitoring, inhibi-
tion). As an alternative to the ‘whys’, a focus on the ‘whens’
would distinguish between different divergence points
between the reasoning of biased and unbiased thinkers.
The ‘why’ and the ‘when’ perspectives are closely related,
but also complementary to some extent. A focus on the
‘whens’, and the evidence for a late divergence between
biased and unbiased reasoners, can lead to several new
insights on individual differences in thinking biases. Per-
haps the most important of these insights is to attenuate a
strong view of individual differences, in which biased and
unbiased reasoning are conceived as fundamentally differ-
ent processes. The late divergence view implies that indi-
vidual differences are less profound, by suggesting that
biased and unbiased reasoners walk the same cognitive
path, until they diverge in the very end. In that sense,
biased reasoners (modulo their diversity) are probably
closer in cognitive functioning to unbiased reasoners than
the literature might have traditionally suggested.
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