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1 IntroductionThe commercial proliferation of cellular voice and limited data service has created a great demandfor global mobile communications and computing. Current voice, fax, email, and paging serviceswill give way to data transfer, video conferencing, image transfer, and video delivery, while regionaland national network coverage becomes worldwide coverage. While third generation systems,such as the IMT 2000 (International Mobile Telecommunication System 2000) and the UMTS(Universal Mobile Telecommunications System (UMTS), seek to unify existing cellular, cordless,and paging networks for universal use [20] the next generation will have the additional goal ofo�ering heterogeneous services to users that may roam across various geographical and networkboundaries. To support roaming terminals, the future network will require the integration andinteroperation of mobility management processes under a worldwide wireless communicationsinfrastructure.This paper will discuss the challenging mobility management issues for the next genera-tion of wireless communication networks by investigating current protocols from various mobilenetworks and then describing the open problems regarding the interoperation and integration ofmobility management for global heterogeneous network coverage. We include the following mo-bile networks in our discussion: Public Land Mobile Networks (PLMN), Mobile Internet Protocol(Mobile IP) networks, Wireless Asynchronous Transfer Mode (WATM) networks, and Low EarthOrbit (LEO) Satellite networks.Section 2 de�nes the driving concepts behind mobility management. Next, Section 3presents the future wireless network architecture. Section 4 reviews the location managementprocess for PLMN networks, while Section 5 investigates mobility protocols for Mobile IP. InSection 6, we examine a selection of location advertisement and hando� protocols for WATM,while Section 7 presents the mobility management issues for satellite networks. Finally, the paperconcludes in Section 8 with a discussion of the open problems faced by the next generation ofwireless networks.
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2 Mobility ManagementMobility management enables telecommunication networks to (1) locate roaming mobile termi-nals (MTs) for call delivery and (2) maintain connections with MTs that change their point ofattachment. The wireless network consists of many small service regions called cells. Each cellis served by a base station (BS) that assigns radio frequencies, or channels, to each MT withinthe cell. Location management tracks and locates the MT for the delivery of incoming calls,while hando� (or handover) management allows a call in progress to continue as the MT changeschannels or moves between cells. In location management, the MT periodically performs locationregistration (i.e., location update), to explicitly notify the network of its new access point and tostore changes to its user location pro�le. Then, when incoming calls arrive, the network performscall delivery, by querying the user pro�le to deliver the calls to the current cell location of the MT.Location management protocols deal with querying and storing information in location databasesand sending paging signals to locate the user within the network. As a result, many of the issuesare not protocol dependent and can be applied to any of the mobile networks.In hando� management, on-going calls are modi�ed under two conditions: signal strengthdeterioration and user mobility. Deterioration of the radio channel results in intra-cell hando�,where the calls are transferred to new radio channels of appropriate strength within the same cell,or inter-cell hando�, where all of the MT's connections are transferred to an adjacent cell. Usermobility always results in inter-cell hando�. In each case, the MT's connections may be passedto the new BS without interrupting communications with the old BS. This is called soft hando�.On the other hand, if the connections are interrupted at the old base station and then establishedat the new BS, the process is called hard hando� [20].Once the above conditions are identi�ed by the user terminal or a network agent, hando�is initiated. Under Network-Controlled Hando� (NCHO), or Mobile-Assisted Hando� (MAHO),the network generates a new connection, �nding new resources for the hando� and performingany additional routing operations. For Mobile-Controlled Hando� (MCHO), the MT �nds thenew resources and the network approves. Finally, the network must control the ow of data sothat the sequencing, delay, and error constraints are maintained according to agreed-upon serviceguarantees. Hando� protocols rely on routing, resource management and data delivery systems.Thus, unlike location management, the algorithms are network protocol dependent, causing anincreased level of complexity with regard to interoperation.Another dependency that must be reduced in order to support interoperability is region- ornetwork-speci�c wireless network interfaces and infrastructures. Future wireless networks requirethe development of a standardized network architecture, employing an increasingly common accessto regional, national and global services. In the following section, we discuss the basic buildingblocks of future wireless network architectures. 3



3 Future Wireless Network ArchitectureThe International Telecommunications Union (ITU) has speci�ed architecture and system stan-dards for the IMT 2000 that provide a structural basis for the properties of a global network.These speci�cations include: a Hierarchical Cell Structure, Global Roaming, and an expandingRadio Spectrum [13].3.1 Hierarchical Cell StructureThe Hierarchical Cell Structure (HCS) will cover all of the proposed operating environments ofthe mobile user. It will support radio environments that range from high capacity picocells, tourban terrestrial micro- and macrocells, to large satellite cells as shown in Figure 1. Due to thepotential of satellite links performing as tra�c congestion relief and global extensions to terrestrialnetworks, network capacity will potentially increase|supporting more subscribers and greatertra�c volumes without requiring additional radio spectrum for the terrestrial networks [33].
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Figure 1: Next Generation Heterogeneous Network ServicesAs mentioned in Section 2, the MT will send data on radio channels to communicate withbase stations (BSs)|also Base Transceiver Station (BTS)|which have access to the terrestrial(PSTN, ATM, Internet) network. In the Satellite network, a MT will communicate with FixedEarth Stations (FES), which govern wireless tra�c for Satellite terminals, or with the Satelliteitself [44].The MT will be able to roam freely within an area consisting of multiple cells called the4



Location Area (LA). Each cell will have one dedicated BS and a corresponding broadcast channel.Channel use is managed by the BS, which converts the network signaling tra�c and data tra�cto the radio interface for communication with the MT. The BS will also measure the link qualityto perform hando�s to other cells.Finally, a Cell Site Switch (CSS) will govern one or more BSs. This switch will provideaccess to the serving mobile network (PSTN, Internet, ATM, or Satellite). The CSS will alsomanage connection resources and provide mobility management control functions, such as locationupdate and hando� to manage global roaming.3.2 Global RoamingThe next generation wireless networks will begin to implement terminal mobility, personal mobil-ity, and service provider portability. Terminal mobility refers to the ability of the network to routecalls to the MT regardless of its point of attachment to the network, while personal mobility isthe ability of the user to access their personal services independent of the their attachment pointor terminal. Service provider portability allows the user and/or the MT to transcend mobile net-works, as illustrated in Figure 2. The MTs can access direct connections to their service provideror network when available. Otherwise, the user can connect through another network and theIMT 2000 subsystem to access limited versions of their home services. Thus, future networkswill require such functions as user and terminal authentication and personalized service pro�les.ITU speci�cations currently outline the use of a Universal Personal Telecommunication (UPT)number that will distinguish a user from the terminal itself [37]. Although interworking has beeninvestigated for Mobile IP over ATM [6], the scope of the future requires transmitting data fromany mobile network (e.g., WATM) across any of the other types of mobile networks (e.g., Satellite,PLMN, Mobile IP).This level of global mobile freedom will also require the coordination of a wide range ofservice providers, compatibility of mobile networks, and network operator agreements. Whereassuch agreements are currently governed by commercial contracts, next generation wireless net-works will facilitate this process by developing global roaming agreements between di�erent coun-tries, regions and service providers, and by increasing available radio spectrum based on theseinternational agreements.3.3 Radio SpectrumThe international frequency allocation for wireless networks as of the 1995 ITU World RadioConference is shown in Figure 3. A 170 MHz section of bandwidth is reserved for terrestrialuse while 60 MHz is reserved for satellite. The total spectrum was 1885 to 2025 MHz and 21105



Base 
Station

Base 
Station

Station

Base 
Station

Base 

BACKBONE NETWORKS

ATM

Mobile IP User

WATM User

WATM User

Mobile IP User

Satellite User

PCS User

PCS User

WATM User

Satellite User

PCS User

Mobile IP User

Satellite User

CONNECTIONS TO BACKBONE NETWORKSHETEROGENEOUS NETWORK ACCESS WIRELESS USER TERMINALS

Direct Connection to Backbone
Connection through IMT 2000 Subsystem

Backbone

Backbone
Internet

Satellite Backbone

Backbone
PSTN

SUBSYSTEM

IMT 2000

Satellite
Gateway

PSTN 
Switch

Internet
Router

ATM
Switch

Figure 2: Next Generation Service Provider Portabilityto 2200 MHz. Internationally, the satellite band was 1980 to 2010 MHz. However, the satellitefrequency allocations for Region 2 (the Americas and the Caribbean) are 1990 to 2025 MHz and2160 to 2200 MHz. (The frequency gaps between 2025 to 2170 MHz and beyond 2200 MHz arereserved for other services such as Remote Sensing, Cable TV Relay Service, Electronic NewsGathering and Space Research & Operation.) Because of the di�erences for Region 2, it willbe di�cult for the U. S. service providers to support mobile terminals from other regions thatuse the mobile satellite service. These assignments will remain in e�ect until the next scheduledconference in 1999. Start-up of IMT 2000 bands are proposed for Japan by the year 2000 andalso for Europe by the year 2002.The agreement among regions and network service providers to work toward global roamingwill require further development of location management operations. In the next section, wediscuss database and paging issues for location management for second generation PLMN. Asmentioned in Section 2, these protocols depend heavily on storage and retrieval of information(user pro�les) and less on the network protocol. Thus, the schemes described in the next sectionare independent from the type of backbone network used for relaying the user information. Withthe appropriate Interworking Function, various backbone networks, such as the PSTN, ISDN, IP,6
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Figure 3: Frequency AllocationFrame Relay, X.25, or ATM networks, have been used as PLMN backbone.4 Mobility Management for the PLMN BackboneThere are currently two available standards for location management in the PLMN: the Electronicand Telephone Industry Associations EIA/TIA Interim Standard 41 (IS-41) [1, 36] and the GlobalSystem for Mobile Communications (GSM) Mobile Application Part (MAP) [4, 36]. The IS-41scheme is commonly used in North America for the Advanced Mobile Phone System (AMPS) [2]and the IS-54 [3], and IS-136 networks, while GSM MAP is mostly used for GSM, Digital CellularSystem-1800 (DCS-1800), and Personal Communication Service-1900 (PCS-1900) networks.Network management functions, e.g., call processing and location registration, are achievedby the exchange of signaling messages through a signaling network. Signal System 7 (SS7) [32, 58]is the protocol used for signaling exchange and the signaling network is referred to as the SS7network. The type of Cell Site Switch used for the PLMN is known as a Mobile Switching Center(MSC).4.1 Location Management ProceduresAs mentioned in Section 1, location management includes two major tasks: location registrationand call delivery. These operations are implemented for PLMN-based networks by using a two-level hierarchy of databases called the the home location register (HLR) and the visitor locationregister (VLR). The HLR permanently registers each user that is a subscriber to its particularnetwork, while a VLR registers any user that has moved into its network temporarily. The locationregistration procedure, shown in Figure 4, proceeds as follows:7
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Figure 4: Location Registration Procedures1. The MT enters a new LA and transmits a location update message to the new BS.2. The BS forwards the location update message to the MSC which launches a registrationquery to its associated VLR.3. The VLR updates its record on the location of the MT. If the same VLR serves both thenew LA and the old LA, no further action is required. If not, the address of the MT's HLRmust be determined from itsMobile Identi�cation Number (MIN). The new VLR then sendsa location registration message to the HLR.4. The HLR performs the required procedures to authenticate the MT and records the identityof the new serving VLR of the MT. The HLR then sends a registration acknowledgementmessage to the new VLR and a registration cancellation message to the old VLR. (The oldVLR deletes its record of the MT.)Once the user pro�le has been stored in the appropriate database, the network is readyto deliver incoming calls to the MT by retrieving the stored location records. The call deliveryprocedures are illustrated in Figure 5 and listed below:1. The calling MT sends a call initiation signal to the serving MSC of the MT through a nearbybase station.2. The MSC determines the address of the HLR of the called MT by global title translationand sends a location request message to the HLR.8
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Figure 5: Call Delivery Procedures3. The HLR determines the serving VLR of the called MT and sends a route request messageto the VLR. This VLR then forwards the message to the MSC serving the MT.4. The MSC allocates a temporary identi�er called temporary local directory number (TLDN)to the MT and sends a reply to the HLR together with the TLDN.5. The HLR forwards this information to the MSC of the calling MT.6. The calling MSC requests a call setup to the called MSC through the SS7 network.7. The called MSC initiates a paging (or alerting) procedure within the current LA of the MT,and the MT replies in order to receive the call.The signaling required for registration, update and terminal paging increase the signalingload on the network through repeated queries to the VLRs, long-distance queries to the HLRs,and terminal paging throughout the LAs [34]. For this reason, current research activity concernsthe minimization of signaling tra�c on the network [28, 31]. The research areas include: databasearchitecture design, location update conditions, and terminal paging areas.
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4.2 Location Management Research4.2.1 Database ArchitecturesAn important method for reducing the database querying tra�c is to modify the database archi-tecture. Modi�cations to the current, centralized approach (storing the location information in apermanent HLR) attempt to reduce the need for long-distance queries by keeping a local reserveof pointers to the MTs current location [22, 26] or by storing local copies of the MT's locationinformation [23, 47]. Other structures abandon the centralized database and distribute the MT'slocation pro�le throughout the network, maintaining databases close to the MT's new location.For example, distributed database tree algorithms found in [11, 17] store location information orlocation pointers in the databases associated with the subtree location of the MT. For example,a scheme introduced in [55] associates the MT with the leaf (lowest level) location databases, asshown in Figure 6. Each database node contains location pro�les for the MTs that are residing inits subtree. When an MT moves to an LA that belongs to a di�erent subtree, the correspondingdatabases are updated to indicate the correct location of the MT.

MT 1 MT 2Figure 6: Distributed Hierarchical Tree Based Database Architecture.4.2.2 Location UpdateSeveral location update techniques seek to limit update signaling for MTs repeatedly travelingacross the same LA boundaries. The �rst technique allows the MT to perform an update onlyafter passing a pre-set threshold, such as a constant time interval, after a certain number of cellcrossings, or after traveling a certain distance. Other techniques tailor the updates to matchthe behavior patterns of the MT, determining the necessity for an update based on the gathered10



statistics of the MT's call arrivals [9] or mobility patterns [29, 25].4.2.3 Terminal Paging SchemesPaging schemes are similar to update schemes in that the network tra�c is reduced by consideringthe behavior of the user before signaling the MT. Velocity paging [54] classi�es the MT accordingto the maximum distance the MT could have traveled since the last update. Then only the cellsthat lie within the maximum distance are paged �rst. Other schemes employ user statistics.The procedure in [46] �rst assumes that the probability that an MT is residing in a given LA isprovided. Then it is demonstrated that when delay is unconstrained, the polling cost is minimizedby sequentially searching the LAs in decreasing order of probability of containing the MT.The centralized database architecture of PLMN-based location management is conduciveto interoperability with other mobile networks that use databases to store location information(e.g., ATM, Satellite). However, future wireless networks will require a method for interoperatingwith other mobile networks such as Mobile IP, which does not incorporate databases and LocationAreas. In Section 5 we investigate current research e�orts for terminal mobility under Mobile IP.5 Mobility Management for Mobile IPStandards for terminal mobility over the Internet have been developed by the Internet EngineeringTask Force (IETF) and outlined in Request for Comments (RFCs) 2002{2006 [40]. Within thewireline Internet Protocol (IP), �xed terminals communicate di�erently depending upon theirsubnetwork location. Terminals on the same subnetwork can send packets directly, while terminalsbelonging to di�erent subnetworks must send their packets through IP nodes, or routers, whichperform switching functions [21]. The mobility-enabling protocol for the Internet, Mobile IP,promises to enable terminals to move from one subnetwork to another without interrupting thisprocess [27]. Variations in Mobile IP include versions 4 (IPv4) and 6 (IPv6). Compared withIPv4, IPv6 can provide more addresses and mobility support. Thus, the procedures in this sectionare based largely on IPv6, except where noted.A mobile node (MN) is a host or router that changes its attachment point from one subnetto another without changing its IP address. The MN accesses the Internet via a home agent(HA) or a foreign agent (FA). The HA is an Internet router on the MN's home network, whilethe FA is a router on the visited network. The node at the other end of the connection is calledthe correspondent node (CN). A simple Mobile IP architecture is illustrated in Figure 7. Inthis example, the CN sends packets to the MN via the MN's HA and the FA. (Note that theterm mobile node (MN) is used instead of mobile terminal (MT) in order to follow Mobile IP11
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2. The HA creates or modi�es a mobility binding for that MN with a new lifetime3. The appropriate mobile agent (HA or FA) returns a Registration Reply message. TheReply message contains the necessary codes to inform the mobile node about the status ofits Request and to provide the lifetime granted by the HA [40].In IPv6, the FAs in Figure 8 no longer exist. The entities formerly serving as FAs are now thoughtof merely as Access Points (APs).
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3. If the Binding Update is allowed to expire, the CN and the HA send a Binding Request tothe MN to get the MN's current binding information.The MN responds to the Binding Request with its new Binding Update. After receiving the newCoA, the CN and HA send a Binding Acknowledgement to the MN.
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5.3 Open Problems5.3.1 Simultaneous BindingSince an MN can maintain several CoAs at one time, the HA has to tunnel packets to several end-points. Thus, the HA is instructed to send duplicate encapsulated datagrams to each CoA. Afterthe MN receives the packets from the CoAs, it can invoke some process to remove the duplicates.If necessary, the duplicate packets may be preserved in order to aid signal reconstruction. Due tothe slow incorporation of wireless local area networks (WLAN) technology into the marketplace,simultaneous binding has not yet been made available [40].5.3.2 Regionalized RegistrationCurrently, three major concepts have been identi�ed as potential methods for limiting locationupdate and registration cost. First, there is a need to manage the local connectivity available tothe MN and the bu�ering of datagrams to be delivered. Through this, the network can glean thebene�ts of smooth hando�s without implementing route optimization procedures [14]. Second,a multicast group of FAs is needed in order to allow the MN to use a multicast IP address asits CoA. Third, a hierarchy of FAs can be used in agent advertisement in order to localize theregistrations to the lowest common FA of the CoA at the two points of attachment [41].5.3.3 SecurityAs mentioned for the PLMN in Section 4, the authentication of the mobile becomes more complexas the MN's address loses its tie to a permanent access point. This allows for a greater opportunityfor impersonating an MN in order to receive services. Thus security measures for the registrationand update procedures|speci�cally protecting the CoAs and HAs must be implemented in orderto police terminal use [40]. Some authentication schemes for the MN, the HA, and the FA can befound in [49].Mobile IP did not employ databases and LAs as discussed for the PLMN. However theseissues will be visited again for WATM and Satellite networks. Thus, much of the research forPLMN-based networks will apply in some forms to the WATM and Satellite networks. In Section 6we address the concerns for mobility management for Wireless ATM.
16



6 Mobility Management for Wireless ATMThe ATM Forum, through the WATM Working Group, has focused its e�orts on developing basicmechanisms and protocol extensions for location and hando� management that address importantissues such as latency, message delivery, connection routing, and Quality-of-Service (QoS). Manyof the protocols are also compatible with PCS, Satellite, and to a lesser degree Mobile IP concepts.6.1 Location Management ResearchProposed protocols for WATM implement location management using two techniques. The �rsttechnique, location servers, is based on the use of databases, updates and terminal paging asdiscussed in Section 4. In this section we address the second technique, location advertisement,which avoids the use of databases by passing location information throughout the network onbroadcast messages.6.1.1 Location Advertisement TechniquesIn Section 5.1, advertisement was described for Mobile IP as a router notifying the MN of itsnew attachment point. In this section, advertisement refers to the noti�cation of appropriatenetwork nodes of the current location of the MT. The �rst method, Mobile PNNI, uses the WATMsignaling architecture in order to take advantage of an internal broadcast mechanism [52]. Thestatus noti�cation procedures of the PNNI network protocol are exploited in order to propagatelocation information about each MT in the network without the use of a database. The secondmethod, Integrated Location Resolution [7], is an adaptation of an IETF Mobile IP scheme thatattempts to interwork Mobile IP under WATM [6]. The scheme modi�es the signaling operationsof the ATM call setup process to include indications of the called terminal's current location.In addition to the location management issues, WATM networks address the delivery ofbroadband tra�c. Thus it is crucial to consider hando� management under QoS guarantees formobile connections.6.2 Hando� Management ResearchCurrent proposed protocols for hando� can be grouped into four categories: Full ConnectionRe-routing, Route Augmentation, Partial Connection Re-routing, and Multicast Connection Re-routing. Full Connection Re-routing maintains the connection by establishing a completely newroute for each hando�|as if it were a brand new call. Route Augmentation simply extendsthe original connection via a hop to the MT's next location. Partial Connection Re-routing re-17



establishes certain segments of the original connection, while preserving the remainder. Finally,Multicast Connection Re-routing combines the former three techniques, but includes the mainte-nance of potential hando� connection routes to support the original connection, reducing the timespent in �nding a new route for hando� [10]. Since the �rst two categories of hando� connectionmanagement are self-explanatory, they will not be addressed here. Interested readers can referto [43, 53].6.2.1 Partial Connection Re-routingPartial connection re-routing attempts to route the connection more e�ciently than the fullconnection or route augmentation methods by preserving some portions of the original route andre-routing other portions. Examples of such algorithms can be found in [10, 48]. Each protocolbridges the hando� connection at the nearest WATM network node that is common to both theold and new switch involved in the hando� transaction. In a tree topology, common refers to twonodes branching from the same point. In a hierarchy, the common point is a higher node whichuses separate paths to access each switch. The common node serves as a pivot for the connectionpath, tearing down the portion of the connection that leads to the old switch and establishing apartial connection that crosses the connection over to the new switch.6.2.2 Multicast Connection Re-routingMulticast connection re-routing reduces the time spent in selecting new routes for hando� bymaintaining several prospective routes at one time. The virtual connection tree algorithm [5]arranges the ATM switching nodes in a tree with a �xed switching node at the root and the BSsat the leaves. Each mobile connection is assigned a set of Virtual Connection Numbers (VCNs)that are used to identify a set of paths from the root to one leaf. Only one path is operationalat a time. The connection extends from the MT through the BS leaf to the root of the tree andon to the �xed network, or to the root of some other connection tree. Hando� occurs when theMT begins to transmit cells with a new VCN (from its assigned set of VCNs), correspondingto one of the pre-assigned inactive hando� routes. When the cells arrive at the root, the rootswitch changes to the new VCN path. Hando� between virtual connection trees occurs as a newconnection being admitted to the new tree.6.3 ATM Forum ActivityTwo protocols being considered for standardization by the ATM Forum are an Extended Loca-tion Registers Scheme and an Extended Mobile PNNI Scheme [19]. Future work will focus on18



service classes for mobile connections, QoS re-negotiation, signaling protocols for recon�guringthe connection path, point-to-multipoint connections, and periodic re-routing for optimality [42].Terrestrial wireless networks such as PCS, Mobile IP, and WATM provide mobile commu-nication services with limited geographic coverage. In recent years several low earth orbit (LEO)satellite systems have been proposed to provide global coverage to a more diverse user popula-tion. In the following section we describe the mobility management concerns for these Satellitenetworks.7 Mobility Management for Satellite NetworksLEO satellites are usually de�ned for those with altitudes between 500 and 2000 km above theEarth's surface. This low altitude provides small end-to-end delays and low power requirementsfor both the satellites and the handheld ground terminals. In addition, intersatellite links (ISL)make it possible to route a connection through the satellite network without using any terrestrialresources. These advantages come along with a challenge; in contrast to geostationary (GEO)satellites, LEO satellites move in reference to a �xed point on the Earth. Due to this mobility,the coverage region of a LEO satellite is not stationary. A global coverage at any time is stillpossible if a certain number orbits and satellites are used. The coverage area of a single satelliteconsists of small-sized cells, which are called as spotbeams. Di�erent frequencies are used indi�erent spotbeams to achieve frequency re-use in the satellite coverage area. In the followingsubsections, we present the state-of-the-art and open research areas for Satellite location andhando� management.7.1 Location Management ResearchAs we have discussed for PCS, Mobile IP, and WATM, location management is largely performedindependently of the particular mobile network protocol. However, the geographic dependenceof location management on the Location Area (LA) introduces new concerns. For example, LAboundaries cannot be determined by the movement of the MT, since that movement is negligiblecompared to the movement of the LEO satellite. Thus, current research concerns the developmentof new LA de�nitions for satellite networks as well as the signaling issues for paging and updatementioned for the PLMN. The concept of LAs for satellite networks and the levels of integra-tion that can be achieved between terrestrial and satellite location management operations areinvestigated in [44, 35].
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7.2 Hando� Management ResearchTo ensure that ongoing calls are not disrupted as a result of satellite movement, calls should betransferred or handed-o� to new spotbeams or satellites. If a hando� is between two spotbeamsserved by the same satellite, hando� is intra-satellite, while hando� between two satellites, isreferred to as inter-satellite hando�. Since two satellites are involved in inter-satellite hando�s,the connection route should be modi�ed to include the new satellite into the connection route.Thus, the same connection routing issues discussed for WATM in Section 6.2 are again encounteredfor Satellite networks. In [51], a hando� rerouting algorithm, referred to as Footprint HandoverRerouting Protocol (FHRP), has been proposed to handle the intersatellite hando� problem inthe LEO satellite networks. FHRP is a hybrid algorithm that consists of the augmentation andthe footprint rerouting phases. In the augmentation phase, a direct link from the new end satelliteto the existing connection route is found. This way, the route can be updated with minimumsignaling delay and at a low signaling cost. In case there is no such link with the required capacity,a new route is found using the optimum routing algorithm. In the Footprint Rerouting (FR) phase,connection route is migrated to a route that has the same optimality feature with the originalroute. The goal of the rerouting is to establish an optimum route without applying the optimumrouting algorithm after a number of hando�s. This property is signi�cant because, in the idealcase, the routing algorithm computes a single route for each connection. In addition to hando�sresulting from the movement of satellite coverage areas, another form of hando� occurs as a resultof the change in the connectivity pattern of the network. Satellites near to polar regions turn o�their links to other satellites in the neighbor orbits. Ongoing calls passing through these linksneed to be re-routed. This type of hando� is referred to as link hando�.7.2.1 Spotbeam Hando� AlgorithmsSpotbeam hando� occurs frequently due to the small size of the spotbeams. As an example, auser terminal is covered with a spotbeam with average duration of 38 seconds, while it stays in thefootprint of a single satellite for an average duration of 10 minutes. Frequent spotbeam hando�swould cause blocking of the hando� call if no ground|satellite channel is available in the newspotbeam. Since blocking a hando� call is less desirable than blocking of a new call request,spotbeam hando� algorithms gives higher priority to hando� calls.Hando� policies provided for satellite links include the queueing of hando� requests [45]and the use of guard channels for hando� calls [24]. Hando� queueing algorithms place hando�requests in a queue when there are no channels available in the new overlapping target spotbeam.When a channel becomes available, one of the calls in the hando� queue is served. Guard channelsare channels in the target spotbeam that are reserved for hando� calls. Thus, new call requestsmay be rejected, even when the new call arrival rate is high. There is a trade-o� between the20



hando� call blocking and new call blocking.Hando� re-routing has also been addressed for satellites. An analytical model has beenproposed to calculate the hando� rate for single-hop satellite connections in [18]. In a more recentstudy [45], inter-orbit hando�s are investigated which prioritize queued hando�s according to callblocking probabilities.7.2.2 Link Hando�sThe topology of LEO satellite networks changes with time due to inter-satellite links that aretemporarily switched o�. Each LEO satellite has up and down wireless links for communicationwith ground terminals and inter-satellite links for communication with neighbor satellites. Thereare two types of ISLs; intra-plane ISLs connecting satellites within the same orbit and inter-planeISLs connecting satellites in adjacent orbits. Intra-plane ISLs can be maintained permanently.On the other hand, inter-plane ISLs would be temporarily switched o� due to the change indistance and viewing angle between satellites in neighbor orbits. In the analysis reported in [57]for IRIDIUM system, it is concluded that only ISLs between latitudes of approximately 60o northor south would be maintained between counter-rotating orbits. This is labeled as seam in theexample network model depicted in Figure 11. When the satellites go into seam, they temporarilyswitch o� their ISLs to the neighbor orbits|resulting in a dynamic network topology. The secondtype of topology change in LEO satellite network occurs due to the satellites temporarily switchingo� the ISLs as they cross the polar regions [56].
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Figure 11: LEO Satellite Network with seam.Any connection is subject to re-routing if it is passing through a link that will be turnedo� before the connection is over. This event is referred to as link hando�. If the number ofconnections that need to be re-routed due to link hando� is large, the resulting re-routing attemptscause signaling overhead in the network. The number of re-routing attempts can be reduced if thedynamic topology of the network is taken into account when connection routes are determined21



during call setup. The routing problem in LEO satellite networks has been addressed in [56] withan emphasis on setting up routes between pairs of satellites to minimize the re-routing attemptsduring link hando�s, i.e., optimization was performed for the routes between two satellites.The optimization process results in a unique route with minimum number of link hando�sduring a system period1 for each satellite pair. All end user connections that are served by thesame satellite pair use the same unique route. This algorithm reduces the link hando� frequency;however, it can also congest some of the links, while it underutilizes some others. An optimalroute between two satellite nodes is not necessarily optimum for a connection between two groundterminals since intersatellite hando�s result in changing satellite end nodes for the connection.The optimization is needed for the route between two ground terminals.In [16], a LEO satellite network is modeled as a Finite State Automaton (FSA) by dividingthe period of the satellite network into equal-length intervals, or states, within which the networkis considered as having a �xed topology. The algorithm determines the optimum link assignmentfor each satellite in a given state using simulated annealing. More connections would need to bere-routed during the state changes of the FSA model since the optimization process uses only thetra�c pattern. In [50], a routing protocol, referred to as Probabilistic Routing Protocol (PRP), hasbeen proposed to reduce the number of rerouting attempts during a link hando�. The algorithmremoves all the ISLs that will experience a link hando� during the lifetime of a connection fromconsideration for routing during the route establishment phase of a new call. However, since thecall holding time is a random variable, the connection lifetime can not be determined exactly.Instead the PRP �nds the time duration in which the route will be used by the user terminalswith a certain probability that is referred to as target probability. As a result, the route does notexperience any link hando� with the target probability. Additional research directions identi�edfor the future of mobility management for satellite networks include broadband spotbeam hando�algorithms and utilizing LEO satellite network dynamics to minimize signaling tra�c during there-routing phase.Each of the four mobile networks discussed for this paper has speci�c mobility managementissues that must be addressed for several networks. For example, the paging concerns for PCSnetworks are the same for WATM and Satellite. Advertisement and the use of hierarchies can beexplored for all networks. Smooth hando�s and connection re-routing are also required by eachof the networks. Future networks must capitalize on these common issues in order to bring aboutinteroperation that can be implemented in as simpli�ed a method as possible. Next we exploresome of the issues that are introduced by bringing heterogeneous networks and their servicestogether under one unifying infrastructure.1System period is de�ned as the time interval where a satellite circulates the Earth.22



8 Mobility Management Issues for the Next Generation of Wire-less NetworksAs mentioned in the introduction, the next generation of wireless communication networks promisemobility without geographical or network boundaries. Any network equipped for uni�ed operationmust be able to support such qualities as inter-carrier hando�, personal mobility, and locationmanagement for a heterogeneous network. Additional network administrative functions suchas identi�cation and authentication must also be supported in order to obtain international orregional permissions for carrying a mobile terminal into a visited country [30].8.1 Addressing and Identi�cationBecause of global roaming, the dynamic bindings between an MT's address and its identity willchange frequently. Within the network, a mobile terminal may transition from the PSTN tothe Internet, from the Internet to ATM, from ATM to Satellite, or from/to any other combina-tion thereof [33]. Well-de�ned and standardized user/terminal identities are needed to manageimportant location and hando� operations such as determining the home network or database,updating and registration, paging and location advertisement, and exchanging location or routinginformation between di�erent network types [37].In addition to terminal mobility, the networks must be able to track the identity of the userfor personal mobility. For example, a univeral personal telecommunications (UPT) number willbe used to identify a user that wants to access their personal services at a new terminal. The IMT2000 plans to develop personal cards, such as the subscriber identi�cation module (SIM) cards toattach to GSM terminals in order to helop identify the user and access personal services [37].Providing access for every type of network under various mobile environments and theresulting complexity of the system leaves mobility related procedures very vulnerable to securityproblems. In addition, since location information about the user will be extensively used, theproviders with unlimited access to management information must come under scrutiny in order tomaintain overall privacy and con�dentiality. Technical strategies must be developed for achievingreliable authentication and maintaining a level of untraceability for roaming subscribers|evenagainst the providers of the systems.8.2 Database IssuesConsider the mobile terminal whose home network is the PSTN, but whose current visited networkis WATM based. In order to register its current location with its home network, the terminal mustbe registered as a visitor on the network level with the ATM network, possibly requiring database23



update/query, and then the ATM network must send this updated pro�le to the mobile's homenetwork for further database update.8.3 Routing IssuesIn order to support point-to-point, multipoint and point-to-multipoint communication between�xed and/or mobile terminals, connection re-routing will become a major consideration for serviceavailability for the roaming terminal. Maintaining a connection will be more complex, sincedi�erent networks provide di�erent connection information. For example, ATM networks do notprovide cell ordering numbers, but cell sequencing becomes important for wireless communication.Also, the tunneling and routing procedures of hando� for the Internet may undergo problems whilethe MT is traveling through a satellite-only environment.8.4 StandardizationWhile there is general agreement among Japan, Europe, the U.S. and other countries that globalstandards are in everyone's best interests, some di�culties still exist in achieving the necessarycooperation between regional and international bodies. Standardization progress between serviceproviders, mobile networks, and regional institutions has been di�cult to achieve. Specializeduser needs, according to the service provider or national user-base will dictate the degree to whichintegration can be achieved.As in previous generations, the next generation of wireless networks will be graduallyimplemented over the current infrastructures. As a result, the most likely scenarios will begin withMobile IP interworking with ATM or WATM, and PLMN-based terrestrial networks interworkingwith satellite networks as tra�c congestion relief. However, as research continues to exploreoptions for integrating network services, the boundaries that prohibit global freedom for wirelesscommunication will continue to disappear.
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