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Some Principles for Designing a Wide-AreaWDM Optical NetworkBiswanath Mukherjee, Dhritiman Banerjee, S. Ramamurthy and Amarnath MukherjeeAbstract|We explore design principles for next-generationoptical wide-area networks, employing wavelength-divisionmultiplexing (WDM) and targeted to nationwide coverage.This optical network exploits wavelength multiplexers andoptical switches in routing nodes, so that an arbitrary vir-tual topology may be embedded on a given physical �bernetwork. The virtual topology, which is used as a packet-switched network and which consists of a set of all-optical\lightpaths," is set up to exploit the relative strengths ofboth optics and electronics | viz. packets of informationare carried by the virtual topology \as far as possible" inthe optical domain, but packet forwarding from lightpathto lightpath is performed via electronic switching, wheneverrequired.We formulate the virtual topology design problem as anoptimization problem with one of two possible objectivefunctions: (a) for a given tra�cmatrix, minimize the network-wide average packet delay (corresponding to a solution forpresent tra�c demands), or (b) maximize the scale factor bywhich the tra�c matrix can be scaled up (to provide themaximum capacity upgrade for future tra�c demands). Sincesimpler versions of this problem have been shown to be NP-hard, we resort to heuristic approaches. Speci�cally, we em-ploy an iterative approach which combines \simulated an-nealing" (to search for a good virtual topology) and \owdeviation" (to optimally route the tra�c { and possibly bi-furcate its components { on the virtual topology). In thispaper, we do not consider the number of available wave-lengths to be a constraint, i.e., we ignore the routing of light-paths and wavelength assignment for these lightpaths. Weillustrate our approaches by employing experimental tra�cstatistics collected from NSFNET.1 IntroductionNew research directions are needed for the developmentof nationwide \optical" networks. These networks shouldbe able to tap into the tremendous transmission band-width potential of a single strand of �ber (on the orderof a few terabits per second) as well as exploit other at-tractive properties of optics. However, they must also al-low mechanisms by which end-users operating with slower(opto)electronic components (most likely operating in thegigabits-per-second range) can interface with the network.To correct this bandwidth mismatch, wavelength-divisionmultiplexing (WDM) is a key technique for allowing allof the end-users' equipment to operate at only electronicspeeds. By using WDM, the �ber can carry a high aggre-gate system capacity of multiple parallel wavelength chan-nels, with each channel operating at much slower speed[11, 5, 9, 13, 10, 19, 20, 23].We explore new architectures for the next generation ofnetworks employing optical technology for wide-area (na-tionwide) coverage. We examine an \optical" wide-area

WDM network which utilizes wavelength multiplexers andoptical switches in a routing node, so that an arbitrary vir-tual topology can be embedded on a given physical �bernetwork. The virtual topology, which is packet switchedand which consists of a set of \all-optical lightpaths," isset up to exploit the relative strengths of both optics andelectronics | viz. packets of information are carried by thevirtual topology \as far as possible" over the same wave-length in the optical domain (i.e., there is no wavelengthconversion [16] in a lightpath), but packet forwarding fromlightpath to lightpath is performed via electronic switching,whenever required. Optical switching at a node is achievedby using a wavelength-routing switch (WRS), which is ca-pable of optically bypassing a lightpath from an input �berto an output �ber, without any electronic processing. Be-cause there is no wavelength conversion in the WRS, thewavelength of the lightpath stays the same in the output�ber as it was in the input �ber.This architecture is a combination of the well-known\single-hop" [19] and \multihop" [2, 7, 8, 20] approaches,and it attempts to exploit the characteristics of both. A\lightpath" in this architecture provides \single-hop" com-munication. However, by employing a limited number ofwavelengths, it may not be possible to set up \lightpaths"between all user pairs; as a result, \multi-hopping"between\lightpaths" may be necessary. In addition, when the pre-vailing tra�c pattern changes, a di�erent set of \light-paths" forming a di�erent \multihop" virtual topologymaybe more desirable. A networking challenge is to performthe necessary recon�guration with minimal disruption tothe network's operations [14, 15, 26]. In this architecture,using wavelength multiplexers provides the advantage ofhigher aggregate system capacity due to spatial reuse ofwavelengths and supports a large number of users, givena limited number of wavelengths. Speci�cally, we intendto investigate the overall design, analysis, and optimiza-tion of a nationwide WDM network consistent with devicecapabilities, e.g., aimed at upgrading the NSFNET.We formulate the problem as an optimization problemwhich can optimally select a virtual topology subject totransceiver (transmitter and receiver) and wavelength con-straints, with one of two possible objective functions: (a)for a given tra�c matrix, minimize the network-wide av-erage packet delay (corresponding to a solution for presenttra�c demands), or (b) maximize the scale factor by whichthe tra�c matrix can be scaled up (to provide the maxi-mum capacity upgrade for future tra�c demands). Since2



the objective functions are non-linear and since simpler ver-sions of the problem have been shown to be NP-hard, weresort to heuristic approaches. Speci�cally, we employ aniterative approach which combines \simulated annealing"(to search for a good virtual topology) and \ow deviation"(to optimally route the tra�c { and possibly bifurcate itscomponents { on the virtual topology). We illustrate ourapproaches by employing experimental tra�c statistics col-lected from NSFNET.Section 2 explains the system architecture including mo-tivation, general problem statement, and an illustrative ex-ample. The problem is formulated as a combinatorial op-timization in Section 3. Since the problem is NP-hard,heuristic solutions are developed in Section 4. Resultsof applying experimental data (collected from NSFNET)to our algorithms are discussed in Section 5. Section 6concludes the paper.2 System Architecture2.1 MotivationConsider the NSFNET T1 backbone in Fig. 1. Store-and-forward packet switching is performed at the networknodes. Although �ber is employed to connect the nodes,the �ber's tremendous transmission bandwidth is not ex-ploited since data transmission on each �ber link is per-formed only at T1 (1.544 Mbps) rate, and on a single wave-length.Our research on optical networks is fueled by the fol-lowing criteria and observations. (1) Any future technol-ogy must be incrementally deployable. That is, insteadof scrapping an existing and operational wide-area �ber-based network such as NSFNET, we examine how suchnetworks can be upgraded to support (and exploit the ca-pabilities of) WDM. In this regard, we show later how onemight replace (or upgrade) the existing packet switches inNSFNET with wavelength-routing switches (WRS); or al-ternately, how one might embellish an electronic switchwith an optical component to transform it to a WRS. (2)We must also explore how the WDM solution can be usedto upgrade an existing ATM solution. (3) In addition, wemust explore how the WDM solution can support bothATM and non-ATM services, based on WDM's data andprotocol transparency property1. However, the last pointis beyond the scope of this paper. In the following subsec-tions, we provide a general problem statement, followed byan illustrative example using the NSFNET T1 topology.1Since multiple WDM channels on the same �ber can be operated in-dependently, they can carry data at di�erent rates and formats (includingsome analog and some digital channels, if desired); also, the protocols con-trolling the data transfers over di�erent channels can be di�erent, so thatone can establish independent subnetworks operating on di�erent sets ofWDM channels over the same �ber plant. This is referred to as WDM'stransparency property.

2.2 General Problem StatementThe problem of embedding a desired virtual topology on agiven physical topology (�ber network) is formally statedbelow. We are given the following inputs to the problem.1. A physical topologyGp = (V ,Ep) consisting of a weightedundirected graph, where V is the set of network nodes,and Ep is the set of links connecting the nodes. Undi-rected means that each link in the physical topologyis bidirectional. Nodes correspond to network nodes(packet switches) and links correspond to the �bers be-tween nodes; since links are undirected, each link mayconsist of two �bers or two channels multiplexed (us-ing any suitable mechanism) on the same �ber. Linksare assigned weights, which may correspond to physi-cal distances between nodes. A network node i is as-sumed to be equipped with aDp(i)�Dp(i) wavelength-routing switch (WRS), where Dp(i), called the phys-ical degree of node i, equals the number of physical�ber links emanating out of (as well as terminatingat) node i 2.2. Number of wavelength channels carried by each �ber= M.3. An N � N tra�c matrix, where N is the number ofnetwork nodes, and the (i; j)-th element is the averagerate of tra�c ow from node i to node j. Note that thetra�c ows may be asymmetric, i.e., ow from node ito node j may be di�erent from the ow from node jto node i.4. The number of wavelength-tunable lasers (transmit-ters) and wavelength-tunable �lters (receivers) at eachnode.Our goal is to determine the following.1. A virtual topology Gv = (V ,Ev) as another graphwhere the outdegree of a node is the number of trans-mitters at that node and the indegree of a node is thenumber of receivers at that node. The nodes of thevirtual topology correspond to the nodes in the phys-ical topology. Each link between a pair of nodes inthe virtual topology corresponds to a direct all-optical\lightpath" between the corresponding nodes in thephysical topology. (Noting that each such link of thevirtual topology may be routed over one of several pos-sible paths on the physical topology, an important de-sign issue is \optimal routing" of all lightpaths so thatthe constraint on having a limited number of wave-lengths per �ber is satis�ed.)2. A wavelength assignment for lightpaths, such that iftwo lightpaths share a common physical link, theymust necessarily employ di�erent wavelengths.3. The sizes and con�gurations of the WRSs at the in-termediate nodes. Once the virtual topology is de-termined and the wavelength assignments have been2Note that Dp(i) includes the �ber(s) corresponding to local connec-tions, i.e., for attaching an electronic router to the WRS (shown later inthis paper). There are wavelength-related and cost-related issues whicha�ect the decision on the number of �bers chosen to connect the localnode to the local switch, and these issues are discussed in Section 2.3.3



performed, the switch sizes and con�gurations followdirectly.Communication between any two nodes now takes placeby following a path (a sequence of lightpaths) from thesource node to the destination node on the virtual topol-ogy. Each intermediate node in the path must perform (1)an opto-electronic conversion, (2) electronic routing (pos-sibly ATM switching, if needed), and (3) electro-optic for-warding onto the next lightpath.2.3 An Illustrative ExampleWe employ an illustrative example to demonstrate howWDM can be used to upgrade an existing �ber-based net-work. Using a slightly modi�ed version of the NSFNETin Fig. 1 as an example, we demonstrate how a hyper-cube (Fig. 2) can be embedded as a virtual topology overthis physical topology (to be discussed shortly). We alsoassume an undirected virtual topology comprising of bidi-rectional lightpaths in this example. In general, the virtualtopology may be a directed graph, as our formulation inSection 3 will assume.The nodal switching architecture consists of an opticalcomponent and an electronic component. The optical com-ponent is a wavelength-routing switch (WRS), which canoptically bypass some lightpaths, and which can locally ter-minate some other lightpaths by directing them to node'selectronic component. The electronic component is an elec-tronic packet router (which may be an ATM switch), whichserves as a store-and-forward electronic overlay on top ofthe optical virtual topology. Fig. 3 provides a schematicdiagram of the architectecture of the Utah node in our il-lustrative example.The design of a WRS can take several forms [23]. Anattractive choice is to employ an array of optical space-division switches, one per wavelength, between the demuxand mux stages. (See Fig. 3.) These switches can be re-con�gured under electronic control, e.g., to adapt the net-work's virtual topology on demand. One approach wouldbe to have the local lasers/�lters normally operated on�xed wavelengths, but a facility to tune them to di�erentwavelengths must be provided.The virtual topology chosen for our illustration is a 16-node hypercube (e.g., Fig. 2), although algorithms for ar-bitrary virtual topology embedding will be studied later inthis paper. Two embeddings which result from the opti-mization criteria for hypercube embedding studied in [21]are shown in Figs. 4 and 5. One of these embeddings (Fig.5) assumes that all of the local laser-�lter pairs at a nodeoperate on di�erent wavelengths, while the other (Fig. 4)does not.Note that each virtual link in the virtual topology of Fig.2 is a \lightpath" (or a \clear channel") with electronic ter-minations at its two ends only. For example, the CA1-NEvirtual link in Fig. 5 could be set up as an all-opticalchannel on one of several possible wavelengths on one ofseveral possible physical paths, e.g., CA1-UT-CO-NE, orCA1-WA-IL-NE, or others (see Fig. 5). According to the

solution in [21], the �rst path is chosen on wavelength 2for this CA1-NE lightpath. This means that the WRSsat the UT and CO nodes must be properly con�gured toestablish this CA1-NE lightpath. For example, the switchat UT must have wavelength 2 on its �ber to CA1 con-nected to wavelength 2 on its �ber to CO. Since we haveassumed in this example that connections are bidirectional(note that the virtual topology in this illustration is alsoan undirected graph), the CA1-NE connection implies twodirected lightpaths, one from CA1 to NE and the otherfrom NE to CA1.The solutions in Figs. 4 and 5 require a maximum of5 and 7 wavelengths per �ber, respectively, by employingshortest-path routing of lightpaths on the physical topol-ogy. If only one �ber is used to connect the local node tothe local WRS, each of the lightpaths emanating from (andterminating at) that node would need to be on a di�erentwavelength to avoid wavelength conicts on the local �ber(as in the solution in Fig. 5 for the entire network, and inFig. 3 for the UT node); accordingly, this solution needsmore wavelengths to embed a virtual topology. If multiple�bers are used to connect the local node to the local WRS,multiple lightpaths may emerge from a node on the samewavelength, and hence fewer wavelengths would be needed,e.g., see corresponding solution in Fig. 4 for the same hy-percube virtual topology. However, in both solutions, notall wavelengths on all �bers may be utilized, e.g., in Fig.5, only wavelengths 2 and 4 are used on the CA1-UT �ber,while wavelengths 1, 2, 3, and 5 are used on the UT-CO�ber.For the solution in Fig. 5, the details of one of the nodes,viz. the one at UT, are shown in Fig. 3. Note that thisswitch has to support four incoming �bers plus four out-going �bers, one each to nodes AB, CA1, CO, and MI, asdictated by the physical topology. In general, each switchalso interfaces with four lasers (inputs) and four �lters (out-puts), with each laser-�lter pair dedicated to accommodateeach of the four virtual links which a node has to supporton the virtual topology. The labels \1l 2b 3d 5l" on theoutput �ber to CO indicate that the UT-CO �ber uses fourwavelengths 1, 2, 3, and 5, with wavelengths 2 and 3 be-ing \clear channels" through the UT switch and directedto the physical neighbors CA1 and MI, respectively, whilewavelengths 1 and 5 connect to two local lasers. However,in this example, the virtual topology embedded is an \in-complete" hypercube with nodes AB and XY considerednon-existent. Hence some nodes, including UT, have fewerthan four neighbors. For this illustration, three laser-�lterpairs at UT need to be operated { one on wavelength 1(for connection to physical neighbor CO, to support thelightpath UT-TX); another on wavelength 4 (for connec-tion to physical neighbor CA1, to support the lightpathUT-CA1); and a third on wavelength 5 (for connection tophysical neighbor CO, to support the lightpath UT-CO)(see Fig. 5). Labels on the switch's output ports indicatewhich wavelength on which input �ber or local laser is con-nected to which wavelength on which output �ber or local�lter.4



Fig. 3 shows a few more interesting issues of this archi-tecture. The box labelled \Router" is an electronic switchwhich takes information from terminated lightpaths (1c 4b5c) as well as a local source (labelled \Workstation"), androutes them to the local lasers (lightpath originators) andthe local destination. We reiterate that the \Router" canbe any electronic switch, including an ATM switch. Also,the \Router" could have been the existing electronic switchin an electronic network, with its input and output portsconnected directly to the incoming and outgoing �bers, re-spectively, at the switching node. The non-router portionsof the node architecture in Fig. 3 are the optical embellish-ments that may be incorporated to upgrade the electronicswitch to incorporate a WRS.The WRS associated with the Utah switch would be dif-ferent in the solution corresponding to Fig. 4. Since wewould have multiple �bers connecting the electronic routerto the WRS, the size of the WRS would need to be a 7� 7switch instead of the 4� 4 switch used in the solution cor-responding to Fig. 5. However, since the solution corre-sponding to Fig. 4 requires fewer wavelengths, the numberof space division switches inside the largest WRS wouldreduce from 7 to 5. There are cost implications associatedwith the WRS design and these costs may inuence thesolution that is adopted.3 Formulation of the OptimizationProblemWe formulate the problem as an optimization problem, us-ing principles from multicommodity ow for physical rout-ing of lightpaths and tra�c ow on the virtual topology,and using the following notation:1. s and d used as subscript or superscript denote sourceand destination of a packet, respectively,2. i and j denote originating and terminating nodes, re-spectively, in a lightpath, and3. m and n denote endpoints of a physical link that mightoccur in a lightpath.�Given:� Number of nodes in the network = N.� Maximum number of wavelengths per �ber = M (asystem-wide parameter).� Physical topology Pmn, where Pmn = Pnm = 1 if andonly if there exists a direct physical �ber link betweennodes m and n, where m, n = 1, 2, 3, ... , N; Pmn =Pnm = 0 otherwise (i.e., �ber links are assumed to bebidirectional).� Distance matrix, viz. �ber distance dmn from nodem to node n. For simplicity in expressing packet de-lays, dmn is expressed as a propagation delay (in timeunits). Note that dmn = dnm since �ber links arebidirectional, and dmn = 0 if Pmn = 0.� Number of transmitters at node i = Ti (Ti � 1). Num-ber of receivers at node i = Ri (Ri � 1).

� Tra�c matrix �sd which denotes the average rate oftra�c ow from node s to node d, with �ss = 0 for s, d= 1, 2, ... , N. (Additional assumptions are that packetinterarrival durations at node s and packet lengths areexponentially distributed, so standard M/M/1 queue-ing results can be applied to each network link (or\hop") by employing the independence assumption oninterarrivals and packet lengths due to tra�c multi-plexing at intermediate hops. Also, by knowing themean packet length (in bits/packet), the �sd can beexpressed in units of packets/second.)� Capacity of each channel = C (normally expressed inbits/second, but converted to units of packets/secondby knowing the mean packet length).�Variables:� Virtual topology: The variable Vij = 1 if there existsa lightpath from node i to node j in the virtual topol-ogy; Vij = 0 otherwise. Note that this formulation isgeneral since lightpaths are not necessarily assumed tobe bidirectional, i.e., Vij = 1 )/ Vji = 1.� Tra�c routing: The variable �sdij denotes the tra�cowing from node s to node d and employing Vij asan intermediate virtual link. Note that tra�c fromnode s to node d may be \bifurcated" with di�erentcomponents taking di�erent sets of lightpaths.� Physical topology route: The variable pijmn = 1 if the�ber link Pmn is present in the lightpath for virtuallink Vij; pijmn = 0 otherwise.� Wavelength color: The variable cijk = 1 if a lightpathfrom originating node i to terminating node j is as-signed the color k, where k = 1, 2, ... , M; cijk = 0otherwise.�Constraints:� On virtual topology connection matrix Vij :Xj Vij � Ti 8i (1)Xi Vij � Rj 8j (2)The equalities in (1)-(2) hold if all transmitters at nodei and all receivers at node j are in use.� On physical route variables pijmn:pijmn � Pmn (3)pijmn � Vij (4)Xm pijmk = Xn pijkn if k 6= i; j (5)Xn pijin = Vij (6)Xm pijmj = Vij (7)� On virtual topology tra�c variables �sdij :5



�sdij � 0 (8)Xj �sdsj = �sd (9)Xi �sdid = �sd (10)Xi �sdik = Xj �sdkj if k 6= s; d (11)Xs;d �sdij � Vij �C (12)� On coloring of lightpaths cijk :Xk cijk = Vij (13)Xij pijmn:cijk � 1 8m;n; k (14)�Objective: Optimality Criterion(a) Delay minimization:MinimizeXij  Xsd �sdij "Xmn pijmn � dmn + 1C �Psd �sdij #!(15)(b) Maximizingo�ered load (equivalent to minimizingmax-imum ow in a link):min max"Xsd �sdij #! � max Cmin�max�Psd �sdij ��8i; j(16)�Explanation of Equations The above equations are basedon principles of conservation of ows and resources (transceivers,wavelengths, etc.) as well as on conict-free routing, e.g.,two lightpaths that share a �ber should not be assignedthe same wavelength. Equations (1)-(2) ensure that thenumber of lightpaths emanating out of and terminating ata node are at most equal to that node's out-degree andin-degree, respectively. Equations (3)-(4) constrain theproblem so that pijmn can exist only if there is a physi-cal �ber and a corresponding lightpath present. Equations(5)-(7) are the multicommodity equations that account forthe routing of a lightpath from its origin to its termina-tion. Equations (8)-(12) are responsible for the routing ofpacket tra�c on the virtual topology, and they take intoaccount the fact that the combined tra�c owing througha channel cannot exceed the channel capacity. Equation(13) requires that a lightpath be of one color only. Equa-tion (14) ensures that the colors used in di�erent lightpathsare mutually exclusive over a physical link.Equations (15) and (16) represent two possible objectivefunctions. In Equation (15), in the innermost brackets, the�rst component corresponds to the propagation delays onthe links mn which form the lightpath ij, while the sec-ond component corresponds to delay due to queueing and

packet transmission on lightpath ij (using a M/M/1 queue-ing model for each lightpath). If we assume shortest-pathrouting of the lightpaths over the physical topology, thenthe pijmn values become deterministic. If, in addition, weneglect queueing delays, the optimization problem in Equa-tion (15) reduces to minimizingPsdPijPmn �sdij :pijmn:dmnwhich is a mixed-integer linear program in which the Vijand the cijk variables need to have integer solutions, whilethe �sdij variables do not.The objective function in Equation (16) is also nonlinearand it minimizes the maximumamount of tra�c that owsthrough any lightpath. This corresponds to obtaining avirtual topology which can maximize the o�ered load tothe network if the tra�c matrix is allowed to be scaled up.We choose this optimization for our algorithms in Section4 because our purpose is to demonstrate how to upgradethe capacity of existing �ber-based networks by employingWDM.4 Algorithms4.1 SubproblemsThe optimization problem in Section 3 is NP-hard, sinceseveral sub-problems of this problem are NP-hard. Theproblem of optimal virtual topology design can be parti-tioned into the following four subproblems, which are notnecessarily independent:1. determine a good virtual topology, viz. which nodaltransmitter should be directly connected to which nodalreceiver,2. route the lightpaths over the physical topology,3. assign wavelengths optimally to the various lightpaths(this problem has been shown to be NP-hard in [8]),and4. route packet tra�c on the virtual topology (as in anypacket-switched network).Subproblem 1 addresses how to properly utilize the lim-ited number of available transmitters and receivers. Sub-problems 2 and 3 deal with proper usage of the limitednumber of available wavelengths, and has been addressedin [3, 25]. Subproblem 4 minimizes the e�ect of store-and-forward (queueing plus transmission) delays at intermedi-ate electronic hops.4.2 Previous WorkThe problem of designing optimal virtual topologies hasbeen studied before [4, 14]. Our formulation is more generalin the sense that we accommodate many of the physicalconnectivity constraints which were not considered earlier.In general, the optimal virtual topology problem has beenconjectured to be NP-hard, which means that the problemcannot be solved optimally for large problem sizes, unlessone resorts to some form of exhaustive search. One instanceof this problem has been formulated as a mixed integerlinear program which gets di�cult to solve with increasing6



problem size [14]. Accordingly, heuristic approaches havebeen employed to solve these problems [4, 14].Related work on these problems can be found in [8, 21,24, 29]. Embedding of a packet-switched virtual topologyon a physical �ber plant in a switched network was �rst in-troduced in [8], and this network architecture was referredto as a lightnet. Some algorithms to embed a hypercubevirtual topology were provided in [8, 21]. The work in [24]proposes a virtual topology design for packet-switched net-works. The average hop distance is minimized which au-tomatically increases the network tra�c supported. Thework in [24] uses the physical topology as a subset of thevirtual topology, employing algorithms for maximizing thethroughput subject to bounded delay characteristics.The Routing and Wavelength Assignment (RWA) prob-lem (Subproblems 2 and 3) for routing connections in circuit-switched networks has been studied in [3, 25, 29]. In [29],a heuristic algorithm is presented for e�ectively assigninga limited number of wavelengths among the access stationsof a multihop switched network. In [25], an upper bound isderived on the carried tra�c for any RWA algorithm, whilein [3], a sequence of algorithms is assembled to e�cientlysolve large instances of the RWA problem. Conict-freewavelength routing in wide-area optical networks employ-ing the concept of Latin Squares for con�guring the wave-length switches is studied in [6]. Some theoretical resultson the bounds for minimum congestion routing have alsobeen studied in [28] by using the concept of ow trees tostudy minimum and maximum congestion for a network.Some approaches also employ wavelength conversion atintermediate nodes [16]. These approaches mitigate theneed for having wavelength continuity, i.e., the fact that alightpath needs to use the same wavelength on each �berthat it passes through. Recoloring of lightpaths in order toaccommodate new connections in a dynamic environmenthas been examined in [17], while the use of wavelengthsoutside the Erbium-doped region for routing of short light-paths is studied in [18]. In addition to the above theoreti-cal studies, a number of comprehensive proposals [11, 9, 10]have appeared on the design of optical WDMWANs includ-ing the development of devices, protocols, architectures,and applications.4.3 Our Solution ApproachTo obtain a thorough understanding of the problem, weconcentrate on Subproblems 1 and 4 above, i.e., for thepurposes of this paper, we do not consider the number ofavailable wavelengths to be a constraint. In the expandedproblem, both the number of wavelengths and their exactassignments are critical, and this is a topic of our ongo-ing study. Speci�cally, we employ an iterative approachconsisting of \simulated annealing" to search for a goodvirtual topology (Subproblem 1), in conjunction with the\ow deviation" algorithm for optimal (possibly \bifur-cated") routing of packet tra�c on the virtual topology(Subproblem 4). Also, although the virtual topology canbe an undirected graph, we consider lightpaths to be bidi-

rectional in our solution here since most (Internet) networkprotocols rely on bidirectional paths and links. In addi-tion, we consider Optimization Criterion (b) of Equation(16) (maximizing o�ered load) for our illustrative solutionbelow, mainly because we are interested in upgrading anexisting �ber-based network to a WDM solution.We start with a random con�guration (virtual topol-ogy) and try to �nd a good virtual topology through simu-lated annealing by using node-exchange (similar to branch-exchange [14]) techniques. Then, we scale up the tra�cmatrix to ascertain the maximum throughput that can beaccommodated by the virtual topology, using ow devi-ation for packet routing over the virtual topology. Fora given tra�c matrix, the ow-deviation algorithm mini-mizes the network-wide packet delay by properly distribut-ing the ows on the virtual links (to reduce the e�ect oflarge queueing delays).We have used measured data over the NSFNET back-bone as our sample tra�c matrix. We scale up each entryin the tra�c matrix by a constant scaleup factor and ver-ify if the o�ered load from the scaled-up tra�c matrix canbe accommodated by the virtual topology. Our goal isto design the virtual topology that can accommodate themaximum tra�c scaleup. This provides an estimate of themaximum throughput we can expect from the current �bernetwork if it were to support WDM, and if future tra�ccharacteristics were to model present-day tra�c character-istics except for the tra�c intensities to grow by a constantscale factor. While it is di�cult to predict future tra�ccharacteristics, we believe that our approach provides areasonable framework for analysis and design.4.4 Simulated AnnealingSimulated annealing (along with genetic algorithms) hasbeen found to provide good solutions for hard optimiza-tion problems [1]. In the simulated annealing process, thealgorithm starts with an initial random con�guration forthe virtual topology. Node-exchange operations are usedto arrive at neighboring con�gurations. In a node-exchangeoperation, adjacent nodes in the virtual topology are ex-amined for swapping, e.g., if node i is connected to nodesj, a, and b, while node j is connected to nodes p, q, and iin the virtual topology, after the node-exchange operationbetween nodes i and j, node i will be connected to nodesp, q, and j, while node j will be connected to nodes a, b,and i. Neighboring con�gurations which give better results(lower average packet delay) than the current solution areaccepted automatically. Solutions which are worse than thecurrent one are accepted with a certain probability whichis determined by a system control parameter. The prob-ability with which these failed con�gurations are chosen,however, decreases as the algorithm progresses in time soas to simulate the \cooling" process associated with anneal-ing. The probability of acceptance is based on a negativeexponential factor and is inversely proportional to the dif-ference between the current solution and the best solutionobtained so far.7



4.5 Flow Deviation AlgorithmBy properly adjusting link ows, the ow deviation algo-rithm [12] provides an optimal algorithm for minimizingthe network-wide average packet delay. However, tra�cfrom a given source to a destination may be bifurcated,i.e., di�erent fractions of it may be routed along di�erentpaths in order to minimize the packet delay. If the ows arenot balanced, then excessively loading of a particular chan-nel may lead to large delays on that channel and thus havea negative inuence on the network-wide average packetdelay. The algorithm is based on the notion of shortest-path ows which �rst calculates the linear rate of increasein the delay with an in�nitesimal increase in the ow onany particular channel. These \lengths" or \cost rates"are used to pose a shortest-path ow problem (which canbe solved using one of several well-known algorithms suchas Dijkstra's algorithm, Bellman-Ford algorithm, etc. [27])and the resulting paths represent the \cheapest" paths onwhich some of the ow may be deviated. An iterative al-gorithm determines how much of the original ow needsto be deviated. The algorithm continues until a certainperformance tolerance level is reached.5 Experimental ResultsThe simulated annealing algorithm as well as the ow de-viation algorithm were both used to derive results for thevirtual topology design problem, viz. to study Subprob-lems 1 and 4 outlined in Section 4.1. The tra�c matrixemployed for this mapping is an actual measurement of thetra�c on the T1 NSFNET backbone for a 15-minute period(11:45pm to midnight on January 12, 1992, EST). The rawtra�c matrix showing tra�c ow in bytes per 15-minute in-tervals between network nodes is shown in Fig. 6.3 Nodaldistances used are the actual geographical distances andthey are not shown here to conserve space. Initially, it wasassumed that each node could set up at most four bidirec-tional lightpath channels, but later more experiments wereconducted to study the e�ect of having higher nodal de-gree. The number of wavelengths per �ber was assumedto be large enough so that all possible virtual topologiescould be embedded4.Some of our results are tabulated in Table 1. For eachexperiment, the maximum scaleup achieved is tabulatedalong with the corresponding individual delay components,the maximum and minimum link loading as well as the av-3NSFNET backbone data was collected by the nnstat program andmade available to us by the National Science Foundation (NSF) throughits Merit partnership. The tra�c matrix shown in Fig. 6 is not exactlythe same as the one used in our previous work [21]. Discrepancies can beattributed to di�erent ways of �ltering the raw data. The matrix we arecurrently using is more accurate. Also, the tra�c matrix in Fig. 6 showsthat several nodes have \self tra�c". This is due to the fact that nodesin the NSFNET are actually gateways connecting to regional networks,so some of the intra-regional tra�c at each node also showed up in ourmeasurements.4If we limit the number of wavelengths supported on each �ber, itmight not be possible to set up all possible lightpaths in a virtual topology.There are established bounds on the minimum number of wavelengthsrequired to set up arbitrary virtual topologies for a given number of nodes[22].

erage hop distance5. Since the aggregate capacity for thecarried tra�c is �xed by the number of links in the network,reducing the average hop distance can lead to higher valuesof load that the network can carry. The queueing delay wascalculated using a standard M/M/1 queueing system witha mean packet length calculated from the measured tra�c(133.54 bytes/packet) and a link speed of 45 Mbps. Weassume in�nite bu�ers at all nodes. The \cooling" param-eter for the simulated annealing is updated after every 100acceptances using a geometric parameter of value 0.9. Astate is considered \frozen" when there is no improvementover 100 consecutive trials.�Physical Topology as Virtual Topology (No WDM) Ourgoal was to obtain a fair estimate of what optical hard-ware can provide in terms of extra capabilities. In thisexperiment, we start o� with just the existing hardware(as in any electronic, packet-switched network), compris-ing of �ber and point-to-point connections using a singlebidirectional lightpath channel per �ber link, i.e., no WDMis used. Using ow deviation, the maximum scaleup thatcould be achieved was found to be 49 (only integer values ofthe scaleup were considered). The link with the maximumtra�c (WA-IL) was loaded at 98%, while the link withthe minimum tra�c (NY-MD) was at 32%. (These num-bers are truncated to show their integer part only.) Thesevalues serve as a basis for comparison as to what can begained in terms of throughput by adding extra WDM op-tical hardware, viz. tunable transceivers and wavelengthrouting switches at nodes.�Multiple point-to-point links (No WRS) The goal of thenext experiment was to determine how much throughputwe could obtain from the network without adding any pho-tonic switching capability at a node, but by adding extratransceivers (up to four) at each node, i.e.,WDM is used onsome links, but no WRS capability is employed at any node.The initial network had 21 links in the physical topology(see Fig. 1). Using extra transceivers at the nodes, weset up extra links on the paths NE-CO, NE-IL, WA-CA2,CA1-UT, MI-NJ, and NY-MD. These lightpaths are chosenmanually. Di�erent combinations were considered and thechoice of channels which provided the maximum scaleupwas chosen. Given 14 nodes, each with a nodal degree offour, we should have been able to have 28 channels. How-ever, the GA node is connected only to TX and PA, bothof which are physically connected to four nodes already;hence, they do not have any free transceivers to create anextra channel to GA. Thus, we could add only six newchannels. In this case, the maximum scaleup was found tobe 57. We found that the two NY-MD channels had a loadof only 23%, while the UT-MI channel had a load of 99%.�Arbitrary Virtual Topology (Full WDM) In the �nalexperiment, we assumed full WDM with all nodes equippedwith WRSs, i.e., it may now be possible to set up light-5The average hop distance for packets is an important �gure of meritfor the topology chosen. It not only has a direct bearing on the queue-ing delays that a packet su�ers, but more importantly, it determines themaximum o�ered load for the network. The product of the average hopdistance and the o�ered load in the network equals the aggregate tra�cload on all the links.8



paths between any two nodes. We did not constrain thenumber of wavelengths supported in each �ber, so that allgraphs of degree four were candidates for possible virtualtopologies; also, all lightpaths were assumed to be routedover the shortest path on the physical topology. Start-ing o� with a random initial topology, we used simulatedannealing to get the best virtual topology. The experi-ment ran on an unloaded Sparc 10 for approximately threedays. The best virtual topology, which is shown in Ta-ble 2, provided a maximum scaleup of 106. Clearly, theincreased scaleup demonstrates the bene�ts of the WDM-based virtual-topology approach. Now, the minimum load-ing was on link UT-TX at 71%, while all the other linkswere above 98% loading.�Comparisons The various delay characteristics (viz. over-all average packet delay (FD), average propagation delayencountered by each packet (PD), average queueing delayexperienced by each packet (QD), and the mean hop dis-tance (HD)), as functions of the scaleup (throughput), forthe above three experiments are shown in Figs. 7 through9. The scaleup provides an estimate of the throughput inthe network. We note from these �gures, as well as fromTable 2, that the propagation delay is the dominant com-ponent of the packet delay. Also, at light loads, the averagepropagation delay faced by packets in NSFNET is a littleover 9 ms (for the given tra�c matrix), and this serves asa lower bound on the average packet delay. As a basis forcomparison, the coast-to-coast one-way propagation timeis nearly 23 ms. Thus, on an average, each packet travelsabout 40% of the coast-to-coast distance.Note that the average queueing delay increases slightlywith increasing tra�c until the scaleup nearly reaches itsmaximum value, after which there is a sharp increase inqueueing delay. The propagation delay also increases withincreasing scaleup as more tra�c is deviated away fromshortest path routes by the ow deviation algorithm. Oneinteresting feature is that the average hop distance de-creases as the tra�c load is increased; this is again becauseof the ow deviation algorithm which will deviate tra�conto longer links, which might increase the propagationdelay encountered by a packet (compared to shortest-pathrouting), but helps to decrease the average hop distance.Fig. 10 plots the di�erent aggregate average packet de-lays for the three di�erent schemes. The throughput ad-vantage of having no WDM vs. using WDM on a few linksbut no WRS vs. employing full WDM and WRSs is againclear from this �gure. But we notice that the delay in the�rst two cases is lower than that when using a virtual topol-ogy. This is because, in the full WDM case, the shortestpath along the physical topology cannot always be chosenbecause of the virtual topology, so that some packets mayhave to travel longer distances, in general. However, thescaleup in the virtual topology is much more than that forthe other two schemes; so addition of switches at interme-diate nodes to do wavelength routing provides a signi�cantimprovement in throughput for the network.�E�ect of Nodal Degree and Wavelength RequirementsSo far, the nodal degree (P) was four. Now, we consider

full WDM (with a WRS at each node), and increase thenodal degree to 5 and 6. We �nd that the maximumscaleupincreased nearly proportionally with increasing nodal de-gree. Actually, with the scaleup of 106 for P=4 as a base-line, proportional increase in scaleup for P = 5 and 6, wouldyield 132.5 and 159, respectively. However, in our exper-iments, the observed maximum scaleups for P = 5 and 6were higher, viz. 135 and 163, respectively (refer to Ta-ble 3). This is due to the fact that, as the nodal degreeis increased, the average hop distance of the virtual topol-ogy is reduced, which provides the extra improvement inthe scaleup. Minimizing hop distance can be an importantoptimization problem, and has been studied in [24].Although no constraints on wavelengths per �ber wereimposed in this study, we also examined the wavelengthrequirements to set up a virtual topology using shortest-path routing of lightpaths on the physical topology. As-suming no limit on the supply of wavelengths, but with thewavelength constraints as outlined before (Section 3), themaximum number of wavelengths required for embeddingthe best virtual topology (which provided the maximumscaleup) with degree P = 4, 5, and 6 were found to be 6, 8,and 8 wavelengths, respectively. The corresponding distri-butions of the number of wavelengths used in each of the21 �ber links of the NSFNET (see Fig. 1) are plotted inFig. 11. We �nd that, with increasing nodal degree, i.e.,with an increasing number of lightpaths to be supported,the average number of wavelengths a �ber needs to supportincreases. However, due to the combination of reasons suchas desired virtual topology, shortest-path routing of light-paths, and wavelength constraints, it may so happen thatthere is no link on the physical topology that employs allof the required wavelengths. This happened for our P=6experiment, i.e., although 8 wavelengths were required toembed the virtual topology, no physical link carried all 8wavelengths.6 DiscussionWe explored design principles for next-generation opticalwide-area networks, employing wavelength-division multi-plexing (WDM) and targeted to nationwide coverage. Weshowed that such a WDM-based network architecture canprovide a high aggregate system capacity due to spatialreuse of wavelengths. Our objective was to investigate theoverall design, analysis, upgradability, and optimization ofa nationwide WDM network consistent with device capa-bilities.The virtual topology optimization problem discussed inthis paper serves as an illustration, and it is a �rst steptowards a robust and versatile WDM WAN solution. Webelieve that a signi�cant amount of room exists for devel-oping improved approaches and algorithms, and a numberof research issues must be addressed in this regard. Aninteresting avenue of research is to study how routing andwavelength assignment of lightpaths can be combined withthe choice of virtual topology and its corresponding packet9



routing in order to arrive at an optimum solution. Dy-namic establishment and recon�guration of lightpaths isan important issue which needs to be thoroughly studied.AcknowledgmentsWe acknowledge Eric Aupperle, Bilal Chinoy, Elise Gerich,Susan Horvath, and Mark Knopper from NSF/Merit Part-nership for providing us with the NSFNET data. We thankRajiv Ramaswami, Tony Acampora, Zhensheng Zhang, andthe reviewers for several helpful comments.
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Parameter Physical T opology Many pt� pt links Arbitrary v:t:Maximum scale up 49 57 106Avg. Pkt. Delay 11.739 ms 12.5542 ms 17.8146 msAvg. Prop. Delay 10.8897 ms 10.9188 ms 14.4961 msQueueing Delay 0.8499 ms 1.6353 ms 3.31849 msAvg. Hop Distance 2.12186 2.2498 1.71713Max. Link Loading 98% 99% 99%Min. Link Loading 32% 23% 71%Table 1: Summary of experimental results.
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Src NeighboursWA CA1, CA2, MI, UTCA1 WA, CO, IL, TXCA2 WA, PA, NE, GAUT WA, TX, IL, MDCO CA1, MD, NE, GATX CA1, UT, GA, NJNE CA2, CO, IL, MIIL CA1, UT, NE, PAPA CA2, IL, NY, NJGA CA2, CO, TX, NYMI WA, NE, NY, NJNY PA, GA, MI, MDNJ TX, PA, MI, MDMD CO, NY, NJ, UTTable 2: Virtual topology for nodal degree = 4 and best scaleup (106).
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Transceivers/node Scaleup4 1065 1356 163Table 3: Tra�c scaleups for di�erent nodal degrees.
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Figure 2: A 16-node hypercube virtual topology embedded on the physical topology of Fig. 1.
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Traffic Matrix (multiply by 10 to get bytes per 15-minute interval)WA CA1 CA2 UT CO TX NE IL PA GA MI NY NJ MDWA 53065 268225 117095 27185 196575 8795 53825 249035 34220 18515 311785 96725 44195 191410CA1 719135 39095 610070 301290 586365 261795 398780 1549725 114465 214105 799325 1031395 552420 775865CA2 109160 475695 360 466130 85075 363705 86575 856715 100325 46200 516350 62095 139155 215780UT 70165 62050 136445 0 19090 6090 7015 28815 20030 32600 131120 121575 23925 69745CO 1227715 1599940 190245 34365 3595 40365 107790 622270 240235 179245 721075 1185620 131820 217565TX 18415 165355 34265 55215 34030 0 26145 26850 8780 38720 60580 48245 15425 69555NE 370065 620060 1023115 44755 220365 79000 0 1141795 198280 219565 1540270 933255 236695 1638750IL 149525 2345475 2103480 85225 282150 26675 970820 3185 439515 330060 900570 711585 202005 889010PA 849300 199420 373500 60070 249915 68140 250690 610200 0 396225 1106855 1476115 456745 631390GA 18630 419260 102640 37395 223405 94815 49890 570845 68455 1400 363215 261715 126950 143675MI 111680 376125 582980 50665 94450 129940 187900 378915 204770 251215 454995 596745 322770 371920NY 312275 1318380 198710 146225 429985 71520 173240 573215 396000 294260 2116365 742465 279960 659740NJ 393745 553420 186005 75395 84165 8515 44905 243960 1176820 356930 691765 792130 70690 521995MD 819050 2270095 542870 229610 892785 318230 327035 918520 306075 16635 1296980 1375980 627470 1216290

Figure6:Tra�cmatrix(inbytesper15-minuteinterval).
19



-- --

Mean
Delay

Scale Factor

0

2

4

6

8

10

12

0 10 20 30 40 50

FD

PD

QD

HD

-- --

Figure 7: Delay vs. throughput (scaleup) characteristics with no WDM, i.e., physical topology as virtual topology.
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Figure 8: Delay vs. throughput (scaleup) characteristics with WDM used on some links, but no WRSs, i.e., multiplepoint-to-point links are allowed on the physical topology.
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Figure 9: Delay vs. throughput (scaleup) characteristics with full WDM on some links and a WRS at each node, i.e.,arbitrary virtual topologies are allowed.
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Figure 11: Distributions of the number of wavelengths used in each of the 21 �ber links of the NSFNET for the virtualtopology approach with nodal degree P = 4, 5, and 6.
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