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Some Principles for Designing a Wide-Area

WDM Optical Network

Biswanath Mukherjee, Dhritiman Banerjee, S. Ramamurthy and Amarnath Mukherjee

Abstract— We explore design principles for next-generation
optical wide-area networks, employing wavelength-division
multiplexing (WDM) and targeted to nationwide coverage.
This optical network exploits wavelength multiplexers and
optical switches in routing nodes, so that an arbitrary vir-
tual topology may be embedded on a given physical fiber
network. The virtual topology, which is used as a packet-
switched network and which consists of a set of all-optical
“lightpaths,” is set up to exploit the relative strengths of
both optics and electronics — viz. packets of information
are carried by the virtual topology “as far as possible” in
the optical domain, but packet forwarding from lightpath
to lightpath is performed via electronic switching, whenever
required.

We formulate the virtual topology design problem as an
optimization problem with one of two possible objective

functions: (a) for a given traffic matrix, minimize the network-

wide average packet delay (corresponding to a solution for
present traffic demands), or (b) maximize the scale factor by
which the traffic matrix can be scaled up (to provide the
maximum capacity upgrade for future traffic demands). Since
simpler versions of this problem have been shown to be NP-
hard, we resort to heuristic approaches. Specifically, we em-
ploy an iterative approach which combines “simulated an-
nealing” (to search for a good virtual topology) and “flow
deviation” (to optimally route the traffic — and possibly bi-
furcate its components — on the virtual topology). In this
paper, we do not consider the number of available wave-
lengths to be a constraint, i.e., we ignore the routing of light-
paths and wavelength assignment for these lightpaths. We
illustrate our approaches by employing experimental traffic
statistics collected from NSFNET.

1 Introduction

New research directions are needed for the development
of nationwide “optical” networks. These networks should
be able to tap into the tremendous transmission band-
width potential of a single strand of fiber (on the order
of a few terabits per second) as well as exploit other at-
tractive properties of optics. However, they must also al-
low mechanisms by which end-users operating with slower
(opto)electronic components (most likely operating in the
gigabits-per-second range) can interface with the network.
To correct this bandwidth mismatch, wavelength-division
multiplexing (WDM) is a key technique for allowing all
of the end-users’ equipment to operate at only electronic
speeds. By using WDM, the fiber can carry a high aggre-
gate system capacity of multiple parallel wavelength chan-
nels, with each channel operating at much slower speed
[11, 5,9, 13, 10, 19, 20, 23].

We explore new architectures for the next generation of
networks employing optical technology for wide-area (na-
tionwide) coverage. We examine an “optical” wide-area

WDM network which utilizes wavelength multiplexers and
optical switches in a routing node, so that an arbitrary vir-
tual topology can be embedded on a given physical fiber
network. The virtual topology, which is packet switched
and which consists of a set of “all-optical lightpaths,” is
set up to exploit the relative strengths of both optics and
electronics — viz. packets of information are carried by the
virtual topology “as far as possible” over the same wave-
length in the optical domain (i.e., there is no wavelength
conversion [16] in a lightpath), but packet forwarding from
lightpath to lightpath is performed via electronic switching,
whenever required. Optical switching at a node is achieved
by using a wavelength-routing switch (WRS), which is ca-
pable of optically bypassing a lightpath from an input fiber
to an output fiber, without any electronic processing. Be-
cause there is no wavelength conversion in the WRS, the
wavelength of the lightpath stays the same in the output
fiber as it was in the input fiber.

This architecture is a combination of the well-known
“single-hop” [19] and “multihop” [2, 7, 8, 20] approaches,
and 1t attempts to exploit the characteristics of both. A
“lightpath” in this architecture provides “single-hop” com-
munication. However, by employing a limited number of
wavelengths, it may not be possible to set up “lightpaths”
between all user pairs; as a result, “multi-hopping” between
“lightpaths” may be necessary. In addition, when the pre-
vailing traffic pattern changes, a different set of “light-
paths” forming a different “multihop” virtual topology may
be more desirable. A networking challenge is to perform
the necessary reconfiguration with minimal disruption to
the network’s operations [14, 15, 26]. In this architecture,
using wavelength multiplexers provides the advantage of
higher aggregate system capacity due to spatial reuse of
wavelengths and supports a large number of users, given
a limited number of wavelengths. Specifically, we intend
to investigate the overall design, analysis, and optimiza-
tion of a nationwide WDM network consistent with device
capabilities, e.g., aimed at upgrading the NSFNET.

We formulate the problem as an optimization problem
which can optimally select a virtual topology subject to
transceiver (transmitter and receiver) and wavelength con-
straints, with one of two possible objective functions: (a)
for a given traffic matrix, minimize the network-wide av-
erage packet delay (corresponding to a solution for present
traffic demands), or (b) maximize the scale factor by which
the traffic matrix can be scaled up (to provide the maxi-
mum capacity upgrade for future traffic demands). Since



the objective functions are non-linear and since simpler ver-
sions of the problem have been shown to be NP-hard, we
resort to heuristic approaches. Specifically, we employ an
iterative approach which combines “simulated annealing”
(to search for a good virtual topology) and “flow deviation”
(to optimally route the traffic — and possibly bifurcate its
components — on the virtual topology). We illustrate our
approaches by employing experimental traffic statistics col-
lected from NSFNET.

Section 2 explains the system architecture including mo-
tivation, general problem statement, and an illustrative ex-
ample. The problem is formulated as a combinatorial op-
timization in Section 3. Since the problem is NP-hard,
heuristic solutions are developed in Section 4. Results
of applying experimental data (collected from NSFNET)
to our algorithms are discussed in Section 5. Section 6
concludes the paper.

2 System Architecture

2.1 Motivation

Consider the NSFNET T1 backbone in Fig. 1. Store-
and-forward packet switching is performed at the network
nodes. Although fiber is employed to connect the nodes,
the fiber’s tremendous transmission bandwidth i1s not ex-
ploited since data transmission on each fiber link is per-
formed only at T1 (1.544 Mbps) rate, and on a single wave-
length.

Our research on optical networks is fueled by the fol-
lowing criteria and observations. (1) Any future technol-
ogy must be incrementally deployable. That is, instead
of scrapping an existing and operational wide-area fiber-
based network such as NSFNET, we examine how such
networks can be upgraded to support (and exploit the ca-
pabilities of ) WDM. In this regard, we show later how one
might replace (or upgrade) the existing packet switches in
NSFNET with wavelength-routing switches (WRS); or al-
ternately, how one might embellish an electronic switch
with an optical component to transform it to a WRS. (2)
We must also explore how the WDM solution can be used
to upgrade an existing ATM solution. (3) In addition, we
must explore how the WDM solution can support both
ATM and non-ATM services, based on WDM’s data and
protocol transparency property'. However, the last point
is beyond the scope of this paper. In the following subsec-
tions, we provide a general problem statement, followed by
an 1llustrative example using the NSFNET T1 topology.

TSince multiple WDM channels on the same fiber can be operated in-
dependently, they can carry data at different rates and formats (including
some analog and some digital channels, if desired); also, the protocols con-
trolling the data transfers over different channels can be different, so that
one can establish independent subnetworks operating on different sets of
WDM channels over the same fiber plant. This is referred to as WDM’s
transparency property.

2.2 General Problem Statement

The problem of embedding a desired virtual topology on a
given physical topology (fiber network) is formally stated
below. We are given the following inputs to the problem.

1. A physical topology G, = (V,E,) consisting of a weighted
undirected graph, where V is the set of network nodes,
and F, is the set of links connecting the nodes. Undi-
rected means that each link in the physical topology
is bidirectional. Nodes correspond to network nodes
(packet switches) and links correspond to the fibers be-
tween nodes; since links are undirected, each link may
consist of two fibers or two channels multiplexed (us-
ing any suitable mechanism) on the same fiber. Links
are assigned weights, which may correspond to physi-
cal distances between nodes. A network node 7 is as-
sumed to be equipped with a D, (i) x D, (i) wavelength-
routing switch (WRS), where Dy(i), called the phys-
ical degree of node 7, equals the number of physical
fiber links emanating out of (as well as terminating
at) node i 2.

2. Number of wavelength channels carried by each fiber
= M.

3. An N x N traffic matrix, where N is the number of
network nodes, and the (4, j)-th element is the average
rate of traffic flow from node 7 to node j. Note that the
traffic flows may be asymmetric, i.e., flow from node ¢
to node j may be different from the flow from node j
to node 1.

4. The number of wavelength-tunable lasers (transmit-
ters) and wavelength-tunable filters (receivers) at each
node.

Our goal is to determine the following.

1. A virtual topology Gy = (V,FE,) as another graph
where the outdegree of a node 1s the number of trans-
mitters at that node and the indegree of a node is the
number of receivers at that node. The nodes of the
virtual topology correspond to the nodes in the phys-
ical topology. FEach link between a pair of nodes in
the virtual topology corresponds to a direct all-optical
“lightpath” between the corresponding nodes in the
physical topology. (Noting that each such link of the
virtual topology may be routed over one of several pos-
sible paths on the physical topology, an important de-
sign issue is “optimal routing” of all lightpaths so that
the constraint on having a limited number of wave-
lengths per fiber is satisfied.)

2. A wavelength assignment for lightpaths, such that if
two lightpaths share a common physical link, they
must necessarily employ different wavelengths.

3. The sizes and configurations of the WRSs at the in-
termediate nodes. Once the virtual topology is de-
termined and the wavelength assignments have been

?Note that D, (7) includes the fiber(s) corresponding to local connec-
tions, i.e., for attaching an electronic router to the WRS (shown later in
this paper). There are wavelength-related and cost-related issues which
affect the decision on the number of fibers chosen to connect the local
node to the local switch, and these issues are discussed in Section 2.3.



performed, the switch sizes and configurations follow
directly.

Communication between any two nodes now takes place
by following a path (a sequence of lightpaths) from the
source node to the destination node on the virtual topol-
ogy. Each intermediate node in the path must perform (1)
an opto-electronic conversion, (2) electronic routing (pos-
sibly ATM switching, if needed), and (3) electro-optic for-
warding onto the next lightpath.

2.3 An Illustrative Example

We employ an illustrative example to demonstrate how
WDM can be used to upgrade an existing fiber-based net-
work. Using a slightly modified version of the NSFNET
in Fig. 1 as an example, we demonstrate how a hyper-
cube (Fig. 2) can be embedded as a virtual topology over
this physical topology (to be discussed shortly). We also
assume an undirected virtual topology comprising of bidi-
rectional lightpaths in this example. In general, the virtual
topology may be a directed graph, as our formulation in
Section 3 will assume.

The nodal switching architecture consists of an optical
component and an electronic component. The optical com-
ponent is a wavelength-routing switch (WRS), which can
optically bypass some lightpaths, and which can locally ter-
minate some other lightpaths by directing them to node’s
electronic component. The electronic component is an elec-
tronic packet router (which may be an ATM switch), which
serves as a store-and-forward electronic overlay on top of
the optical virtual topology. Fig. 3 provides a schematic
diagram of the architectecture of the Utah node in our il-
lustrative example.

The design of a WRS can take several forms [23]. An
attractive choice is to employ an array of optical space-
division switches, one per wavelength, between the demux
and mux stages. (See Fig. 3.) These switches can be re-
configured under electronic control, e.g., to adapt the net-
work’s virtual topology on demand. One approach would
be to have the local lasers/filters normally operated on
fixed wavelengths, but a facility to tune them to different
wavelengths must be provided.

The virtual topology chosen for our illustration is a 16-
node hypercube (e.g., Fig. 2), although algorithms for ar-
bitrary virtual topology embedding will be studied later in
this paper. Two embeddings which result from the opti-
mization criteria for hypercube embedding studied in [21]
are shown in Figs. 4 and 5. One of these embeddings (Fig.
5) assumes that all of the local laser-filter pairs at a node
operate on different wavelengths, while the other (Fig. 4)
does not.

Note that each virtual link in the virtual topology of Fig.
2is a “lightpath” (or a “clear channel”) with electronic ter-
minations at its two ends only. For example, the CA1-NE
virtual link in Fig. 5 could be set up as an all-optical
channel on one of several possible wavelengths on one of
several possible physical paths, e.g., CA1-UT-CO-NE, or
CA1-WA-TL-NE, or others (see Fig. 5). According to the

solution in [21], the first path is chosen on wavelength 2
for this CA1-NE lightpath. This means that the WRSs
at the UT and CO nodes must be properly configured to
establish this CA1-NE lightpath. For example, the switch
at UT must have wavelength 2 on its fiber to CAl con-
nected to wavelength 2 on its fiber to CO. Since we have
assumed in this example that connections are bidirectional
(note that the virtual topology in this illustration is also
an undirected graph), the CA1-NE connection implies two
directed lightpaths, one from CA1l to NE and the other
from NE to CAL.

The solutions in Figs. 4 and 5 require a maximum of
5 and 7 wavelengths per fiber, respectively, by employing
shortest-path routing of lightpaths on the physical topol-
ogy. If only one fiber is used to connect the local node to
the local WRS, each of the lightpaths emanating from (and
terminating at) that node would need to be on a different
wavelength to avoid wavelength conflicts on the local fiber
(as in the solution in Fig. 5 for the entire network, and in
Fig. 3 for the UT node); accordingly, this solution needs
more wavelengths to embed a virtual topology. If multiple
fibers are used to connect the local node to the local WRS,
multiple lightpaths may emerge from a node on the same
wavelength, and hence fewer wavelengths would be needed,
e.g., see corresponding solution in Fig. 4 for the same hy-
percube virtual topology. However, in both solutions, not
all wavelengths on all fibers may be utilized, e.g., in Fig.
5, only wavelengths 2 and 4 are used on the CA1-UT fiber,
while wavelengths 1, 2, 3, and b are used on the UT-CO
fiber.

For the solution in Fig. 5, the details of one of the nodes,
viz. the one at UT, are shown in Fig. 3. Note that this
switch has to support four incoming fibers plus four out-
going fibers, one each to nodes AB, CAl, CO, and MI, as
dictated by the physical topology. In general, each switch
also interfaces with four lasers (inputs) and four filters (out-
puts), with each laser-filter pair dedicated to accommodate
each of the four virtual links which a node has to support
on the virtual topology. The labels “11 2b 3d 5{” on the
output fiber to CO indicate that the UT-CO fiber uses four
wavelengths 1, 2, 3, and 5, with wavelengths 2 and 3 be-
ing “clear channels” through the UT switch and directed
to the physical neighbors CA1 and MI, respectively, while
wavelengths 1 and b connect to two local lasers. However,
in this example, the virtual topology embedded is an “in-
complete” hypercube with nodes AB and XY considered
non-existent. Hence some nodes, including UT, have fewer
than four neighbors. For this illustration, three laser-filter
pairs at UT need to be operated — one on wavelength 1
(for connection to physical neighbor CO, to support the
lightpath UT-TX); another on wavelength 4 (for connec-
tion to physical neighbor CAl, to support the lightpath
UT-CA1); and a third on wavelength 5 (for connection to
physical neighbor CO, to support the lightpath UT-CO)
(see Fig. 5). Labels on the switch’s output ports indicate
which wavelength on which input fiber or local laser is con-
nected to which wavelength on which output fiber or local

filter.



Fig. 3 shows a few more interesting issues of this archi-
tecture. The box labelled “Router” is an electronic switch
which takes information from terminated lightpaths (1c 46
5e) as well as a local source (labelled “Workstation”), and
routes them to the local lasers (lightpath originators) and
the local destination. We reiterate that the “Router” can
be any electronic switch, including an ATM switch. Also,
the “Router” could have been the existing electronic switch
in an electronic network, with its input and output ports
connected directly to the incoming and outgoing fibers, re-
spectively, at the switching node. The non-router portions
of the node architecture in Fig. 3 are the optical embellish-
ments that may be incorporated to upgrade the electronic
switch to incorporate a WRS.

The WRS associated with the Utah switch would be dif-
ferent in the solution corresponding to Fig. 4. Since we
would have multiple fibers connecting the electronic router
to the WRS, the size of the WRS would need to be a 7 x 7
switch instead of the 4 x 4 switch used in the solution cor-
responding to Fig. 5. However, since the solution corre-
sponding to Fig. 4 requires fewer wavelengths, the number
of space division switches inside the largest WRS would
reduce from 7 to 5. There are cost implications associated
with the WRS design and these costs may influence the
solution that is adopted.

3 Formulation of the Optimization
Problem

We formulate the problem as an optimization problem, us-
ing principles from multicommodity flow for physical rout-
ing of lightpaths and traffic flow on the virtual topology,
and using the following notation:

1. s and d used as subscript or superscript denote source
and destination of a packet, respectively,

2. ¢ and j denote originating and terminating nodes, re-
spectively, in a lightpath, and

3. m and n denote endpoints of a physical link that might
occur in a lightpath.

BGiven:

e Number of nodes in the network = N.

e Maximum number of wavelengths per fiber = M (a
system-wide parameter).

e Physical topology Py, where P, = Poym = 1 if and
only if there exists a direct physical fiber link between

nodes m and n, where m, n =1, 2,3, ... | N; P, =
Ppm = 0 otherwise (i.e., fiber links are assumed to be
bidirectional).

e Distance matrix, viz. fiber distance d,;, from node
m to node n. For simplicity in expressing packet de-
lays, dmy is expressed as a propagation delay (in time
units). Note that dp, = dpm since fiber links are
bidirectional, and d,,, = 0 if P, = 0.

e Number of transmitters at node ¢ = 7; (7; > 1). Num-
ber of receivers at node i = R; (R; > 1).

Traffic matrix A;q which denotes the average rate of
traffic flow from node s to node d, with A;; = 0 for s, d
=1,2,...,N. (Additional assumptions are that packet
interarrival durations at node s and packet lengths are
exponentially distributed, so standard M/M/1 queue-
ing results can be applied to each network link (or
“hop”) by employing the independence assumption on
interarrivals and packet lengths due to traffic multi-
plexing at intermediate hops. Also, by knowing the
mean packet length (in bits/packet), the Asq can be
expressed in units of packets/second.)

Capacity of each channel = C (normally expressed in
bits/second, but converted to units of packets/second
by knowing the mean packet length).

Variables:

Virtual topology: The variable V;; = 1 if there exists
a lightpath from node ¢ to node j in the virtual topol-
ogy; Vi; = 0 otherwise. Note that this formulation is
general since lightpaths are not necessarily assumed to
be bidirectional, ie., Vi; =1 #& Vj; =1

Traffic routing: The variable /\fjd denotes the traffic
flowing from node s to node d and employing V;; as
an intermediate virtual link. Note that traffic from
node s to node d may be “bifurcated” with different
components taking different sets of lightpaths.
Physical topology route: The variable p¥, = 1 if the
fiber link P,,, is present in the lightpath for virtual
link V;;; pid,, = 0 otherwise.

Wavelength color: The variable czj = 1 if a lightpath
from originating node ¢ to terminating node j is as-

signed the color k, where k = 1,2, ... [, M; ¢ =0
otherwise.

BConstraints:

¢ On virtual topology connection matrix V;;:

IN

T; Vi (1)

> Vi
J
s

The equalitiesin (1)-(2) hold if all transmitters at node
¢ and all receivers at node j are in use.
On physical route variables p¥/ -
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R; v (2)

P (3)

P

P Vij
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ZP%]' = Vi (7)
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On virtual topology traffic variables /\fjd:
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{ J
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s,d
e On coloring of lightpaths czj:
Do =V (13)
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BObjective: Optimality Criterion

(a) Delay minimization:

Minimize Z (Z /\fjd

ij sd

Prn * dmn + o — 1sd
[; ¢ - st Azyd
(15)

(b) Maximizing offered load (equivalent to minimizing max-
imum flow in a link):

C
min | max A3l = max
(s[5 =
(16)

BExplanation of Equations The above equations are based

on principles of conservation of flows and resources (transceivers,

wavelengths, etc.) as well as on conflict-free routing, e.g.,
two lightpaths that share a fiber should not be assigned
the same wavelength. Equations (1)-(2) ensure that the
number of lightpaths emanating out of and terminating at
a node are at most equal to that node’s out-degree and
in-degree, respectively. Equations (3)-(4) constrain the
problem so that piJ —can exist only if there is a physi-
cal fiber and a corresponding lightpath present. Equations
(5)-(7) are the multicommodity equations that account for
the routing of a lightpath from its origin to its termina-
tion. Equations (8)-(12) are responsible for the routing of
packet traffic on the virtual topology, and they take into
account the fact that the combined traffic flowing through
a channel cannot exceed the channel capacity. Equation
(13) requires that a lightpath be of one color only. Equa-
tion (14) ensures that the colors used in different lightpaths
are mutually exclusive over a physical link.

Equations (15) and (16) represent two possible objective
functions. In Equation (15), in the innermost brackets, the
first component corresponds to the propagation delays on
the links mn which form the lightpath ¢j, while the sec-
ond component corresponds to delay due to queueing and

Vi, g

packet transmission on lightpath ¢j (using a M/M/1 queue-
ing model for each lightpath). If we assume shortest-path
routing of the lightpaths over the physical topology, then
the pi ~ values become deterministic. If, in addition, we
neglect queueing delays, the optimization problem in Equa-
tion (15) reduces to minimizingy - ;> 7,5 >, /\fjd. 4
which is a mixed-integer linear program in which the V;;
and the czj variables need to have integer solutions, while
the A:¢ variables do not.

The objective function in Equation (16) is also nonlinear
and 1t minimizes the maximum amount of traffic that flows
through any lightpath. This corresponds to obtaining a
virtual topology which can maximize the offered load to
the network if the traffic matrix is allowed to be scaled up.
We choose this optimization for our algorithms in Section
4 because our purpose is to demonstrate how to upgrade
the capacity of existing fiber-based networks by employing
WDM.

4 Algorithms

4.1 Subproblems

he optimization problem in Section 3 is NP-hard, since

veral sub-problems of this problem are NP-hard. The

roblem of optimal virtual topology design can be parti-
tioned into the following four subproblems, which are not
necessarily independent:

1. determine a good virtual topology, viz. which nodal
transmitter should be directly connected to which nodal
recelver,

2. route the lightpaths over the physical topology,

3. assign wavelengths optimally to the various lightpaths
(this problem has been shown to be NP-hard in [8]),
and

. route packet traffic on the virtual topology (as in any
packet-switched network).

Subproblem 1 addresses how to properly utilize the lim-
ited number of available transmitters and receivers. Sub-
problems 2 and 3 deal with proper usage of the limited
number of available wavelengths, and has been addressed
in [3, 25]. Subproblem 4 minimizes the effect of store-and-
forward (queueing plus transmission) delays at intermedi-
ate electronic hops.

4.2 Previous Work

The problem of designing optimal virtual topologies has
been studied before [4, 14]. Our formulation is more general
in the sense that we accommodate many of the physical
connectivity constraints which were not considered earlier.
In general, the optimal virtual topology problem has been
conjectured to be NP-hard, which means that the problem
cannot be solved optimally for large problem sizes, unless
one resorts to some form of exhaustive search. One instance
of this problem has been formulated as a mixed integer
linear program which gets difficult to solve with increasing



problem size [14]. Accordingly, heuristic approaches have
been employed to solve these problems [4, 14].

Related work on these problems can be found in [8, 21,
24, 29]. Embedding of a packet-switched virtual topology
on a physical fiber plant in a switched network was first in-
troduced in [8], and this network architecture was referred
to as a lightnet. Some algorithms to embed a hypercube
virtual topology were provided in [8, 21]. The work in [24]
proposes a virtual topology design for packet-switched net-
works. The average hop distance is minimized which au-
tomatically increases the network traffic supported. The
work in [24] uses the physical topology as a subset of the
virtual topology, employing algorithms for maximizing the
throughput subject to bounded delay characteristics.

The Routing and Wavelength Assignment (RWA) prob-
lem (Subproblems 2 and 3) for routing connections in circuit-
switched networks has been studied in [3, 25, 29]. In [29],
a heuristic algorithm 1s presented for effectively assigning
a limited number of wavelengths among the access stations
of a multihop switched network. In [25], an upper bound is
derived on the carried traffic for any RWA algorithm, while
in [3], a sequence of algorithms is assembled to efficiently
solve large instances of the RWA problem. Conflict-free
wavelength routing in wide-area optical networks employ-
ing the concept of Latin Squares for configuring the wave-
length switches is studied in [6]. Some theoretical results
on the bounds for minimum congestion routing have also
been studied in [28] by using the concept of flow trees to
study minimum and maximum congestion for a network.

Some approaches also employ wavelength conversion at
intermediate nodes [16]. These approaches mitigate the
need for having wavelength continuity, i.e., the fact that a
lightpath needs to use the same wavelength on each fiber
that it passes through. Recoloring of lightpaths in order to
accommodate new connections in a dynamic environment
has been examined in [17], while the use of wavelengths
outside the Erbium-doped region for routing of short light-
paths is studied in [18]. In addition to the above theoreti-
cal studies, a number of comprehensive proposals [11, 9, 10]
have appeared on the design of optical WDM WA Ns includ-
ing the development of devices, protocols, architectures,
and applications.

4.3 Our Solution Approach

To obtain a thorough understanding of the problem, we
concentrate on Subproblems 1 and 4 above, i.e., for the
purposes of this paper, we do not consider the number of
avatlable wavelengths to be a constraint. In the expanded
problem, both the number of wavelengths and their exact
assignments are critical, and this is a topic of our ongo-
ing study. Specifically, we employ an iterative approach
consisting of “simulated annealing” to search for a good
virtual topology (Subproblem 1), in conjunction with the
“flow deviation” algorithm for optimal (possibly “bifur-
cated”) routing of packet traffic on the virtual topology
(Subproblem 4). Also, although the virtual topology can
be an undirected graph, we consider lightpaths to be bidi-

rectional in our solution here since most (Internet) network
protocols rely on bidirectional paths and links. In addi-
tion, we consider Optimization Criterion (b) of Equation
(16) (maximizing offered load) for our illustrative solution
below, mainly because we are interested in upgrading an
existing fiber-based network to a WDM solution.

We start with a random configuration (virtual topol-
ogy) and try to find a good virtual topology through simu-
lated annealing by using node-exchange (similar to branch-
exchange [14]) techniques. Then, we scale up the traffic
matrix to ascertain the mazimum throughput that can be
accommodated by the virtual topology, using flow devi-
ation for packet routing over the virtual topology. For
a given traffic matrix, the flow-deviation algorithm mini-
mizes the network-wide packet delay by properly distribut-
ing the flows on the virtual links (to reduce the effect of
large queueing delays).

We have used measured data over the NSFNET back-
bone as our sample traffic matrix. We scale up each entry
in the traffic matrix by a constant scaleup factor and ver-
ify if the offered load from the scaled-up traffic matrix can
be accommodated by the virtual topology. Our goal is
to design the virtual topology that can accommodate the
maximum traffic scaleup. This provides an estimate of the
maximum throughput we can expect from the current fiber
network if it were to support WDM, and if future traffic
characteristics were to model present-day traffic character-
istics except for the traffic intensities to grow by a constant
scale factor. While it 1s difficult to predict future traffic
characteristics, we believe that our approach provides a
reasonable framework for analysis and design.

4.4 Simulated Annealing

Simulated annealing (along with genetic algorithms) has
been found to provide good solutions for hard optimiza-
tion problems [1]. In the simulated annealing process, the
algorithm starts with an initial random configuration for
the virtual topology. Node-exchange operations are used
to arrive at neighboring configurations. In a node-exchange
operation, adjacent nodes in the virtual topology are ex-
amined for swapping, e.g., if node 7 is connected to nodes
j, a, and b, while node j is connected to nodes p, ¢, and i
in the virtual topology, after the node-exchange operation
between nodes 7 and j, node ¢ will be connected to nodes
p, q, and j, while node j will be connected to nodes a, b,
and i. Neighboring configurations which give better results
(lower average packet delay) than the current solution are
accepted automatically. Solutions which are worse than the
current one are accepted with a certain probability which
is determined by a system control parameter. The prob-
ability with which these failed configurations are chosen,
however, decreases as the algorithm progresses in time so
as to simulate the “cooling” process associated with anneal-
ing. The probability of acceptance is based on a negative
exponential factor and is inversely proportional to the dif-
ference between the current solution and the best solution
obtained so far.



4.5 Flow Deviation Algorithm

By properly adjusting link flows, the flow deviation algo-
rithm [12] provides an optimal algorithm for minimizing
the network-wide average packet delay. However, traffic
from a given source to a destination may be bifurcated,
i.e., different fractions of it may be routed along different
paths in order to minimize the packet delay. If the flows are
not balanced, then excessively loading of a particular chan-
nel may lead to large delays on that channel and thus have
a negative influence on the network-wide average packet
delay. The algorithm is based on the notion of shortest-
path flows which first calculates the linear rate of increase
in the delay with an infinitesimal increase in the flow on
any particular channel. These “lengths” or “cost rates”
are used to pose a shortest-path flow problem (which can
be solved using one of several well-known algorithms such
as Dijkstra’s algorithm, Bellman-Ford algorithm, etc. [27])
and the resulting paths represent the “cheapest” paths on
which some of the flow may be deviated. An iterative al-
gorithm determines how much of the original flow needs
to be deviated. The algorithm continues until a certain
performance tolerance level is reached.

5 Experimental Results

The simulated annealing algorithm as well as the flow de-
viation algorithm were both used to derive results for the
virtual topology design problem, viz. to study Subprob-
lems 1 and 4 outlined in Section 4.1. The traffic matrix
employed for this mapping is an actual measurement of the
traffic on the T1 NSFNET backbone for a 15-minute period
(11:45pm to midnight on January 12, 1992, EST). The raw
traffic matrix showing traffic flow in bytes per 15-minute in-
tervals between network nodes is shown in Fig. 6.3 Nodal
distances used are the actual geographical distances and
they are not shown here to conserve space. Initially, it was
assumed that each node could set up at most four bidirec-
tional lightpath channels, but later more experiments were
conducted to study the effect of having higher nodal de-
gree. The number of wavelengths per fiber was assumed
to be large enough so that all possible virtual topologies
could be embedded®*.

Some of our results are tabulated in Table 1. For each
experiment, the maximum scaleup achieved is tabulated
along with the corresponding individual delay components,
the maximum and minimum link loading as well as the av-

3NSFNET backbone data was collected by the nnstat program and
made available to us by the National Science Foundation (NSF) through
its Merit partnership. The traffic matrix shown in Fig. 6 is not exactly
the same as the one used in our previous work [21]. Discrepancies can be
attributed to different ways of filtering the raw data. The matrix we are
currently using is more accurate. Also, the traffic matrix in Fig. 6 shows
that several nodes have “self traffic”. This is due to the fact that nodes
in the NSFNET are actually gateways connecting to regional networks,
so some of the intra-regional traffic at each node also showed up in our
measurements.

4If we limit the number of wavelengths supported on each fiber, it
might not be possible to set up all possible lightpaths in a virtual topology.
There are established bounds on the minimum number of wavelengths
required to set up arbitrary virtual topologies for a given number of nodes
[22].

erage hop distance®. Since the aggregate capacity for the
carried traffic is fixed by the number of links in the network,
reducing the average hop distance can lead to higher values
of load that the network can carry. The queueing delay was
calculated using a standard M/M/1 queueing system with
a mean packet length calculated from the measured traffic
(133.54 bytes/packet) and a link speed of 45 Mbps. We
assume infinite buffers at all nodes. The “cooling” param-
eter for the simulated annealing is updated after every 100
acceptances using a geometric parameter of value 0.9. A
state 1s considered “frozen” when there 1s no improvement
over 100 consecutive trials.

BPhysical Topology as Virtual Topology (No WDM) Our
goal was to obtain a fair estimate of what optical hard-
ware can provide in terms of extra capabilities. In this
experiment, we start off with just the existing hardware
(as in any electronic, packet-switched network), compris-
ing of fiber and point-to-point connections using a single
bidirectional lightpath channel per fiber link, i.e., no WDM
1s used. Using flow deviation, the maximum scaleup that
could be achieved was found to be 49 (only integer values of
the scaleup were considered). The link with the maximum
traffic (WA-IL) was loaded at 98%, while the link with
the minimum traffic (NY-MD) was at 32%. (These num-
bers are truncated to show their integer part only.) These
values serve as a basis for comparison as to what can be
gained in terms of throughput by adding extra WDM op-
tical hardware, viz. tunable transceivers and wavelength
routing switches at nodes.

Multiple point-to-point links (No WRS) The goal of the
next experiment was to determine how much throughput
we could obtain from the network without adding any pho-
tonic switching capability at a node, but by adding extra
transceivers (up to four) at each node, i.e., WDM is used on
some links, but no WRS capability is employed at any node.
The initial network had 21 links in the physical topology
(see Fig. 1). Using extra transceivers at the nodes, we
set up extra links on the paths NE-CO, NE-IL, WA-CAZ2,
CA1-UT, MI-NJ, and NY-MD. These lightpaths are chosen
manually. Different combinations were considered and the
choice of channels which provided the maximum scaleup
was chosen. Given 14 nodes, each with a nodal degree of
four, we should have been able to have 28 channels. How-
ever, the GA node is connected only to TX and PA, both
of which are physically connected to four nodes already;
hence, they do not have any free transceivers to create an
extra channel to GA. Thus, we could add only six new
channels. In this case, the maximum scaleup was found to
be 57. We found that the two NY-MD channels had a load
of only 23%, while the UT-MI channel had a load of 99%.

BArbitrary Virtual Topology (Full WDM) In the final
experiment, we assumed full WDM with all nodes equipped
with WRSs, 1.e., 1t may now be possible to set up light-

5The average hop distance for packets is an important figure of merit
for the topology chosen. It not only has a direct bearing on the queue-
ing delays that a packet suffers, but more importantly, it determines the
maximum offered load for the network. The product of the average hop
distance and the offered load in the network equals the aggregate traffic
load on all the links.



paths between any two nodes. We did not constrain the
number of wavelengths supported in each fiber, so that all
graphs of degree four were candidates for possible virtual
topologies; also, all lightpaths were assumed to be routed
over the shortest path on the physical topology. Start-
ing off with a random initial topology, we used simulated
annealing to get the best virtual topology. The experi-
ment ran on an unloaded Sparc 10 for approximately three
days. The best virtual topology, which i1s shown in Ta-
ble 2, provided a maximum scaleup of 106. Clearly, the
increased scaleup demonstrates the benefits of the WDM-
based virtual-topology approach. Now, the minimum load-
ing was on link UT-TX at 71%, while all the other links
were above 98% loading.

Comparisons The various delay characteristics (viz. over-
all average packet delay (FD), average propagation delay
encountered by each packet (PD), average queueing delay
experienced by each packet (QD), and the mean hop dis-
tance (HD)), as functions of the scaleup (throughput), for
the above three experiments are shown in Figs. 7 through
9. The scaleup provides an estimate of the throughput in
the network. We note from these figures, as well as from
Table 2, that the propagation delay is the dominant com-
ponent of the packet delay. Also, at light loads, the average
propagation delay faced by packets in NSFNET is a little
over 9 ms (for the given traffic matrix), and this serves as
a lower bound on the average packet delay. As a basis for
comparison, the coast-to-coast one-way propagation time
is nearly 23 ms. Thus, on an average, each packet travels
about 40% of the coast-to-coast distance.

Note that the average queueing delay increases slightly
with increasing traffic until the scaleup nearly reaches its
maximum value, after which there is a sharp increase in
queueing delay. The propagation delay also increases with
increasing scaleup as more traffic is deviated away from
shortest path routes by the flow deviation algorithm. One
interesting feature is that the average hop distance de-
creases as the traffic load is increased; this is again because
of the flow deviation algorithm which will deviate traffic
onto longer links, which might increase the propagation
delay encountered by a packet (compared to shortest-path
routing), but helps to decrease the average hop distance.

Fig. 10 plots the different aggregate average packet de-
lays for the three different schemes. The throughput ad-
vantage of having no WDM vs. using WDM on a few links
but no WRS vs. employing full WDM and WRSs is again
clear from this figure. But we notice that the delay in the
first two cases is lower than that when using a virtual topol-
ogy. This 1s because, in the full WDM case, the shortest
path along the physical topology cannot always be chosen
because of the virtual topology, so that some packets may
have to travel longer distances, in general. However, the
scaleup 1n the virtual topology is much more than that for
the other two schemes; so addition of switches at interme-
diate nodes to do wavelength routing provides a significant
improvement in throughput for the network.

BEffect of Nodal Degree and Wavelength Requirements

So far, the nodal degree (P) was four. Now, we consider

full WDM (with a WRS at each node), and increase the
nodal degree to 5 and 6. We find that the maximumscaleup
increased nearly proportionally with increasing nodal de-
gree. Actually, with the scaleup of 106 for P=4 as a base-
line, proportional increase in scaleup for P = 5 and 6, would
yield 132.5 and 159, respectively. However, in our exper-
iments, the observed maximum scaleups for P = 5 and 6
were higher, viz. 135 and 163, respectively (refer to Ta-
ble 3). This is due to the fact that, as the nodal degree
is increased, the average hop distance of the virtual topol-
ogy is reduced, which provides the extra improvement in
the scaleup. Minimizing hop distance can be an important
optimization problem, and has been studied in [24].

Although no constraints on wavelengths per fiber were
imposed 1n this study, we also examined the wavelength
requirements to set up a virtual topology using shortest-
path routing of lightpaths on the physical topology. As-
suming no limit on the supply of wavelengths, but with the
wavelength constraints as outlined before (Section 3), the
maximum number of wavelengths required for embedding
the best virtual topology (which provided the maximum
scaleup) with degree P = 4,5, and 6 were found to be 6, 8,
and 8 wavelengths, respectively. The corresponding distri-
butions of the number of wavelengths used in each of the
21 fiber links of the NSFNET (see Fig. 1) are plotted in
Fig. 11. We find that, with increasing nodal degree, i.e.,
with an increasing number of lightpaths to be supported,
the average number of wavelengths a fiber needs to support
increases. However, due to the combination of reasons such
as desired virtual topology, shortest-path routing of light-
paths, and wavelength constraints, it may so happen that
there is no link on the physical topology that employs all
of the required wavelengths. This happened for our P=6
experiment, i.e., although 8 wavelengths were required to
embed the virtual topology, no physical link carried all 8
wavelengths.

6 Discussion

We explored design principles for next-generation optical
wide-area networks, employing wavelength-division multi-
plexing (WDM) and targeted to nationwide coverage. We
showed that such a WDM-based network architecture can
provide a high aggregate system capacity due to spatial
reuse of wavelengths. Our objective was to investigate the
overall design, analysis, upgradability, and optimization of
a nationwide WDM network consistent with device capa-
bilities.

The virtual topology optimization problem discussed in
this paper serves as an illustration, and it is a first step
towards a robust and versatile WDM WAN solution. We
believe that a significant amount of room exists for devel-
oping improved approaches and algorithms, and a number
of research issues must be addressed in this regard. An
interesting avenue of research is to study how routing and
wavelength assignment of lightpaths can be combined with
the choice of virtual topology and its corresponding packet



routing in order to arrive at an optimum solution. Dy-
namic establishment and reconfiguration of lightpaths is
an important issue which needs to be thoroughly studied.
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Parameter

Physical Topology

Many pt — pt links

Arbitrary v.t.

Maximum scale up 49 57 106
Avg. Pkt. Delay 11.739 ms 12.5542 ms 17.8146 ms
Avg. Prop. Delay 10.8897 ms 10.9188 ms 14.4961 ms
Queueing Delay 0.8499 ms 1.6353 ms 3.31849 ms
Avg. Hop Distance 2.12186 2.2498 1.71713
Max. Link Loading 98% 99% 99%
Min. Link Loading 32% 23% 1%

Table 1: Summary of experimental results.
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Sre Neighbours
WA | CAl, CA2 MI, UT
CAl | WA, CO, 1L, TX
CA2 | WA, PA, NE, GA
UT | WA, TX, IL, MD
CO | CAl, MD, NE, GA
TX | CAL1, UT, GA NJ
NE | CA2, CO,IL, MI
IL CA1, UT, NE, PA
PA CA2,IL, NY, NJ
GA | CA2, CO, TX, NY
MI WA, NE, NY, NJ
NY | PA, GA, MI, MD
NJ TX, PA, MI, MD
MD | CO, NY,NJ,UT

Table 2: Virtual topology for nodal degree = 4 and best scaleup (106).
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Transceivers/node | Scaleup
4 106
5 135
6 163

Table 3: Traffic scaleups for different nodal degrees.
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Figure 2: A 16-node hypercube virtual topology embedded on the physical topology of Fig. 1.
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Figure 4: The physical topology with embedded wavelengths corresponding to an optimal solution (more than one
transceiver at any node can tune to the same wavelength).
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Figure 5: The physical topology with embedded wavelengths corresponding to an optimal solution (all transceiver pairs
at any node must be tuned to different wavelengths).
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Figure 7: Delay vs. throughput (scaleup) characteristics with no WDM, i.e., physical topology as virtual topology.
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Figure 8: Delay vs. throughput (scaleup) characteristics with WDM used on some links, but no WRSs, i.e., multiple
point-to-point links are allowed on the physical topology.
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Figure 9: Delay vs. throughput (scaleup) characteristics with full WDM on some links and a WRS at each node, i.e.,
arbitrary virtual topologies are allowed.
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Figure 10: Delay vs. throughput (scaleup) characteristics for different virtual topologies.

23



References

(1]
[2]

[3]

[10]

A. Aarts and J. Korst. Simulated Annealing and Boltz-
mann Machines. John Wiley and Son, 1989.

A.S. Acampora. A multichannel multihop local light-
wave network. In Proceedings, IEEE GlobeCom 87,
Tokyo, Japan, November 1987.

D. Banerjee and B. Mukherjee. Practical approaches
for routing and wavelength assignment in large all-
optical wavelength-routed networks. IEEE Journal on
Selected Areas in Commaunications, 14(5), June 1996.
J. A. Bannister, L. Fratta, and M. Gerla. Topological
design of the wavelength-division optical network. In
Proceedings, IEEE INFOCOM 90, pages 1005-1013,
San Francisco, CA, June 1990.

C. A. Brackett. Dense wavelength division multiplex-
ing networks: Principle and applications. TEFE Jour-
nal on Selected Areas in Communications, 8(6):948—
964, August 1990.

C. Chen and S. Banerjee. Optical switch configura-
tion and lightpath assignment in wavelength routing
multihop lightwave networks. In Proceedings, IEEE
INFOCOM 95, pages 1300-1307, Boston, MA, June
1995.

I. Chlamtac, A. Ganz, and G. Karmi. Lightpath com-
munications : An approach to high bandwidth opti-
cal WANs. TEEE Transactions on Communications,
40(7):1171-1182, July 1992.

I. Chlamtac, A. Ganz, and G. Karmi.  Light-
nets: Topologies for high speed optical net-
works. TEEE/OSA Journal of Lightwave Technology,
11(5/6):951-961, May/June 1993.

C. A. Brackett et. al. A scalable multiwavelength mul-
tihop optical network : A proposal for research on all-
optical networks. IEEFE/OSA Journal of Lightwave
Technology, 11(5/6):736-753, May/June 1993.

G. Hill et. al. A transport network layer based on op-
tical network elements. IEEE/OSA Journal of Light-
wave Technology, 11(5/6):667-679, May/June 1993.
S. B. Alexander et. al. A precompetitive consor-
tium on wide-band all-optical networks. TEEE/OSA
Journal of Lightwave Technology, 11(5/6):714-735,
May/June 1993.

L. Fratta, M. Gerla, and L. Kleinrock. The flow devi-
ation method: an approach to store-and-forward com-
munication network design. Networks, 3:97-133,1973.

P. E. Green. Fiber Optic Networks. Prentice Hall,
1993.
J. F. P. Labourdette and A. S. Acampora. Re-

configuration algorithms for rearrangeable lightwave
networks. [EEF Transactions on Communications,
39(8):1223-1230, August 1991.

J. F. P. Labourdette, G. W. Hart, and A. S. Acam-
pora. Branch-exchange sequences for reconfiguration
of lightwave networks. IEFFEFE Transactions on Com-
munications, 42(10):2822-2832, October 1994.

K. C. Lee and V. O. K. Li. A wavelength convert-
ible optical network. IEEE/OSA Journal of Lightwave

24

[17]

[20]

[21]

Technology, 11(5/6):962-970, May/June 1993.

K. C. Lee and V. O. K. Li. A circuit rerouting algo-
rithm for all-optical wide-area networks. In Proceed-
wngs, IEEE INFOCOM ’94, pages 954-961, Toronto,
Canada, June 1994.

K. C. Lee, V. O. K. Li, S. M. Hwang, and A. E.
Willner. Routing for all-optical networks using wave-
lengths outside erbium-doped fiber amplifier band-
width. Journal of Lightwave Technology, 13(5):791-
801, May 1995.

B. Mukherjee. WDM-based local lightwave networks —
part I: Single-hop systems. IEEE Network Magazine,
6(3):12-27, May 1992.

B. Mukherjee. WDM-based local lightwave networks
— part II: Multihop systems. IEEE Network Magazine,
6(4):20-32, July 1992.

B. Mukherjee;, S. Ramamurthy, D. Banerjee, and
A. Mukherjee.  Some principles for designing a
wide-area optical network. In Proceedings, IFEE
INFOCOM °94, pages 110-119, Toronto, Canada,
June 1994. (Also, expanded version submitted to
IEEE/ACM Transactions on Networking).

R. K. Pankaj. Architectures for Linear Lightwave Net-
works. PhD thesis, Dept. of Electrical Engineering and
Computer Science, MIT, Cambridge, MA, September
1992.

R. Ramaswami. Multiwavelength lightwave networks
for computer communication. ITEEE Communications
Magazine, 31(2):78-88, February 1993.

R. Ramaswami and K. Sivarajan. Design of logical
topologies for wavelength-routed all-optical networks.
In Proceedings, IEEFE INFOCOM 95, pages 1316—
1325, Boston, MA, April 1995.

R. Ramaswami and K. Sivarajan. Optimal routing
and wavelength assignment in all-optical networks.
IEEE/ACM Transactions on Networking, 3(5):489-
500, October 1995.

G. N. Rouskas and M. H. Ammar. Dynamic reconfig-
uration in multihop WDM networks. Journal of High
Speed Networks, 4(3):221-238, 1995.

W. Stallings. Data and Computer Communicalions.
Macmillan Pub. Co., New York, NY, fourth edition,
1994.

B. Yener and T. Boult. A study of upper and lower
bounds for minimum congestion routing in lightwave
networks. In Proceedings, IEEE INFOCOM 9/, pages
138-148, Toronto, Canada, June 1994.

Z. Zhang and A. Acampora. A heuristic wave-
length assignment algorithm for multihop WDM net-
works with wavelength routing and wavelength reuse.
IEEE/ACM Transactions on Networking, 3(3):281-
288, June 1995.

Biswanath Mukherjee (S ’82 - M ’87)
received the B.Tech. (Hons) degree from In-
dian Institute of Technology, Kharagpur (In-
dia) in 1980 and the Ph.D. degree from Univer-
sity of Washington, Seattle, in June 1987. At



Washington, he held a GTE Teaching Fellow-

ship and a General Electric Foundation Fel-

lowship. In July 1987, he joined the University

of California, Davis, where he became Profes-

sor of Computer Science in July 1995. He is

co-winner of prize paper awards presented at
the 1991 and the 1994 National Computer Security Conferences. He
serves on the editorial boards of the IEEE/ACM Transactions on
Networking and Journal of High-Speed Networks. He co-guest-edited
a special issue of the Journal of High-Speed Networks on the topic
of WDM Networks, published in 1995. He also served as Technical
Program Chair for the IEEE INFOCOM ’96 Conference. His research
interests include lightwave networks, high-speed local and metropoli-
tan area networks, and network security. Readers may contact him
via e-mail at mukherje@cs.ucdavis.edu.

Dhritiman Banerjee received the B.Tech.
(Hons) degree from Indian Institute of Tech-
nology, Madras (India) in 1992 and and the
M.S. degree from the University of California,
Davis in 1994.

He is currently a Reseach Assistant with the Networks Research
Lab at the University of California, Davis, where he is working to-
wards the Ph.D. degree. His research interests include architectures
and protocols for WDM wide-area optical networks. Readers may
contact him via email at banerjed@cs.ucdavis.edu.

S. Ramamurthy received the B. Tech. (Hons)
degree in Computer Science from the Indian
Institute of Technology, Madras (India)in 1991.
He is currently working towards his doctoral
degree in the Department of Computer Sci-
ence at the University of California, Davis,
and is currently employed at Bay Networks,
Santa Clara, CA. His research interests include
design, analysis, and modeling of computer
networks, particularly optical networks, and
study of network algorithms.

Amarnath Mukherjee received his Ph.D.
degree in Computer Science from the Univer-
sity of Wisconsin at Madison in 1990, and a
Bachelor of Technology (Honors) degree in Com-
puter Science and Engineering from the Indian
Institute of Technology at Kharagpur in 1984.
He works on network workload modeling and
resource- management algorithms. Earlier, he
worked on error recovery protocols.

25



[] Nodal Degree 4
6l B [J Nodal Degree5
M Nodal Degree 6
5— i
#of fibers 41 — —
3 I — —
2 S —t —
1L

o
[N
N

3 4 5

»
~
[e¢]

Wavelengths per fiber

Figure 11: Distributions of the number of wavelengths used in each of the 21 fiber links of the NSFNET for the virtual
topology approach with nodal degree P = 4, 5, and 6.

26



