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Given the crucial role of process modeling in product development (PD) project management

research and practice, and the variety of models proposed in the literature, a survey of the PD
process modeling literature is timely and valuable. In this work, we focus on the activity network-based
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literature published in the last decade. To organize our survey, we use a framework based on the
purposes of PD process models: project visualization, project planning, project control, and project
development. For each purpose, we provide an overview of the relevant models, highlight their key
assumptions and findings, synthesize key insights, and illuminate avenues for further research. Al-
though the survey reveals many insights and opportunities, five major areas for future study became
apparent: activity interactions, global process improvements, process models as an organizing structure

for knowledge management, modeling in cases of uncertainty and ambiguity, and determining the
optimum amount of process prescription and structure for an innovative project.
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1. Introduction

Product development (PD) comprises the myriad of
multifunctional activities conducted by a firm be-
tween “defining a technological or market opportu-
nity” and “starting production” of a unique product
or service.! The goal of PD is to create a “recipe”
(Reinertsen 1999) for producing a product or service.
PD can be a major competitive lever for a firm. Com-
panies such as Toyota have effectively reduced PD
time to beat competitors to markets, contained PD
costs by using fewer resources, and used PD activities
as an opportunity to “design in” quality. The impor-
tance of PD has increased with the heightened pace of

! There may not necessarily be a clean break between development
and production: some test and evaluation units may be produced
prior to the “official” start of production, and some development
work may continue beyond the start of production.
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new product introductions and the mushrooming of
product variety (Holman, Kaas, and Keeling 2003).
The concurrent engineering approach to PD (e.g.,
Prasad 1996) increased the managerial challenges and
the need for coordination and integrated decision sup-
port. The significance of PD and the pressures for
“faster, better, cheaper” products has captured the
attention of researchers in a variety of disciplines,
including engineering, project management, opera-
tions management, organizational science, and mar-
keting, which in turn has generated an extensive body
of literature on PD in general and on project manage-
ment in the PD area—especially the PD process. A
process is “an organized group of related tasks that
work together to create a result of value” (Hammer
2001) or a network of customer-supplier relationships
and commitments that drive activities to produce re-
sults of value (Pall 1999). In recognition of the value of
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models to represent, understand, engineer, manage,
and improve PD processes, a variety of models have
been proposed in the literature. Most PD process mod-
els have used the activity network as a fundamental
framework. We feel that a survey, synthesizing this
extensive body of work, is both timely and valuable.
This paper presents a survey of the activity net-
work-based process modeling literature pertaining to
PD project management. Our goal is to provide an
overview of the relevant papers published in the last
decade and (i) highlight the models’ main assump-
tions and findings, (ii) bring across key insights, and
(iii) identify connections and gaps that suggest ave-
nues for interesting research with high value to prac-
titioners. The rest of this paper is organized as follows.
Subheading 2 describes our scope and organizing
framework and 3 our research methodology. Sub-
heading 4 contains the literature survey, organized by
modeling purposes; it summarizes insights and sug-
gests areas for future research. Subheading 5 provides
concluding remarks, including five major themes.

2. Scope and Organizing Framework
Given the vast literature on PD project management,
developed in a variety of disciplines and with differ-
ent methodological approaches, we limit the scope of
our survey to facilitate a thorough presentation within
space constraints. We define the scope as follows.
First, in terms of the topic area, PD project manage-
ment, we focus on the process rather than the end
product (recipe) or the (human resources) organization.
Thus, we do not include in our survey the literature
dealing with the product architecture (e.g., Ramdas
2003; Ulrich 1995) or the organization design (e.g.,
Galbraith et al. 1993). However, we do mention sev-
eral instances in which process interacts with product
and organization. Second, we focus on single projects,”
not on project portfolios. Thus, we do not survey the
literature on which projects to undertake or how to
evaluate one project relative to another. Where we
include models that address both single- and multi-
project characteristics, we focus on their contributions
in the single-project case. Third, in terms of the meth-
odological approach, we focus on a particular class of
models, activity-based models, which view a project as a
process, decomposed into a network of activities.
Thus, we do not include in our survey most systems
dynamics models (e.g., Sterman 2000), which view a
project as stocks and flows of generic work to be done.
Nor do we include causal models or parametric models,
which might use techniques such as regression anal-
ysis.

> We use the term “project” broadly in this review to include the
term “program” in cases where that term refers to a large project but
not in cases where that term refers to a portfolio of projects.

Before discussing the framework we use to organize
our survey, we provide a brief discussion of the dif-
ferences between the general topic of project manage-
ment and PD project management. The Project Man-
agement Institute defines a project as “a temporary
endeavor undertaken to create a unique product, ser-
vice, or result” (PMI 2004). Clearly, PD project man-
agement is a subset of the generic project management
domain. However, PD projects tend to involve greater
amounts of innovation, creativity, concurrency, and
iteration than many other types of projects (Kline
1985). Ambiguities, uncertainties, and interdependen-
cies among activities, their results, people, and their
tools make PD processes complex and challenging to
model. We identify three fundamental propositions
that provide support and motivation for developing
process models of PD projects: (1) Despite its novelties
and ambiguities, the PD process has some repeatable
structure (e.g., Austin et al. 2000a; Tatikonda and
Rosenthal 2000). This proposition stems from the en-
gineering design literature (e.g., Pahl and Beitz 1995),
where design is something of an art but with many
consistent patterns. That is, although a PD project
seeks to do something unique, an individual or orga-
nization tends to follow a similar approach in each
instance and learns and adapts (more or less) through
successive instances. (2) Project management is facili-
tated by a structured approach, especially one sup-
ported by models of what work can and should be
done when, and what information can and should be
created when—i.e., process models. Although this
standard assumption underlies most project manage-
ment literature (e.g., Meredith and Mantel 2003; PMI
2004), it becomes especially important as the informa-
tion flows become more complex, as in PD projects. (3)
Processes are systems and can be engineered, facili-
tated by appropriate process models (e.g., Negele,
Fricke, and Igenbergs 1997; Browning 2002). Indeed,
PD processes are quite complex systems, yet they can
be designed (Whitney 1990), and models become in-
creasingly important to designers as complexity
grows. Although these propositions are axiomatic and
widely accepted, they could bear further scrutiny in
research. Nevertheless, they provide a theoretical ba-
sis for the subject matter of our survey.

To organize our survey, we use a purpose-based
framework. We ask, “What are the key issues manag-
ers face in designing and managing the PD process,
for which process models provide support?” We iden-
tify four broad categories of purposes, as illustrated
in Table 1.> We believe that these four categories pro-
vide a coherent and fairly complete framework to
present an overview of the studies we survey. We

% These categories of purposes are derived from earlier compilations
by Fricke et al. (1998) and Browning (2002).
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Table 1 Four Categories of Purposes for PD Process Modeling®

1. PD project visualization

a. Actions, interactions, and commitments

b. Customized “views”

. PD project planning

a. Making commitments

b. Choosing activities

¢. Structuring the process

d. Estimating, optimizing, and improving key variables (time, cost, etc.)
e. Allocating resources

. PD project execution and control

a. Monitoring commitments

b. Assessing progress

¢. Re-directing

d. Re-planning

PD project development

a. Continuous improvement

b. Organizational learning and knowledge management
c. Training

d. Compliance

N

w

B

recognize that other frameworks could be used to
organize the literature. For example, Smith and Mor-
row (1999) organized their paper from the perspective
of the frameworks (or methodologies) within which the
models are built. Krishnan and Ulrich (2001) orga-
nized their paper around the decisions in PD. We do
not claim that the purpose-based framework is supe-
rior to other classification schemes. Because our goal
in this work is to bring across insights and identify
future research opportunities rather than to develop a
typology for classifying the existing literature, we find
the purpose perspective particularly appealing. The
purpose perspective is useful because it highlights the
research areas in a broad sense (instead of pointing
only to small changes to existing models). It helps
identify purposes with a paucity of supporting models
in the literature, thereby uncovering opportunities for
further research. We feel that it is beneficial for uncov-
ering previously unnoticed connections among seem-
ingly disparate streams of work and for identifying
knowledge gaps and research opportunities.

Our survey complements several previous papers.
Brown and Eisenhardt (1995) focus on empirical work
on the structures and processes by which individuals
create products. They summarize the factors affecting
PD project success but do not emphasize process mod-
eling. Similarly, Gerwin and Barrowman (2002) and
Shane and Ulrich (2003) provide empirical and general
reviews of PD literature, but they do not emphasize
process modeling. Elmagrabhy (1995) focuses on ac-
tivity networks and computer-based software imple-
mentations of them in generic project management.
Finger and Dixon (1989) and Kusiak (1999) review PD
process models from an engineering design stand-
point, whereas our survey focuses on the managerial
purposes supported by process models. Smith and

Morrow (1999) also concentrate on engineering mod-
els of the PD process, categorizing the papers by mod-
eling framework and objectives such as sequencing
and scheduling, decomposition, and design review
timing. They also offer a set of criteria for evaluating
models. Our survey is closest to the Smith and Mor-
row paper in the territory it covers, although we ad-
dress a broader set of models, more recent papers, and
the managerial purposes of modeling. Krishnan and
Ulrich (2001) review the decisions made in PD, some
of which (in the categories of Product Development
Organization and Project Management) overlap with
the purposes presented in our paper. Our survey fo-
cuses even more on the decisions in setting up a PD
project, specifically the decisions supported by pro-
cess models. Overall, our survey complements these
earlier papers but goes beyond them in several aspects
(such as covering a much broader set of literature and
a wider set of managerial purposes for process mod-
eling), thereby adding important insights and illumi-
nating new research opportunities.

3. Research Methodology

We followed, much like Krishnan and Ulrich (2001), a
loosely structured approach to comprehensively sur-
vey the vast and expansive literature relating to PD
process modeling within the defined scope. We fo-
cused on works that self-identify with the term “PD.”
However, because many papers address similar issues
without this term, using the term “project” instead, we
also surveyed some non-PD-specific literature in areas
such as project management, knowledge manage-
ment, business process modeling, and systems engi-
neering, where these otherwise fit our scope. First, we
created a superset of papers® related to PD process
modeling through several steps: (i) We searched the
tables of contents of 18 major journals from 1994 to
early 2005: ASME Journal of Mechanical Design, Decision
Sciences, Design Studies, European Journal of Operational
Research, IEEE Transactions on Engineering Management,
Interfaces, Journal of Engineering Design, Journal of Mar-
keting Research, Journal of Operations Management, Man-
agement Science, Manufacturing & Services Operations
Management, Marketing Science, Operations Research,
Organization Science, Production and Operations Manage-
ment, Project Management Journal, Research in Engineer-
ing Design, and Systems Engineering. These journals
span the engineering design, management science,
marketing, operations management, and project man-
agement areas. (ii) We conducted a general search of
the literature based on key words, looking also at the
broader literature on software development, business
processes, and knowledge management. (iii) We used

4 For simplicity, we refer to all publications as “papers.”
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the reference lists from highly cited papers. (iv) We
surveyed 44 members of the PD research community,
seeking inputs on what they thought were the influ-
ential reports on PD process modeling, or the most
influential PD process models. These steps gave us a
master list of about 400 papers, from which we culled
a working list of about 200 papers by filtering out ones
that were (a) outside our scope, (b) not in archival
publications, and (c) devoted to software tools and
vendors.

4. Literature Survey

We organize our survey around the categories of PD
process modeling purposes shown in Table 1. In each
category, we identify the key purposes, in most cases
by listing them in tables with references to associated
papers. We distinguish purposes that we feel are in
special need of research by using stars in the tables.
These tables serve as stand-alone guides for the
reader. Considering each purpose (or, in some cases,
sub-purposes), we first present a brief discussion of
the literature, then bring across the key insights, and
finally identify avenues for further research pertaining
to that purpose.

4.1. PD Process Visualization Purposes
Documenting what, how, and when work should be
done—in a highly visual medium—surfaces latent as-
sumptions and sparks innovation (Dougherty 2001).
For example, a large process flow map in a conference
room can be the focal point for group discussion and
the vehicle for moving towards shared mental models.
Process models can provide “situation visibility”
(Steward 2000): they empower the workforce to
achieve focused, committed, and accountable collabo-
ration (Nonaka 1994), which is becoming increasingly
important in large, complex organizations and sup-
plier networks.

In supporting the visualization purposes, a process
model may be “viewed” in several different ways.
Whereas a process model includes the attributes of and
the underlying assumptions about the process which
are deemed sufficient to describe it, a view is an ar-
rangement of symbols, a table, or other depiction cho-

Table 2 PD Process Visualization Purposes

sen to display a selected subset of those attributes and
assumptions. For example, the ubiquitous process
flowchart provides a view of the activities in a process
and their precedence relationships via a set of sym-
bols—i.e., boxes and arrows. This view tends to em-
phasize the activities—they are often labeled or
named—and may include notation about their dura-
tions, start and finish times, etc. PD processes are
complex, and it is impossible to describe their behav-
ior fully from a single standpoint, using a single view.
Because the inclusion of too much information crowds
the view, everything known about the process is de-
liberately not included in a view. Thus, a process
model contains a superset of information about a pro-
cess, while a view contains a subset of that informa-
tion in a chart, table, or other depiction. By reducing
complexity and focusing on key leverage points,
views (also called “representations”) can be a signifi-
cant driver of innovation in system design (Alexander
1964; Simon 1981; Zachman 1987) and PD decisions
(Krishnan and Ulrich 2001).

Within this category of purposes, we identify the
two purposes shown in Table 2. From an organization
design and performance perspective, several papers
model and simulate the micro-level actions and inter-
actions of people and teams spawned by a process
network (Christian and Seering 1995; Levitt et al. 1999;
Moser et al. 1998). In these models, endowing the
process participants with aligned goals and under-
standing increases organizational effectiveness. While
these models do not emphasize a particular view, they
exemplify the advantages of a workforce performing
with the benefits of a common one. Other reports
discuss the function of process model visualization
and specific views for project planning. Haque and
Pawar (2001) recommend a view emphasizing the as-
signment of people to the “roles to be filled” in each
activity. (Roles are often represented on flowcharts
through the use of “swim lanes,” which orient the
activities performed by a specific individual or orga-
nization in a row demarcated by dashed lines.) Ma-
lone et al. (1999) organize processes at various levels
of abstraction (e.g., “develop product” can be consid-

Purpose

Selected references

% How can process participants visualize their actions,
interactions, and commitments?

(Christian and Serring 1995)

(Moser et al. 1998) (Levitt et al. 1999)

How can the workforce visualize and understand the

Haque and Pawar 2001)

(Malone et al. 1999) (Chung et al. 2002)

(
project’s planned process? (Haque 2003)
* What view or views of a process model highlight the (Kusiak and Larson 1995) (Basu et al. 1997) (Bond 1999)
most pertinent information for various “user (Tomberg et al. 2002) (Yu et al. 2000) (DoD 2001)
(

segments”?

Qian and Shensheng 2002)

(Sousa et al. 2002) (Presley et al. 2001)
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ered generically or in terms of its modes or specializa-
tions, such as “develop derivative product” or “de-
velop new product”) to facilitate process planners’
navigation of a repository of process data. Chung,
Kwon, and Pentland (2002) emphasize the importance
of visualizing a project’s potential process space—the
range of process scenarios that could unfold.

Because different users of process models come
with specific purposes and needs, the issue arises as to
which subset of the information in a “rich” process
model (i.e., one characterized by a large number of
descriptive attributes) is relevant to a particular set of
users, and then how to filter the view of that facet.
Basu, Blanning, and Shtub (1997) point out that the
users should be able to customize their views. They
define rules for composing and projecting models so
that a simple model can be abstracted from a complex
one by hiding certain variables and relationships.
Basu, Blanning, and Shtub (1997), Bond (1999), and
Presley et al. (2001) all note the importance of keeping
model information in one place with multiple views in-
stead of spread across disparate models, particularly to
facilitate process integration. A process model can
provide the foundation and integrative structure for
several other models and views, such as activity-based
cost accounting (Tornberg, Jamsen, and Paranko 2002)
and the assignment of resources and personnel to
activities (Qian and Shensheng 2002).

In most cases, views are a moderator of a process
model’s effectiveness in meeting another purpose.
That is, while some may build a process model for the
primary purpose of visualization, visualization is an
important secondary aspect of a process model built
for any other purpose. When another purpose is par-
amount, better visualization of the model improves
the means toward that end.

This part of our survey illuminates several research
opportunities. First, although many researchers, con-
sultants, and practitioners have observed that a signif-
icant portion of the value of process modeling accrues
from merely building a model and discussing its ac-
curacy and other characteristics, it is important to
develop approaches to measure the benefits of process
visualization as a way to help justify investments in
process models. How can we measure the value of
increased organizational alignment and the contribu-
tion towards it provided by process models? Second,
future research could explore which views are most
useful to particular constituencies and to support each
of the other purposes discussed below. What valuable,
new views can be created? On one hand, each view
should be structured and designed independently, to
suit its users’ needs. On the other hand, it is desirable
to synthesize all the views into a single architecture
(Basu, Blanning, Shtub 1997; Bond 1999; Yu et al. 2000;
Sousa, Aken, Groesbeck 2002), like the U.S. Depart-

ment of Defense Architecture Framework (DoD 2001)
does for product architectures, so that each view
draws from the same foundational process model. The
techniques of information hiding (e.g., Petitcolas,
Anderson, and Kuhn 1999) may enable a variety of
users to draw from a common database while address-
ing security concerns—e.g., when supplier or partner
companies wish to integrate their processes for a lim-
ited time without giving away all of their process
knowledge. Finally, how can a view be verified as
suitable for one purpose yet designated as unverified
to support other purposes and decisions? Such tag-
ging would help practitioners use the best view (i.e.,
the correct subset of process information) to support a
particular decision and avoid basing decisions on the
wrong views.

4.2. PD Project Planning Purposes

Process models support many aspects of PD project
planning. Given a set of goals or objectives for PD,
planners must determine the appropriate way to
achieve them by answering the questions in Table 3.

4.2.1. Making Commitments. Commitments de-
fine “who owes what to whom and at what time.” The
question “What commitments should be made by and
within a project?” is crucial to answer, especially when
planning complex and/or ambiguous projects that en-
tail many ad hoc activities. Pall (1999) provides a
framework for modeling a project’s process as a net-
work of commitments. Each activity in and connected to
the project is viewed as both a supplier and a cus-
tomer—i.e., as an entity that is owed inputs by others,
uses these inputs to do work, and in turn owes one or
more outputs to others. An activity network thus im-
plies the appointment of a set of agreements and com-
mitments about inputs and outputs. This approach
pertains to both internal and external suppliers. Spear
and Bowen (1999) show the power of making such
customer-supplier connections “direct” and “unam-
biguous” at Toyota, even in a project context. Having
a de facto (or standard) network of commitments en-
ables a project planner to know his or her capability to
make further, downstream commitments. Although
commitment networks are relatively easy to manage
for repetitive processes, future research could explore
three areas: (1) How to form and manage dynamic
commitment networks in highly ambiguous PD
projects? (2) What is the value of maintaining a de facto
network of commitments as a generic template for a
new PD project? (3) How general or specialized
should a de facto network of commitments be in order
to apply to a firm’s full spectrum of PD projects?

4.2.2. Choosing PD Activities. PD project plan-

ners must determine which activities to do. As a start-
ing point, the product design and systems engineering
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Table 3 PD Project Planning Purposes

Purpose (Decision Supported)

Selected references and subject areas

% What commitments should we make?

(Pall 1999)

* What activities should be done?
— What are the standard activities?

* What are the main areas of ambiguity,
uncertainty, and risk?

— How much and what kind of testing should
be done?

— What critical decisions will need to be
made?

* How and to what level should we
decompose a process?

% How can we account for process ambiguity
(unforeseen uncertainty and chaos)?

(Song and Montoya-Weiss 1998)
(Fairlie-Clarke and Muller 2003)
(Malone et al. 1999)

Canonical models
(Radice et al. 1985)
(Austin et al. 2000a)

Sim and Duffy 2003)
Eggersmann et al. 2003)
SEI 2002)

Risk management literature
(MacCormack and Verganti 2003)

(De Meyer et al. 2002)
(Browning et al. 2002)

—_ == =

Pich et al. 2002)

(Thomke 1998)
(Dahan and Mendelson 2001)

(Thomke and Bell 2001)
(Loch et al. 2001)

(Engel and Barad 2003)

(Krishnan and Ulrich 2001)

(Buede and Powell 2001)

Michelena and Papalambros 1995)
Chen et al. 2005)
Kusiak and Larson 1995)

(Alexander 1964)
(Simon 1981)
(von Hippel 1990)

(Altus et al. 1996)
Rogers 1999)
Bras and Mistree 1991)

Baldwin and Clark 2000)
0’Donovan et al. 2003)

(
(
(
(Clarkson and Hamilton 2000)
(
(
(Lévardy and Browning 2005)

(Pich et al. 2002)
(Sommer and Loch 2004)
(Danesh 2001)
(MacCormack et al. 2001)

(

(

(Chung et al. 2002)
(Chung et al. 2003)
(Girard et al. 2002)
(Loch et al. 2006)

% How should we structure the process?
— What macro process structure should we
employ?

— When should activities be done?

* Which activities should be overlapped and
by how much?

% How should we structure the information
flow?

% How should we integrate processes?

Unger and Eppinger 2002)
Boehm 2000)

NASA 1995)
Camel and Becker 1995)

(Cooper 2001)
(Oppenheim 2004)

Browning and Eppinger 2002)

(
(
(Smith and Eppinger 1997a; 1997b; 1998)
(

Ha and Porteus 1995)
Krishnan et al. 1997b)

(Ahmadi and Wang 1999)
(Ahmadi et al. 2001)
Chou 2002)

(AitSahlia et al. 1995)

(Calantone and Di Benedetto 2000)
(Terwiesch and Loch 1999b)
(Roemer and Ahmadi 2004; 2000)

Krishnan et al. 1997a)
Loch and Terwiesch 1998)
Ford and Sterman 1998)
(Loch et al. 2001)

(
(
(
(
(Bhattacharya et al. 1998)
(
(
(

(
(Xiao and Si 2003)
(Joglekar et al. 2001)
(Hu et al. 2003)
(Chakravarty 2001)

Eppinger et al. 1994)
Lockledge and Salustri 1999)

(Yassine et al. 1999)
(Crowston 1997)
Mihm et al. 2003)

(Eppinger 2001)
(Terwiesch et al. 2002)
(von Hippel 1990)

Presley et al. 2001)
Casatie and Discenza 2001)

(
(
(Loch and Teriwiesch 2005)
(
(
(Hong and Hong 2001)

Pall 1999)

(
(Morelli et al. 1995)
(
(Crowston 1997)

(Fricke et al. 2000)
(Browning 2002)

* How should we estimate, optimize, and/or
improve key project variables?
— Lead time (duration) and/or cost?

— Resource requirements and constraints?

* Quality of results?

% Uncertainty, risk and opportunity?

% Robustness, flexibility, and adaptability (and
their value)?

* More than one of the above variables?

(Neumann 1990)

(Belhe and Kusiak 1996a)
(Bhuiyan et al. 2004)
(Browning and Eppinger 2002)
(Abdelsalam and Bao 2006)

(Elmaghraby 1995)
(Goldratt 1997)

(Ahmadi et al. 2001)
(Cho and Eppinger 2005)

Eppinger et al. 1997)
Carrascosa et al. 1998)
Kara et al. 1999)

Jun et al. 2005)

—— =~

(Anderson and Joglekar 2005)
Belhe and Kusiak 1997; 1996b)
Kumar and Ganesh 1998)

(Herroelen 2005)
(Taylor and Moore 1980)
(Brucker et al. 1999)

(Adler et al. 1995)
(Luh et al. 1999)
(Yan et al. 2002)

Paquin et al. 2000)

Browning et al. 2002)

Hillson 2003)
Ben-Haim, 2006)

(
(Pich et al. 2002)
(Luh et al. 1999)

(Browning et al. 2002)
(Browning and Eppinger 2002)

Huchzemeier and Loch 2001)
Ben-Haim, 2006)
Santiago and Vakili 2005)

(Pall 1999)
(Pentland 2003)

(Haeckel 1999)
(Ford and Sobek 2005)

Roemer and Ahmadi 2004; 2000)

(
(
(
(
(
(Loch et al. 2006)
(
(
(
(
(Browning and Eppinger 2002)

(Luh et al. 1999)
(Cohen et al. 1996)

EImaghraby 1995)
Graves 1989)

* Where and when should we allocate
resources?

(Joglekar and Ford 2005)
(Thomke and Fujimoto 2000)
(Repenning 2001)

(Ahmadi and Wang 1999)
(Cohen et al. 1996)
(Bassett et al. 2004)

Lee et al. 2004)

(
(
(
(Khanna and lansiti 1997)
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literature is replete with generic, standard (or canoni-
cal) design processes (e.g., Pahl, Beitz, and Wallace
1984; Suh 1990; Whitney 1990; Forsberg, Mooz, and
Cotterman 2000; Ulrich and Eppinger 2004). The
project management literature traditionally proposes
the use of a work breakdown structure (WBS) based on
the desired outputs of the project—i.e., determine the
high-level activities required to satisfy a project’s in-
tents and then decompose these activities (e.g.,
Meredith and Mantel 2003; PMI 2004). A firm may
prescribe standard process models (i.e., a template of
typical activities and relationships—Radice et al. 1985)
or process handbooks (Malone et al. 1999) at various
levels of detail, and it may use these as a basis for
project planning (e.g., Austin et al. 2000a). In certain
contexts, such as government contracting, some activ-
ities (such as safety tests and progress reviews) may be
mandated (e.g., DoD 1998). Finally, process standards
(not to be confused with standard processes) such as
the ISO 9000 series® and SEI's CMMI™ (SEI 2002)°
also provide guidance on activities to include to en-
sure an effective process. Any and all of these tem-
plates and approaches may feed a PD project’s initial
list of activities.

In addition, PD projects should include activities
that address critical uncertainties and decisions. View-
ing PD as a process of generating information that
reduces uncertainty, several authors (Browning et al.
2002; Pich et al. 2002; MacCormack and Verganti 2003)
advocate that an activity’s selection occur on the basis
of its contribution to uncertainty or risk reduction. For
example, an activity that creates information that will
confirm a product design’s conformance to its require-
ments adds value (Browning 2003). The risk manage-
ment literature (e.g., Conrow 2000) includes numerous
checklists and guides for including activities to reduce
foreseen uncertainty. Specific models have explored
the number and types of test (verification) activities to
include: Thomke (1998) and Thomke and Bell (2001)
determine when to select a few high-fidelity tests ver-
sus a larger number of low-fidelity tests. Activities
that make critical decisions must also be planned. In
fact, many view PD as a decision-based process (e.g.,
Muster and Mistree 1988; Bras and Mistree 1991; Ha-
zelrigg 1998; Ullman 2001). Krishnan and Ulrich (2001)
and Buede and Powell (2001) catalog these decisions,
but they do not define the specific activities that
should be done to make and support them.

51S0 is an acronym for the French version of International Organi-
zation for Standardization. The ISO 9000 series of standards pertains
to a company’s quality management systems. The theory is that
documenting what and how work is done improves quality (Cor-
bett, Montes-Sancho, and Kirsch 2005).

©Software Engineering Institute’s Capability Maturity Model®—
Integrated and CMMI®™ are registered in the U.S. Patent and Trade-
mark Office by Carnegie Mellon University.

The determination of specific activities to be in-
cluded in an activity network also depends on the
method and extent of process decomposition. The de-
composition paradigm is common in system design
and modeling (e.g., Alexander 1964; Simon 1981). A
key idea here is how the decomposition of the “prob-
lem system” (what to do) strongly affects the decom-
position of the “process system” (how to do it). Hence,
the engineering design literature on the decomposi-
tion of design problems into sub-problems (e.g., Pahl
et al. 1984; Bras and Mistree 1991; Michelena and
Papalambros 1995; Altus, Kroo, and Gage 1996; Rog-
ers 1999; Chen, Ding, and Li 2005;) strongly influences
the PD process modeling literature. Modularity is ad-
vocated in both contexts. Von Hippel (1990) notes how
the resulting decomposition affects the ease of subse-
quent process integration (discussed in Subheading
4.2.3.). Of particular importance to PD, he recognizes
that modular process decomposition enables schedul-
ing activities in parallel without causing additional
iteration and rework.

Furthermore, when choosing activities, PD project
planners must deal with ambiguity and complexity,
which inhibit the ability to pre-specify all of the ac-
tions required to deliver a satisfactory outcome. Sev-
eral of the most recent PD process modeling papers
recognize this situation. Pich et al. (2002) characterize
a project’s process in terms of its information structure
(knowledge about the state of the project and the world)
and policies (contingency plans), which can be com-
pared to dynamically re-determine the appropriate
activities. While providing conceptual insights, this
model addresses only generic, undifferentiated activ-
ities. At the level of individual designers who must
collaborate, Danesh (2001) models the PD process as
an ongoing set of decisions about which activities to
do, coordinated to convergence through common pol-
icies. (Baldwin and Clark 2000 also discuss PD poli-
cies, calling them “design rules.”) Clarkson and Ham-
ilton’s (2000) signposting method dynamically selects
activities during PD process execution based on the
confidence level of a potential activity’s inputs. Which
activities to do and when is governed by policies
based on the state of the information inputs and the
capabilities of the activities. A pre-evaluation selects
the appropriate version of an activity and a post-
evaluation step determines if iteration is needed. Sim-
ilarly, Chung, Kwon, and Pentland (2002) advocate a
“grammatical approach”” to process specification and

7 “As the grammar for a language describes all possible sentences,
a process grammar describes all possible arrangements of tasks in a
design process. Rather than focusing on a particular process, a
grammatical approach draws attention to the set of alternatives.”
(Chung, Kwon, and Pentland 2002) For further background on
process grammars, see Pentland (1995).



224

Browing and Ramasesh: Survey of Activity Network-based Process Models
Production and Operations Management 16(2), pp. 217-240, © 2007 Production and Operations Management Society

define a process space of all possible activities and their
arrangements. Finally, Lévardy and Browning (2005)
model an adaptive process that dynamically selects
the best version or mode of an activity based on the
state of the project and the expected value added by
the activity.

Some key insights on choosing PD activities may be
summarized as follows: (i) Standard process tem-
plates, canonical models, and process standards might
provide a useful baseline. (ii) Activities can be chosen
on the basis of their ability to create information that
will reduce key uncertainties and risks and enable
vital decisions. (iii) Lower-level activities may be cho-
sen according to the decomposition of the product
design subproblems to be solved. (iv) When activities
interact intensely, their assignment to modular groups
can facilitate their subsequent integration and man-
agement. (v) The dynamic state of an ongoing pro-
ject should be monitored and used to redetermine
the most appropriate activities or versions thereof.
(vi) Policies or rules can be put in place to guide
this ongoing selection of activities.

We identify four broad avenues for future research.
First, how much should a firm invest in maintaining
standard process models and ensuring they comply
with external standards? Although adherence to good
standard processes will ensure that all projects in a
firm use best practices, too much standardization can
be stifling to and will be ignored by the workforce.
What are the best ways to tailor and scale standard
process models to suit the unique requirements of a
particular PD project? Second, because a project’s level
of uncertainty, ambiguity, and complexity should dic-
tate its management style and tool set, what special
kinds of activities should be chosen in contexts of high
ambiguity and risk? Is it possible to develop a system-
atic approach to choosing the activities whose out-
comes would reduce the most critical unknowns? If a
project should define policies for dynamic activity
selection, how can managers know when these poli-
cies themselves require adjustment? Third, PD project
planners often struggle with the level to which a PD
process model should be decomposed. That is, at what
level of granularity should activities be specified?
While a general guideline is to decompose a process to

Figure 1 A basic stage-gate PD process (adapted from Cooper 2001).
Build
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Case

the level necessary to sufficiently understand, plan,
monitor, and control it, specific stopping points are
unclear. For example, planners may specify the activ-
ities they know the most about in great detail while
glossing over the areas they know the least about (e.g.,
leaving them as the “long bars” on a Gantt chart). Just
the opposite approach would seem to be appropriate,
but is it tenable? Can the additional planning effort be
justified? Fourth, processes can be decomposed in sev-
eral possible ways—e.g., in temporal phases, by prod-
uct component, by organizational unit, etc. In practice,
the decomposition is often forced to follow the decom-
position of the product or organizational architectures
(either of the project at hand or of similar projects).
What is the preferred approach to decomposing a PD
process? Decompositions based on product, problem,
organization, etc. could be compared and contrasted
for their advantages, disadvantages, and insights.

4.2.3. Structuring the PD Process. In conjunction
with determining which activities to undertake, PD
project planners must decide how to structure a pro-
cess. That is, how should they arrange the chosen
activities in a network? How do the activities depend
on each other? Which activities should they plan to do
only with finalized information, and which might ini-
tially proceed with preliminary information or based
entirely on assumptions? Where should they position
the interim reviews of project progress? How should
they manage iterations? Depending on the size of the
project, planners may have to make these decisions at
many levels.

At a macro level, a number of PD process structures
have been proposed. For example, the basic stage-gate
process (e.g., Cooper 2001; NASA 1995) illustrated in
Figure 1 conceives of PD as a (potentially overlapping)
sequence of activities and reviews. When the results of
a stage or phase are reviewed against that stage’s exit
criteria, a successful outcome allows continuation to
the next stage, while a failure requires further iteration
within a stage. For another example, the Spiral Devel-
opment process (e.g., Boehm 2000) illustrated in Fig-
ure 2 conceives of PD as a set of planned iterations
through all of the major stages in Figure 1. Unger and
Eppinger (2002) assess these and other PD process
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structures using the number and location of iterations
and reviews as the distinguishing characteristics. They
compare each process structure in terms of its ap-
proach to managing risk and propose matching a PD
project’s risk profile to a process structure with an
appropriate iteration/review combination. Another
macro structure popular in industry is the systems
engineering “V” model (e.g., Forsberg, Mooz, and
Cotterman 2000; NASA 1995) illustrated in Figure 3. In
this model design problems and requirements are de-
composed in the early stages of a process and the
developed components are integrated in the later
stages. Under conditions of low uncertainty, Oppen-
heim (2004) proposes a “lean” PD process in which
activities are broken into one-week increments. This
task sizing allows regularly positioned reviews (each
Friday) and a built-in buffer (the weekend) for rework.
Overall, the number, size, and location of project re-
views and iterations would seem to determine the best
macro structure.

Several models help guide when to perform activi-
ties such as reviews, decisions, and iterations. Ha and
Porteus (1995) model the optimal positioning of de-
sign reviews as a tradeoff between the preparation
(setup) time for each review and its benefit in catching
errors early. They show that merely including the
reviews (without optimizing their location) realizes
90% of their benefits. Ahmadi and Wang (1999) build
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on this work by using a Markov model to track con-
fidence in the evolving conformance level of a product
design. They define “stage confidence” as the con-
formance level at the completion of a given process
stage, based on the effort spent on that stage and the
results of prior stages. Their policy is for activities in a
stage to iterate until they achieve a specified level of
stage confidence. PD project planners can also sched-
ule activities that will make critical decisions. For ex-
ample, by modeling the tradeoff between getting
locked into incorrect requirements and not having
time to optimize a product’s unit cost, Bhattacharya,
Krishnan, and Mahajan (1998) determine the optimal
design review in which the decision about when to
freeze design requirements should be made. By mod-
eling the loss of design freedom over the course of a
PD process, Krishnan, Eppinger, and Whitney (1997b)
stipulate the optimal activity sequence as the one in
which the decisions impose the least constraint on
downstream activities.

Turning to the timing of iterations, several models
based on the design structure matrix (DSM)® framework
provide insights. As illustrated in Figure 4, a DSM is a
square matrix representing the activities in a process
(the shaded cells along the diagonal) and their inter-

8 For further information on the DSM, see (Browning 2001) and
(Eppinger 2001).
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actions (the off-diagonal marks). One reads down an
activity’s column to see its inputs and across its row to
see its outputs (although the opposite convention is
also used). For example, the DSM in Figure 4 shows
activity A providing outputs to B and C and receiving
an input from D. Thus, the super-diagonal region of
this DSM shows the traditional precedence relation-
ships among activities, while its sub-diagonal region
highlights potential feedback loops or cycles, which
imply both the need for upstream activities to make
assumptions about unavailable inputs and the poten-
tial for iteration should those assumptions prove in-
adequate. Several DSM-based models provide guid-
ance on sequencing activities to minimize iteration
(e.g., Smith and Eppinger 1997b; Ahmadi, Roemer,
and Wang 2001). Browning and Eppinger (2002) ac-
count for activity overlapping and show that minimal
iteration is not optimal when accounting for learning
curves and the possibility of moving long activities off
of the critical path. Finally, rather than prespecifying

Figure 4 Equivalent DSM and flowchart representations of a process

with four activities.
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the order of any activities, Chou (2002) proposes that
the activities begin when their entry criteria are satis-
fied and resources are available, and that planners
thereby structure the activities incrementally.
Especially with the preeminence of concurrent engi-
neering approaches in PD, process structure and activity
timing greatly depend on the extent of activity overlap-
ping. AitSahlia, Johnson, and Will (1995) use PD process
models to show that complete overlapping is suboptimal
and note that uncertainty may erode the advantages of
concurrency. Krishnan, Eppinger, and Whitney (1997a)
optimize the overlap in an activity dyad based on the
upstream activity’s evolution rate and the downstream
activity’s sensitivity and show that different types of
overlapping drive time, cost, and quality tradeoffs. Ex-
tending this work, Loch and Terwiesch (1998) account
for communication and uncertainty effects in determin-
ing the optimal degree of concurrency and show that
improved communication allows increased overlapping
(by mitigating rework). A further extension by Joglekar
et al. (2001) accounts for resource constraints and rework
generation and shows that factors exogenous to the ac-
tivity dyad are important to consider when determining
the optimal amount of overlap. Roemer and Ahmadi
(2004) explore overlapping and crashing in a two-activ-
ity model. Moving slightly beyond the activity dyad,
Roemer, Ahamdi, and Wang (2000) model the overlap-
ping of adjacent phases of the PD process and demon-
strate the time-cost tradeoffs driven by the amount of
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overlapping. Thus, the presence of uncertainty, the ef-
fectiveness of communication, the available resources,
and other project characteristics, such as relative time-
cost preferences, figure into the overlapping decision.

The information processing perspective (e.g., Burns
and Stalker 1961; Galbraith 1977; Tushman and Nadler
1978; Pahl et al. 1984; March and Simon 1993) has
heavily influenced PD process modeling. This per-
spective views PD as a network of activities that col-
lect, create, interpret, transform, analyze, synthesize,
and transfer information. The question of how to
structure the information flow—or, more generally,
the deliverable flow’—that spawns the dependencies or
interactions in an activity network is inseparable from
the question of how to structure the activities (ac-
tions): they are essentially two sides of the same coin.
Eppinger et al. (2001, 1994) use the DSM to structure
information flow so that upstream activities will have
as much of the information they need as possible
before they begin. In the context of activity overlap-
ping, Terwiesch, Loch, and Meyer (2002) present a
framework for communicating the accuracy and sta-
bility of preliminary information, and in contexts of
low ambiguity recommend a set-based approach
(Sobek, Ward, and Liker 1999) wherein each activity
maintains a set of possible solutions to accommodate
the variations in its inputs caused by other activities.
More generally, Loch and Terwiesch (2005) recom-
mend seven principles of how to exchange informa-
tion in concurrent processes. Crowston (1997) explores
the benefits of coordination mechanisms (i.e., the policies
and techniques by which the participants in various
activities exchange information) in the design and
management of the information flow, showing that
some process decompositions require a greater num-
ber of coordinating activities than others. Overall,
however, a majority of PD process models take an
activity-centric view,'® which can be myopic since it
reinforces the tendency of many to view the decom-
position of a complex process merely as a set of ver-
tical, hierarchical relationships (e.g., a Work Break-
down Structure) while ignoring each level’s horizontal
relationships, which drive the deliverable flows that
give rise to the emergent behaviors of the overall
process. Thus, the approach to process decomposition
and the choice of activities determines the ease of
subsequent coordination and integration of the infor-
mation flow (von Hippel 1990).

? We use “deliverable” in its most general sense, meaning anything
that is potentially delivered from one activity to another, including
information, materials, artifacts, etc. At times, assumptions can
serve as surrogates for some input deliverables.

9 The Lean philosophy of process improvement also exhibits this
tendency, since it assumes a process can be optimized merely by
removing non-value-added activities, without regard for the ineffi-
ciencies caused by the activity structure itself (Browning 2003).

Just as using a standard process template can help PD
project planners with choosing activities, it may also
give them a head start in structuring the process—if it
accounts for interactions as well as actions. Often plan-
ners must integrate standard processes from different
organizations, teams, and companies.'" In the realm of
business process modeling, Presley et al. (2001) pro-
pose a nested model to support the integration of
processes contributed by a company’s partners and
suppliers, and Casati and Discenza (2001) define a
syntax for interactions where activities can elect to
publish and subscribe to events (i.e., show and request
to see specific information when it becomes available).
In a PD context, Fricke et al. (2000) and Browning
(2002) use the input-process-output (IPO) framework as
the basis for process integration and call on project
participants (the ones who will actually do the activ-
ities) for verification. The IPO model shown in Figure
5 encourages the experts and participants in each pro-
cess or activity to self-define their requisite inputs and
outputs and then verify them by linking each input
with its supplier and each output with its customer.
Disagreements and disconnects are identified and rec-
onciled. It is thus a precursor to the “network of
commitments” approach described in Subheading
4.2.1. A standard process defines a de facto, pre-agreed
subset of the input-output links to jump-start the com-
mitment-gathering process.

We now capture some of the key insights on struc-
turing the PD process. (i) The number, size, and loca-
tion of project reviews and iterations affect both the
macro and micro structures of processes. (ii) Reviews
often cause iterations by creating information that in-
dicates the product design fails to meet expectations.
(iif) One can plan and manage the deliverable flows,
such as information feedback loops, that precipitate
iteration. (iv) Iterations are often undesirable, except
where they provide high amounts of uncertainty re-
duction (e.g., rapid prototyping) or can be used to pull
activities off the critical path. (v) Activity overlapping
becomes less advantageous as risk (uncertainty that has
an impact) increases—i.e., as activities are performed
with more assumptions and less firm information. (vi)
To avoid iteration, activities must use appropriate in-
formation to do their work. That is, their inputs must
meet their entry criteria. Flawed assumptions or inputs
containing mistakes cause unplanned iteration (re-
work).'? (vii) To reduce the likelihood of iteration, activ-
ities should coordinate and integrate their deliverable

" Process integration is strongly linked to organizational coordina-
tion (e.g., Crowston 1997; Morelli, Eppinger, and Gulati 1995) and
product integration (e.g., Hong and Hong 2001).

12 Because iteration is helpful at some times and unhelpful at others,
various classification schemes have been proposed, including
planned vs. unplanned iterations; see further categorizations in
(Unger and Eppinger 2002) and (Clausing 1994, Ch. 3).
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We identify four streams of future research oppor-
tunities pertaining to the purpose of structuring PD
processes. First, while the overlapping of two activi-
ties has received a great deal of attention in the liter-
ature, it is important to generalize these methods for
an entire activity network. Second, whereas most
project management methods focus on activities (ac-
tions), new methods and tools could help in planning
and managing activity interactions (the flow of deliv-
erables). Third, research could develop approaches to
accelerate and maintain process integration. Fourth,
research might further illuminate the tradeoffs be-
tween (1) choosing and structuring activities at the
outset of a project, when the leverage to affect the
outcome and the uncertainty are both high, and (2)
staying flexible, so as not to over-constrain down-
stream options. Perhaps a longitudinal study of the
size of the process space (the diversity of possible paths
to the desired result) over the course of a project could
shed some light on the rate at which process options
are maintained or eliminated.

4.2.4. Estimating and Improving PD Project Vari-
ables. To make schedules and realistic commitments,
project planners need estimates of project variables
such as duration, cost, output quality, resources, and
flexibility—and the uncertainties, risks, and tradeoffs
among these. In project management, activity network
models have traditionally endeavored to forecast
project duration and cost, primarily using the Project
Evaluation and Review Technique and the Critical
Path Method. However, with the exception of the
Graphical Evaluation and Review Technique (e.g.,
Pritsker and Happ 1966, Neumann 1990), these mod-
els do not capture the iterative nature of the PD process,
which has been shown to drive a significant portion of

—»| Process
,{ )

M. [ Agreed and
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deliverable flow

a project’s duration and cost (e.g., Cooper 1993; Os-
borne 1993). We therefore focus our attention on PD
process models that do account for iteration. Belhe
and Kusiak (1996a) and Eppinger, Nukala, and Whit-
ney (1997) enumerate all paths and their respective
durations in small branching and looping networks.
Carrascosa, Eppinger, and Whitney (1998) and Ah-
madi et al. (2001) combine aspects of the DSM frame-
work with a Markov model to investigate the effect of
partially overlapped activities and learning (which
allows activities to go faster when they are reworked),
respectively, on project completion time in small net-
works. However, these models are too difficult to
build and solve analytically for networks with more
than about 10-20 activities. Hence, Browning and Ep-
pinger (2002) use a simulation model that accounts for
activity learning curves, the rework probabilities and
impacts (risks) spawned by deliverable flows, and the
possibilities of second- and higher-order iterative
loops to estimate project duration, cost, and risk.
However, all of these PD process time and cost esti-
mation models make the limiting assumptions that all
activities and dependencies are known a priori and
that their durations and costs are independent. Also,
they do not account for resource constraints.
Accounting for the effects of resource constraints
and allocations, Brucker et al. (1999) and Herroelen
(2005) review the vast literature on resource-con-
strained project scheduling. Yet, these models do not
account for iteration. Adler et al. (1995) provide a rich
queuing model of iterative PD activities as stochastic
processors that receive jobs. They simulate their model
to calculate project lead time and resource utilization.
Belhe and Kusiak (1996b) schedule resource-con-
strained PD activities dynamically, based on the im-
portance (to other activities) of the information they
generate, to minimize total weighted lateness. Luh,
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Lui, and Moser (1999) use a stochastic dynamic pro-
gram to maximize on-time completion for a cyclical
network. Yan, Wang, and Jiang (2002) model a sto-
chastic project network to determine the resource re-
quirements at a specified level of utilization to mini-
mize lead time.

A PD project must produce quality outputs, includ-
ing a product recipe that conforms to requirements.
However, the literature is sparse on process models
that support this purpose, perhaps because the quality
of a product design is difficult to verify completely
upon its initial availability. Paquin, Couillard, and
Ferrand (2000) and Browning et al. (2002) map the
influences of individual activities to project-level re-
quirements and use these maps to anticipate the like-
lihood of meeting specified performance levels. How-
ever, these models do not account for activity
dependencies. Although many empirical studies ex-
plore how a myriad of factors affect project success
and quality, these studies do not isolate the impacts of
varying the characteristics of the activity network. (In
what is perhaps the closest empirical study, Harter,
Krishnan, and Slaughter (2000) examine the effect of
increased process maturity on the quality of the final
product.) Overall, we could not find an activity net-
work-based model used to estimate or measure the
quality of a project’s output, even though it would
seem that a model of what work is done and when in
a project could provide significant insights in this area.

PD planners also use models to estimate the risks
and opportunities facing their projects. The literature
on project risk management (e.g., Hillson 2003) deals
mainly with listing and mitigating specific, individual
threats to and opportunities for a project. The subset of
this literature dealing with activity networks mainly
employs Monte Carlo simulations to estimate sched-
ule uncertainty for acyclical (non-iterative) networks
(e.g., Grey 1995). For iterative projects, Browning and
Eppinger’s (2002) simulation model estimates cost and
schedule risk by weighting each outcome that over-
runs the budget or schedule by its impact. Similarly,
Browning et al. (2002) also use a Monte Carlo simula-
tion model to estimate technical risk by sampling from
a distribution of outcomes representing the uncertain-
ties in technical performance parameters and weight-
ing the outcomes that fail to meet requirements by the
corresponding loss in customer value. However, while
framing cost, schedule, and technical risk estimation
in PD projects, these models do not explore the
tradeoffs among these factors. Such tradeoffs are crit-
ical, because risks in one area are often ameliorated in
practice by pushing them into other areas (e.g., by
trading time and cost), thus decreasing one area of risk
without reducing the overall project risk.

To mitigate unforeseen uncertainties, PD planners
may want to estimate process robustness and flexibil-

ity/adaptability and their value. Pall (1999) uses the
“network of commitments” framework (discussed
previously) to design adaptable processes, where a
key is to predefine acceptable ranges of interactions
(instead of only point values) so robust commitments
can be made."” Although designing for adaptability,
however, this approach does not measure it. Huch-
zermeier and Loch (2001) measure flexibility in terms
of managerial options to delay, abandon, contract,
expand, switch, or improve a project. They examine
the value of flexibility under five types of uncertainties
(payoffs, requirements, budgets, schedules, and per-
formance/quality), beginning with a key insight from
options theory: the value of flexibility increases as
uncertainty increases (Dixit and Pindyck 1995). In con-
trast, however, they find that if costs or revenues occur
after all decisions have been made, then increased
uncertainty can reduce the value of flexibility, because
this effectively reduces the uncertainty in the “reach-
able” project outcomes. And if uncertainty reduces the
likelihood of flexibility ever being exercised, this also
reduces its value. This work could be extended to
specific PD processes, however, as it addresses a ge-
neric activity network. We could not find an activity
network-based model that provides an estimate of the
“flexibility index” for PD processes, even though it
would seem that a model of what work could be done
and when in a project would provide a useful basis for
such an estimate.

We notice that many of the aforementioned models
address a single project variable such as time, cost, or
quality—essentially assuming that others are inconse-
quential to the results. Some other models explore
more than one of these variables together, often to
guide tradeoffs among them. For example, many non-
cyclical activity network models address time-cost
tradeoffs, with a basic assumption that expediting ac-
tivities increases their cost. However, Graves (1989)
questions the universality of this assumption, and
Brooks (1995) essentially states that going faster costs
less. Thus, the full set of time-cost tradeoffs remains
unexplored. For cyclical PD processes, Luh, Liu, and
Moser (1999) account for the effects of resource con-
straints and uncertain numbers of activity iterations in
determining minimum-time schedules. Browning and
Eppinger (2002) show how the structure of an iterative
activity network simultaneously affects project time,
cost, and risk. Generally, these models show how the
structure of a PD process can drive project time, cost,
etc. Meanwhile, the classical “crashing” models (based
on the Project Evaluation and Review Technique and

'3 This process engineering concept is related to the product engi-
neering concept of set-based design (Sobek et al. 1999). Robustness
is similarly connected to the concept of sensitivity in activity over-
lapping: a robust process is insensitive to perturbations.
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Critical Path Method) show how the elasticities of the
constituent activities also affect the overall project.
Most of the models that address more than one vari-
able focus on time-cost tradeoffs, but these are influ-
enced tremendously by other factors such as design
performance (quality) levels and risks. However, we
did not find any models that formalized tradeoffs
taking into consideration these factors as well.

Our survey of the process models that support es-
timates of PD project duration, cost, quality, resources,
uncertainty, risk, and flexibility leads to several in-
sights. (i) A significant portion of PD project duration
and cost stems from iteration and rework (or cycles) in
the activity network, but analyzing models that ac-
count for iteration is challenging for large networks.
(if) Many of the PD process models that do account for
information flow patterns and the resulting activity
iterations do not account for resource constraints, and
vice-versa. (iii) Almost all PD process models assume
that the entire set of activities and dependencies can
be and are known a priori. (iv) There are no activity-
network-based models for estimating product quality,
and only a few address risk, which we define as the
uncertainty weighted by its consequences. (v) Process
flexibility can be measured in terms of options, al-
though no process-based “flexibility index” has been
developed yet. (vi) Although “speed costs more” is a
common assumption, this intuition may not always be
true, and the full set of reasons why has not been
formalized. (vii) Overall project duration, cost, etc., are
the result of both inter-activity (e.g., iteration) and
intra-activity (e.g., crashing) effects, although many
project management models only address the latter.

We identify several significant opportunities to ad-
vance research pertaining to the purpose of estimating
and improving project variables. First, traditional as-
sumptions that all activities and their dependencies
are known a priori and that their durations and costs
are independent could be relaxed. However, such an
advance may not be possible through mere extensions
to existing models: new modeling approaches will
probably be required. A significant contribution may
be possible through greater synthesis of activity net-
work methods with parametric estimating tech-
niques'* (Bashir and Thomson 2001). Second, al-
though iterative PD process models often account for
information flow constraints, they could also account
for resource constraints, which will dramatically alter
their results and may also alter many of their insights
and recommendations. For example, recommenda-
tions to increase activity overlapping (to intensify the

14 Parametric estimation techniques (e.g., Garvey and Powell 1988)
use a regression model of seemingly significant project factors
against historical data from similar projects to predict project vari-
ables such as time and cost.

exchange of preliminary information) have been made
in the absence of consideration of whether the avail-
able resources would allow for such concurrency.
Third, it seems that process models could be devel-
oped to support estimating the quality of an evolving
product design. Such a model would lend itself to
integration with iterative time-cost models and pro-
vide insight into cost-schedule-quality tradeoffs.
Fourth, exploration of such tradeoffs might include
cost, schedule, and quality risks, since one risk area is
often mitigated at the expense of another in practice
and further since it takes time and money to diminish
uncertainties and mitigate risks. Fifth, since process
flexibility comes at a price and has a point of dimin-
ishing returns, the indicators of such a point would be
helpful to identify, along with policies for choosing the
optimal level of flexibility. Finally, PD process managers
must not only consider tradeoffs among time, cost, qual-
ity, risks, resources, and flexibility, they must also re-
make these decisions over the course of a dynamic
project. Existing models do not support these blended
decisions, revisited over a rolling horizon. Research
could develop integrative models to support balancing
project attributes for optimal performance over time.

4.2.5. Allocating PD Resources. Although re-
sources can be reallocated during the course of a PD
project, planners must determine an initial allocation.
Several models mentioned in the previous subsection
have been used to address resource requirements and
constraints. At a macro level, resource planning entails
shaping the project’s budget profile across PD stages.
Thomke and Fujimoto (2000) present the benefits and
enablers of front-loading the profile—i.e., investing in
solving design problems and reducing uncertainties
earlier. Ahmadi and Wang (1999) and Cohen, Eliash-
berg, and Ho (1996) find it is optimal to allocate re-
sources to the most efficient and effective PD stage. At
a micro level, and accounting for iteration, Joglekar
and Ford (2005) and Lee, Ong, and Khoo (2004) map
the amount of each type of resource required by each
activity, depending on its remaining work, and use
this to evaluate process duration. They determine
which PD activities and iterations consume dispropor-
tionate amounts of resources and use dynamic re-
source allocation as a project regulator. All five of
these models deal only with generic resources, how-
ever, whereas PD planners must eventually assign
specific individuals, equipment, facilities, etc. to par-
ticular activities. These specific resources, used simul-
taneously on multiple activities and projects, might
impose surprising constraints, even when overall re-
source levels seem adequate. In addition to dealing
with such situations that may manifest themselves in
practice, an appropriate process model could also en-
able planners to see the experience, skills, and training
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required to fill a role on an activity, and they could
then quickly ascertain any gaps between the needed
and the available resources. Hence, further research is
needed to support the allocation of specific resources
to specific activities at particular times, and process
modeling methodology holds great potential for this
purpose. Rather than focusing on the effects of re-
source constraints alone, this important extension to
process models should probably be combined with the
others discussed previously to provide insight into
their combined effects.

4.3. PD Project Execution and Control Purposes

In addition to supporting PD project visualization and
planning, process models can also support ongoing
project management (Table 4), first by helping the
project manager monitor interim results. Having an
agreed-to representation of the work to be done and
the interim deliverables to be produced—TPall’s (1999)
“network of commitments”—is invaluable for driving
accountability throughout an organization. In a com-
panion work, Haeckel (1999) develops the metaphor
of “management by wire,” akin to “fly by wire” in
aircraft parlance, to portray monitoring an expansive
network of commitments from a project “cockpit” and
correcting any breaks. From an information technol-
ogy network perspective, Ballou et al. (1998) look at
the cost, quality, and timeliness of information prod-
ucts as they move between transformers (activities) to
determine whether these parameters fall within
planned bounds during process execution.

In addition to monitoring commitments kept, man-
agers can use process models to provide other indica-
tors of progress, although progress in PD is difficult to
measure. Quantification of progress in PD is difficult
because of the difficulty in verifying the quality of
interim deliverables (including “information” and
“assumptions”) and the time lag before final verifica-
tion and validation are possible (Cooper 1993). In in-
dustry, earned value management systems (EVMS, e.g.,
Meredith and Mantel 2003) are popular for tracking
deviations from planned schedules and budgets.
However, EVMSs ignore iteration, rework (Cooper
1993) and ambiguity and address only cost and sched-

Table 4 PD Project Execution and Control Purposes

ule, not quality. In another view, by defining the goal
of a PD project as the minimization of the risk that the
project’s outcomes will be unsatisfactory to its stake-
holders, Browning et al. (2002) equate progress with
uncertainty and risk reduction. Complementarily,
Clarkson and Hamilton (2000) define progress as in-
creased confidence in the product design. In contrast
to EVMS, these two studies essentially find that
progress in PD should be measured as “distance from
the finish line” instead of “distance from the starting
line” and that this distance becomes clearer as ob-
structing uncertainties and risks are removed.

Once managers ascertain the current state of a
project and compare it with the desired state, they
determine if corrective action (re-directing and re-
planning) is needed. Process models can be helpful for
gauging the impacts of potential changes. A value
maximization objective is recommended for evaluat-
ing options (Hazelrigg 1998; Browning 2003), and the
decision-based design (e.g., Ullman 2001) and decision
analysis literatures provide methodological support.
Highly iterative and concurrent PD activities may cre-
ate work for each other as fast as they do it, causing
process instability. This effect has been called design
oscillations (Mihm, Loch, and Huchzermeier 2003) and
design churn (Yassine et al. 2003), and both models
provide strategies for achieving stability for a diverg-
ing process or speeding up a slowly converging pro-
cess. These strategies include speeding up the bottle-
neck activities (that have the greatest impact on
slowing convergence) and delaying responses to
changes from highly dynamic activities. Such strate-
gies depend on an analysis of the activity network
structure to identify key leverage points. Here, the
strategies for corrective action focus on choosing
which activities and iterations to do and to what ex-
tent.

Closely related are some other PD process models
that treat dynamic planning and control as a resource
allocation issue. Anderson and Joglekar (2005) reopti-
mize resource allocation to PD stages over a rolling
horizon. Joglekar and Ford (2005) and Lee, Ong, and
Khoo (2004) apply techniques from cybernetic control

Purpose

Selected references

* Are commitments to deliver information and
interim results being kept?

(Haeckel 1999)

(Pall 1999) (Ballou et al. 1998)

* How much progress has been made? EVMS

(Cooper 1993) (Browning et al. 2002)

(Clarkson and Hamilton 2000)

* Given a current state of the project, what is the
best direction to go?

(Hazelrigg 1998)
(Ullman 2001)

(Muster and Mistree 1988)
(Bras and Mistree 1991)

(Browning 2003)
(Yassine et al. 2003)

* How should we dynamically re-plan the project?
2005)

(Anderson and Joglekar

(Joglekar and Ford 2005) (Lee et al. 2004)
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theory to reallocate resources in an activity network.
In these models, activity choice is an implicit result of
resource allocation. These models deal only with ge-
neric resources, however, and further work is needed
to account for specific resource constraints, as dis-
cussed in Subheading 4.2.4.

The models supporting PD project execution and
control provide several insights. (i) Managers should
monitor the quality of interim deliverables and com-
mitments kept instead of just activities completed. (ii)
Progress equates with confidence in the ability of the
hypothesized product design to in fact be the final
result, and progress towards a known objective results
from removing critical uncertainties (risks). (iii) Cor-
rective actions involve choosing new or iterated activ-
ities, and such can be chosen on the basis of their
ability to reduce risk and add value. (iv) Analysis of
the activity network can reveal points of high leverage
for corrective action. (v) Activity selection and activa-
tion depend on the allocation of specific resources.

Project execution and control presents several op-
portunities for PD process modeling research. Re-
search could develop artificially intelligent models
that monitor an activity network and appropriately
filter the problem areas for the attention of project
managers. Such models might provide the basis for
leading indicators of project problems, such as when the
risks of meeting projects goals grow too large. In ad-
dition, research could develop improved progress
measures for ambiguous and iterative activity networks.
Finally, research could develop process models with
sufficient richness to show the impact of changes in
stakeholders” values on PD process characteristics.
That is, instead of focusing solely on “doing the job
right,” the models that support project management
decisions could also account for “doing the right job”
and detecting any deviations from doing so that might
emerge.

4.4. PD Project Development Purposes

Process models also serve other purposes from a
project development and infrastructure standpoint.
These include, for example, continuous improvement,
organizational learning, training, and compliance.
Like visualization (discussed in Subheading 4.1), each
of these purposes is probably most properly seen as a
means rather than an end. That is, learning, training,
compliance, and improvement all have to do with
better fulfillment of the other purposes delineated
above. Project development purposes are not intended
to be ends in themselves, even though they can unfor-
tunately become so when responsibility for them is
assigned to a separate group in an organization—e.g.,
when a process improvement group is so focused on
efficiency that it loses sight of higher goals. Except for
the purpose of capturing the design process, project

development purposes have received little attention in
the PD literature. While we focus on these purposes in
relation to individual PD projects, they are also of
great interest to the multi-project enterprise, which
looks for cross-project standards and synergies.

4.4.1. Continuous Improvement Purposes. Con-
tinuous improvement methodologies such as Lean,
Six Sigma, and Total Quality Management rely
heavily on process models. One purpose (Table 5) is to
map how work is being done, the “as is” process.
However, eliciting the knowledge of PD process par-
ticipants is notoriously difficult (McCray, Purvis, and
McCray 2002). A stream of literature exists—notably
in engineering design journals'® on capturing the de-
sign process, using a variety of approaches. An ap-
proach associated with Lean manufacturing, value
stream mapping, has been ported to the context of PD
(McManus 2004). While similar to traditional flow-
charting in many respects, value stream mapping
adds emphasis on activity attributes such as cycle
time, duration, and value-added. Sabbaghian, Ep-
pinger, and Murman (1998) developed a web-based
tool to capture distributed process knowledge. Realiz-
ing that having a separate group build a PD process
model was likely to yield a model without buy-in from
those “actually doing the work,” the web-based tool
distributes the process model data-gathering steps
among many people. By changing the model-building
paradigm from “a few people taking a lot of time” to
“many people taking a little time,” this tool enables
those actively “doing the work” to model it directly.

Once built, a process model can be analyzed in a
variety of ways, depending on the attributes of the real
process it has captured. In continuous improvement,
key analyses include determining root causes of prob-
lems, high leverage points (e.g., critical activities),
non-value-adding activities, impacts of potential
changes, etc. Overall, the goal is to prescribe a supe-
rior “to be” process. Many of the models we have
surveyed support such analyses, and some (e.g., Ah-
madi et al. 2001; Browning and Eppinger 2002) apply
their analyses to recommend improved process struc-
tures for real projects.

However, when a particular model accounts for
only a subset of the significant factors (e.g., time and
cost, but not quality, risk, and resource utilization), its
prescriptions are likely to be suboptimal and its ad-
vertised improvements a mirage. Thus, future re-
search would be helpful on two fronts. First, we could
use more efficient, accurate, and iterative approaches
to building PD process models. Such developments
could also enable improved organizational learning

5 E.g., Design Studies, Journal of Engineering Design, and Research in
Engineering Design
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Table 5 Continuous Improvement Purposes

Purpose

Selected references

* How is work being done? Design process capture literature

(e.g., Austin et al. 2001)

(Clarkson and Eckert 2005)
(Sabbaghian et al. 1998)

(Haque and Pawar 2003)
(McManus 2004)

* How might work be done? (Ahmadi et al. 2001)

(Browning and Eppinger 2002) (McManus 2004)

(discussed below). Second, PD process models would
provide more helpful process-improvement guidance
if they determined “optimality” from a greater num-
ber of perspectives than just time and cost.

4.4.2. Organizational Learning and Knowledge
Management Purposes. In industry, much project
planning and improvement is done “from scratch” for
each new project, and the result depends mainly on
who is in the meetings and which bits of past docu-
mentation are incidentally consulted. For example,
many of the process flowcharts created on the walls of
conference rooms during improvement meetings (e.g.,
Lean and Six Sigma’s kaizen events) are rolled up and
put in a corner, never to be thought of again. Not
surprisingly, we hear many stories about organiza-
tional forgetting (e.g., de Holan, Phillips, and Lawrence
2004) and the repetition of past mistakes by new em-
ployees. Furthermore, the onerous task of building a
rich model of a project’s planned process “from
scratch” prohibits such a model from being built in
most cases. Thus, many projects that could benefit
from them do not use rich process models that carry
information about a variety of attributes for each of its
activities and their relationships, such as, for activities,
their estimated cost, duration, inputs, outputs, re-
sources used, entry and exit criteria, etc.

The activity network provides a powerful structure
for organizing information about what and how work
is done—the “genome” of an enterprise (Browning
2002). Thus, process models can facilitate the buildup
and honing of project and enterprise information
(Amaravadi and Lee 2005), including the specific pur-
poses in Table 6. In Subheading 4.2.2, we discussed the
value of a standard process (e.g., Radice et al. 1985;
Malone et al. 1999)—also referred to as a de facto
“network of commitments” in Subheading 4.2.1—for
project planning. The act of deciding what and how to

Table 6

Organizational Learning and Knowledge Management Purposes

model and visualize (Subheading 4.1) a process fosters
understanding of that process. More than just “docu-
menting,” modeling is the act of sorting out what is
known and unknown and can lead to discovery of the
“unknown unknowns” (“unk unks” for short). Many
of these “unk unks” in a project are actually known to
someone, but they nevertheless surprise project man-
agement because they were not accounted for in the
project plans. Building a process model helps expose
them. An early benefit of consensus on a standard
process model is alignment of the workforce’s mental
models and vocabularies pertaining to activities and
deliverables—a precursor to a viable knowledge net-
work. A standard process that contains the “state of
the art” of an organization’s knowledge also provides
a stable baseline for continuous improvement. Finally,
a standard process can also provide benefits in terms
of a standard language for information transfer, such
as the Process Specification Language (Schlenoff et al.
2000).

Thus, if built upon systematically over time, a pro-
cess description can become an effective foundation
for organizational learning and knowledge manage-
ment (Davenport, Jarvenpaa, and Beers 1996, Maier
and Remus 2002). For example, instead of storing “les-
sons learned” in a separate database, they could be
embedded in a process model as an activity attribute.
Model users would thereby be forced to consider past
experiences when planning and doing work. And it is
not just information about individual activities that
matters: as discussed above, it is also information
about their emergent, system-level behaviors such as
iteration. For instance, Terwiesch and Loch (1999a)
suggest combating the engineering change problem
by systematically identifying where key couplings lie
among activities—i.e., by building up process knowl-
edge. A large, important area for future research could

Purpose

Selected references

* How can we agree on and maintain a common
vocabulary of activities and deliverables?

(Radice et al. 1995)
(Malone et al. 1999)

(Schlenoff et al. 2000) (Browning 2002)

* Where and how should we capture, store, and
design process capture literature and access
workers’ knowledge about work?

Design process capture literature
(Brown and Duguid 2000)
(Maier and Remus 2002)

(Davenport et al. 1996)
(Sabbaghian et al. 1998)
(Pilppo et al. 2003)

(Cooper 2003)
(Frank 1999)
(Bell et al. 2002)

(Remus and Schub 2003)
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be to bridge the PD and knowledge management lit-
eratures (e.g., Cooper 2003). We see process models as
a promising structure for this bridge, and we will
mention some related research questions at the end of
this paper.

4.4.3. Training Purposes. Although underempha-
sized in the PD process modeling literature, a capable
workforce is essential to efficient and effective PD.
Activity performance can vary widely depending on
the skills and experience of the assigned workers and
teams. Process models can help with at least two key
purposes: closing skill gaps and organizing real-time
delivery of activity instructions and training. If a pro-
cess is described in terms of the experience, skills,
and/or training required to fill each role in each ac-
tivity, then a skill requirements profile could be com-
pared against the available workers to prescribe opti-
mal staffing assignments. Furthermore, if information
about how to accomplish tasks, how to use tools, how
to get help, past lessons learned, risks, pitfalls, etc. is
attached to each activity in a process model, then the
capability exists to push this information to the right
people at the right time. We are not aware of research
expressly on the use of process models for these pur-
poses, yet this seems to be a large, significant area with
many possibilities.

4.4.4. Compliance Purposes. In industry, per-
haps nothing has driven the widespread documen-
tation of processes more than the ISO 9000 series of
standards. Their requirements for certification spec-
ify that a company must, at a minimum, document
what it does and then be able to prove it is doing it
when audited. Documenting a process is a kind of
process modeling, typically using a textual narrative
and sometimes supplemented by a flowchart (each
of which is a kind of view, as discussed in Subhead-
ing 4.1). Unfortunately, the path of least resistance
to ISO 9000 certification drives some companies to
model their processes in a purposefully ambiguous
way, so that a wide latitude of actions by the work-
force will fall within the bounds of the prescribed
process. This situation often leads to misunder-
standings among the workforce about the purposes
of process models, thereby creating tensions with
those who would use process models to drive out
ambiguity, as discussed in Subheadings 4.1 and
4.42. Hence, we see opportunities for further re-
search to address the following questions: What
should be modeled about the way work is done, and
how much of this model should be subject to audit
versus for internal use only? How can a process
model be used to convince a stakeholder that a
sound and efficient approach to PD is being taken?
How can a project internally monitor process adher-
ence, which might portend project success, while

allowing an appropriate amount of flexibility and
adaptation? How can a project balance agility and
discipline (Boehm and Turner 2003)?

5. Concluding Remarks

In this work, we have presented a survey of the PD
process modeling literature, focusing on activity net-
work-based models to support PD project manage-
ment. To organize our survey, we used a coherent and
fairly complete framework based on four major cate-
gories of purposes—visualization, planning, execution
and control, and project development—which the
models serve. We highlighted the relevant studies,
synthesized the key insights, and identified opportu-
nities for further research in each of the four catego-
ries. We conclude by highlighting five broad research
directions that we feel are especially important for
future research in this area.

First, we observe that many of the models place a
disproportionate emphasis on actions rather than in-
teractions. Such models focus on the activities (e.g., the
boxes on a flowchart or the bars on a Gantt chart) and
their characteristics (such as name, duration, cost, etc.)
while giving short shrift to the deliverables (e.g., nom-
inally indicating them with unnamed arrows). How-
ever, activity interactions, particularly the flow of de-
liverables (including information), give rise to a large
portion of a PD process’s behavior, such as iteration.
Although the information processing view of organi-
zations is a helpful motivator for looking at interac-
tivity flows, a majority of models in this stream treat
information as a generic quantity, not as a specific
item with identifiable attributes that vary and deter-
mine the state of a process. PD process models could
explicitly consider both activities and the interim de-
liverables that spawn their interactions. Deliverables
deserve greater emphasis, because many are over-
constraining when one assumes all activity input-out-
put relationships imply firm precedence relationships.
Some dependencies are stronger than others, and
while some models (such as numerical DSM models)
account for strength of dependency, the identification
of unique deliverables with attributes such as matu-
rity, uncertainty, confidence, etc.'® would be helpful
for identifying the potential process space in which
project planners can seek to optimize the desired bal-
ance among cost, duration, technical performance, etc.
Deliverables have received more emphasis in recent
work on adaptive processes, where the choice and
scheduling of activities depends on their required in-
puts and entry criteria and a project’s state.

Second, many of the models focus on local improve-

16 Browning, Fricke, and Negele (2006) present a PD process mod-
eling framework that balances activity and deliverable characteris-
tics.
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ments, like optimizing the relationships between two
activities. But it is the project-level improvements that
matter, and local optimizations of activity dyads may
be sub-optimal from an overall project standpoint. A
system-level perspective on both the constituent ac-
tions and interactions enables a global project analysis.
This requires models to determine activity and deliv-
erable criticalities—not merely as a function of the
slack in the network—but while accounting for the
quality of their outputs, alternative modes of execu-
tion, etc. Such determinations might give a truer pic-
ture of adjustments to individual activities that will
provide the best leverage for the overall project.

Third, although process models hold great potential
as an organizing structure for knowledge manage-
ment, several barriers to realizing this potential exist
in that different parts of an organization tend to use
disparate models and that the models are cumber-
some to maintain. Thus, to better serve the purpose of
knowledge management, process modeling frame-
works could strive for broader applicability, greater
ease of storage and integration, and increased main-
tainability and reusability.

Fourth, most of the process models assume that all
PD activities are known a priori. De Meyer, Loch, and
Pich (2002) classify projects by their type and amount
of uncertainty—variation, foreseen uncertainty, un-
foreseen uncertainty, and chaos—and suggest that the
approach to project management vary accordingly.
The approach to process modeling should vary simi-
larly (Lillrank 2002). While the current models are
most applicable in cases of “variation” and “foreseen
uncertainty”—where over 90% of design activities and
relationships can be anticipated from one project to
the next (Austin, Baldwin, and Waskett 2000b)—re-
search is needed on process models to support project
planning and other purposes in cases of “unforeseen
uncertainty” (e.g., Sommer and Loch 2004) and
“chaos” (Sommer, Loch, and Dong 2006). In these
latter cases, the process might explicitly include activ-
ities to reduce risks and discover opportunities. Natural,
adaptive, or emergent processes (Highsmith 2000)
such as bazaar-style development (Raymond 2001) offer
promising avenues for further research.

Finally, as standard processes become more widely
used as a basis for project planning and organizational
learning, research on tailoring and scaling a standard
process for a particular project takes on greater impor-
tance. The existing frameworks and models do not
provide much guidance for process tailoring and scal-
ing. While pure, mechanistic design of innovative or-
ganizations does not work (Dougherty 2001), an ap-
propriate amount of planned process structure yields
efficiency (Spear and Bowen 1999; Tatikonda and
Rosenthal 2000) by enabling workers to focus their
creativity on value-adding actions and coordinate

their interactions. Structure can also help prevent the
“cutting of corners” and the repetition of past mis-
takes. Austin et al. (2001) show that some basic process
structure is appropriate even for conceptual design.
However, the wrong structure over-burdens a project
and increases its cost and duration unnecessarily.
Therefore, an important research direction would be
to explore the right balance between standard pro-
cesses which can be scaled and tailored and purely
innovative processes (e.g., Benner and Tushman 2003).
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