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Abstract design techniques (7) can use that reduction to the full. In
Low power techniques empling dynamically controlled synchronous systemsxistence of lage clock distribition
clock rates der potentially paverful enegy saring capabili- networks diminishes the ffcts of switching actity reduc-
ties. In this paperwe consider the application of thisMo tion in logic cates alone.
power technique to FPGAS, where we reduce @neaste in
clock distritutions. W shav that current FPGA clock man- This phenomena is especially present in FPGAs due to the
agers are inadequate for use in dynamically controlled syatge capacitances associated with the routing switches, espe-
tems. & provide an architectural block, the dynamic clockcially for global signals such as a clock (8). Due to high
divider, that can be added either internally to clock manage¢gpacitances associated with global programmable intercon-

or as user logic, to allodynamic clock management. nect, approximately 25% of theverall dissipation of engy
in an FPGA can be due to the clock signal. This ratio can rise
Introduction abore 50% in highly pipelined circuits (3). Hence, thevpo

Until recently Field Programmable Gate Array (FPGA)reduction in synchronous systems can be realized to its full
designs hae focused on the optimization of performance angotential either by clockaging, or by controlling the clock
area (1, 2). Due to their programmabiliBPGAs are inher- rate based on computational demand. While clatlg has
ently more engy-inefiicient than the equalent ASIC been used widelydemonstrations of the latter technique for
implementation. The research on reducing the FPGAggnerreducing pwer consumption he& been presented only
consumption has been directed at interconnect (1), the coraeently(9). Studies (4, 5) shidhat the dynamic clock scal-
binational logic architecture, and the clock disttibn net- ing is an dicient paver reduction technique with ke
work (3). In commercial FPGAs, thefeft was directed at potential paver saings.

operating the FPGA core at a reducettage le&el. The out-

lined approaches lead tower reduction at thexpense of Clock management circuitry capable of performing clock
the interconnect speed. synthesis include programmable frequemaultipliers and

dividers. As a result, scheduling algorithms (4, 10) can be
used to control the wdision/multiplication of the system
clock to meet the demand, withouasting enagy. As the
computational demand in separate subsystems changes, each
subsystem can operate independently at a speed that will
allow it to satisfy current indidual demands, as sha in

An alternatve to these circuit-leel techniques is a system-
level technique molving dynamic clock management. This
technique leads to potentially ywerful enegy saviings (4,5)
without necessarily incurring a performance hit.

L ow Power Using Dynamic Clock M anagement

There are four areas to consider when reducing tixepo Fig. 1.
consumption of systems implemented in an FPGA. Dynamic Clock A Clock B Clock C Clock D
power consumption is gen by the equation:
Pd = kVDDZCLf
[ Ckmgr || CkMgr | [ Cikmgr ][ Ckmgr ]
whereVpp is the paver supply wltage,C, is the load capac- Input T
itance,f is the frequenc of switching andk is a switching Glosk Figure 1: Embedded Application Using Clock Synthesis

activity factor Low power techniques attempt to reduce the

power supply wltage, the load capacitance, or switchingyynamic frequeng scaling can be used in conjunction with
actvity in a circuit. One can alsoxplore the direct propor- other methods, such as dynamigtage scaling. When the
tionality between the operating clock rate anav@ocon- cjock is slaved, a controlled altage source can reduce the
sumption (6). If the system clock is wled to the minimum  system wltage leel and still maintain the switching speed.
rate that will meet the computational requirements, both tig, comparison, dynamicoltage scaling does not bringyan

instantaneous peer and the werall enegy consumption will - penefit in conjunction with clockaging.

be reduced without loss of performance. ) .
Dynamic Clock Management |mplementations

While the reduction of peer consumption happens when-We propose three scalable implementations of dynamic fre-
ever the switching aatity is reduced, only asynchronousdueny scaling needed to perform the proposes fmwer



methods. The simplest dynamic clock management circuit ishifts, and duty ycle adjustment. In addition, clock manag-
an open-loop implementation with a clockider inserted ers can be used to synchronizeesal components in a sys-
into the desired paths, shio in Fig. 2.a. The maximum tem.

desired clock rate must be input to the system, to be reduced

dynamically using the clock dier. This circuit is ingpen-  Although the perform their intended function well, current

sive and simple, it may introduce>zessve clock slew. FPGA clock managers are incapable of performing dynamic
a clock management because theividiers cannot perform
=< Loge_> dynamic dvision or multiplication. The Xilinx and Altera
clock managers can only be programmed during initial con-
: C__Logc > figuration. The Lucent Programmable Clock Manager can be
b programmed during its operationjtithis can lead to dan-
' I%I gerous clock outputs, agmained neat.

PLL Dynamic Programmable Clock Divider
Changing the settings okisting clock dviders during their
Feedback . . .
operation can lead to metastability and latching errors due to

c. glitches, distortions, asymmetriransient frequencies and

additional clock edges of the output clock signal, asveho

— in Fig. 3. Een shutting dfthe system during the change to
PLL L= the nev frequeny does not help in that case, as the inconsis-
I:E tent duty gcle clocks may be non-transient.
O
D‘W
Figure 2: Dynamic Clock Management Implementations i)
oM [

Skew can be compensated by introducing a Phaseddck ﬂ
Loop (PLL) into the circuitry The simplest dynamically =~

scaled structure is obtained by taking feedback from a poit®**] ©) @% ©) @_
that does not change frequgnas shwn in Fig. 2.b This ek i R
scheme can successfully apply dynamic clocksitin. For Glich Inconsistent duty cyce

dynamic multiplication, the signal in the feedback path must Figure 3: Standard Clock @ider

be dvided, as in Fig. 2.c.

In the case of a lge change in input frequeyehe output of  If dynamic clock diiders are added to thexisting FPGA
the PLL may tak a long period to settle andyaén a lock on  clock managers, tiyecan be used for dynamic clock man-
the input signal. During this time, the PLL will align the out- agement. As a result, clean frequenbanges can talefect
put improperly The circuitry dependent on the output clock Within a clock gcle. The Dynamic Programmable Clock

o

should then be stalledo®void an ivalid output, the fre- Divider (DPCD), of Fig. 5, is capable of performing
queng transitions of the input or feedback path must be ~ dynamic frequencdivision without undesired fefcts at the
guaranteed to happen within the lock range (11). output. Dvision of the input clock is performed by creating a
loop of D-flip-flops {A-D} driven by the input clock, and
FPGA Clock Management feeding the signal back into the loop through awiter {D}

Dynamic clock management carvka strong impact on the to create the necessary clockdeinversion. D expand the
reduction of pwer consumption in FPGAs. Most modern, length of the output clock period, the number of D-flip-flops
FPGAs hae dedicated clock managers for solving highin the loop is increased by multipker {L}. In order to per-
speed clock distriltion problems in high density designs. form odd dvision, flip-flops {, F} extend the loop, by half
They include PLLs and/or Delay Loek Loops (DLL) a period, with an asynchronous clear of flip-fléyg on the
together with clock diders and integce circuits. The fla- falling edge of the input clockoF the dvider output, multi-
bility and programmability the provide is critical to the plexer {N} chooses between the original input clock, for a
scope of applications thecan support (12). Seral clock division value of one, and the output ci}.

managers he been introduced in FPGAs. The three charac-

teristic e&amples are by Xilinx (13), Altera(14) and To prevent output glitching, D-flip-flops ¢,H,J,K} latch
Lucent(15). The FPGA clock managers can perform clockh€ nev program @lue on the rising edge of the output from
buffering, drive the distribtion netvorks, and simulta- {A}. Combinational logic Q,R,S} also help to preent
neously eliminate clock sw. They can also produce phase 9dlitching, hut also preent transient patterns from being cap-



tured and fed back, thus causinggukar oscillations in the data stream format, the bandwidth requirements of the multi-

circuit (such as in Fig. 3,dbion by 8). plier will change. Therefore, its required clock rate is based
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Figure 6: USB/Matrix Multiplier System

Figure 4: DPCD Operation

Another method of dynamic frequgnsynthesis is per-
formed with a chain of giders capable of onlyven dvi-
sions, as in (6). Eachwider would statically diide the
clock to each successi frequeng, and a multipleer would
be used to choose the desired freqyerdowvever, the
DPCD, being smaller and morevper eficient, is a single
circuit capable of performing dsions from 1 to 9. The
DPCD design in Fig. 5 isxpandable to greater \ui$ion
capabilities by simply adding more D-flip-flops in series.

Control logic receies information from the system sub-
components and updates the contrgigters of the clock
managers. Other speed-setting control algorithms (10) may
be performed locally within the coproces3sihen a transfer
from the USB host is preceded by avispeed preamble
paclet, the USB intedce signals the control logic to reduce
its clocking speed. The USB host will use the lepeed to

poll the client and receg information rgarding the quantity

of data to be transferred. The host then determines the com-
Case study munication speed. Most of the USB circuit is shdtadter

An embedded system coprocessor has been designedthe final end-of-paa signal, for that transfeis receied.
speed up digital signal processing functions. lesa&dan-  Full speed operation is resumed when communication
tage of dynamic clocking for reducing itsvper consump- recommences. Communication between the USB aterf
tion. The system comprises of a Uisal Serial Bus (USB) and the matrix multiplier may be performed using periodic
client communication front-end, and a reconfigurable signadynchronization methods or FIFOs.

processing unit. Currentlyve consider a matrix multiplica-
tion circuit. Paver to the coprocessor is dalred by the
USB cable from the host. Depending on the frame rate a

Table 2 shws paver consumption of system components
rélnning at diferent clock rates for Altera and Lucent imple-
n ; . : .
mentations. Fig. 7 and Fig. 8 shpower consumption vs.
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Figure 5: Dynamic Programmable Clockvidier



operating frequencbased on manattuer estimates. The sented that enables dynamic operation by eliminating
total paver consumed for typical scenarios of system use iglitches, transient and non-transientidier output errors that

outlined.

Table 1: Implementation Details andviRy Consumption*

ORCA 3T55-6

fuax | size Pimax | Piovnz | Pismmz
UsB 21.69 | 115 228.4 126.3 15.8

MHz PFUs | mw mw mwW
Multiplier | 28.48 | 136 326.5 114.7 22.9

MHz PFUs | mw mw mw

Altera EPF10K 20-3

fuax | size Pimax | PiomHz | Pamnz
UsB 30.48 | 703 1241 519 108.6

MHz LCs mw mw mw
Multiplier 17.12 | 563 584.14 | 363 112.6

MHz LCs mw mw mw

*Based on results and formulae pided by manudcturers
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Figure 7: ORCA Implementation
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Current lav-powver methods for FPGAs use circuit-based
techniques at the penalty of performances Wae intro-
duced a systemael technique that tas adantage of the

] 1

0

15

Freguency (MHz)
Figure 8: Altera Implementation

Conclusion
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are \ery harmful when introduced in clock signals. The
divider can be either included as a part of the FPGA clock
managers, or as a user circuit. The resultsvstiat this
technigue can be usedieiently in two FPGA fimilies.
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clock managers present in most modern FPGAs. Dynamic

frequeng scaling is used to reduce theeeage pwer con-
sumption. A dynamic programmable clockider was pre-



