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Abstract- Internet use packet switching and it iscalled delay system. When any request comes frortient side, server may
serve that request immediately or it goes into queufor some time. A client is the computer, which muests the resources
(mail, audio, video etc), equipped with a user intace (usually a web browser) for presentation purpses. DNS (Domain
name server) will map the web address to its corresnding Internet protocol address. All communicatio takes place using
transfer of packets. Packets arrive according to #oisson process with raté.. Router will route the request to that particular
Internet Protocol (IP) of the application server. The application server task is to provide the requésd resources (mail, audio,
video, authentication), but by calling on another erver (Data server), which provides the applicatiorserver with the data it
requires. This paper deals with single server and aitiple server queues. This paper intends to find wt the Performance
(average queue length, average response time, avgeawaiting time) analysis of hybrid (M/M/1, M/M/m) client server model
using queuing theory.

Keywords — Queuing theory, Client server model, Sigle server queue, Multiple server queues.

|. INTRODUCTION
In 3-tier architecture, there is an intermediamelemeaning the architecture is generally splibepveen:

a) A client, i.e. the computer, which requests th@ueses, equipped with a user interface (usuallyeb trowser) for
presentation purposes.

b) The application server (also called middleware)pséhtask it is to provide the requested resoutmgshy calling
on another server.

c) The data server, which provides the applicatiomezewith the data it requires.
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Figure 1.1 Three-tier architecture of client semwvedel [1]
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In 3-tier architecture, each server (tier 2 ang@&¥orms a specialized task (a service). A seraertberefore
use services from other servers in order to provida service. As a result, 3-tier architectureaseptially an n-tiered
architecture [1].

However, Web traffic is highly dynamic and volatil@he data arrives and departs from different nodes
randomly. Thus, we can envisage that, “number ahaokels” for arrival and “number of channels” fopdeting must be
identical. The incoming data can be stochastidafgited as a “process” and so will be the caseepiding from the
memory of Web Servers. These situations make th&img of Memory of Web Servers - a typical case tQueuing
Process” [3]. It has been implicated that memorgspa through diverse situations of Queue Modeds, M/M/1,
M/M/m. M/M/1 model is most disciplined and can beabyzed analytically to estimate the queuing patamsd3]. The
standard queuing notation, A/B/C, ‘A’ represents énrival distribution, ‘B’ the service distributipand ‘C’ the number
of servers. For M/M/1, model number of server iard for M/M/m model ‘m’ denotes multiple serverd!’ ‘means

“memory less”, which in this context implies Poissdistribution for arrival rates and exponentiastdbution for
service times [2].

II. HYBRID QUEUING ARCHITECTURE FOR CLIENT SERVER MDEL
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Figure 2.1 Hybrid queuing (M/M/1, M/M/m)adel architecture (client server model)

There are 2-inputs in the queuing network consiiémg=igure 2.1 with the arrivals at the 2-inputsng A,p;
and,p,. The service rates arg gnd |3 The arrival rate at sourceg3s . The probabilities of arrivals at source inpyt S
are p, pprespectively.

Let A, be the arrival rate at first queugpe the arrival at second queue at the client broviiet the service rate

of the servers Al and A2 be and [, respectively. Client browser will map the web addrto its corresponding Internet
protocol address.

After getting serviced by server A1 and A2, the golives at queue Q2 (Router). Lgtbe the arrival rate of the
jobs at Q2 (Router), so the arrival rate at Q&j$he service rate of the server AE/J'Z. Here, Q2 (router) checks the

Computer Science Enginesring

ISSN 2277-1958/2N1-241-250 WWW.LECSE.ORG



243
Performance analysis of hybrid (M/M/1 and M/M/m) client server model using Queuing theory

IP address (Internet protocol address) of the @dar application server which is mapped by the O®8main name
server) and the router forwards that request tbghaicular application server.

Upon getting serviced by server AZhe job arrives at queue Q3 (Application sena@r)Q5 (Application
server). This transaction totally depends on th@dBress of Application server which has been méjpethe DNS
(Domain name server).

Now, the jobs arrive at the queues Q3, Q5 with abdliies pi and p'z, where pi + p'2:1. So, the arrival rate
at Q3 isks P; ,and that at Q5 i&s P,

I the job arrives at Q3 with probabilityo; with the arrival raté.s p; then the arrival rate of Q4 will be p;
because Q3 and Q4 are in serial connection. Thiéceaite of Q3 Application servers ARA4” and AS is ,u; and that

of Q4 Database servers ARA10, All is ,u; .The service rate of Q3 (Application server'AB4" and AS) are equal

because they are M/M/m queues, Likewise the semates of Q4 (Database server'A810" and All) are equal
because they are M/M/m queues as well.

Finally, jobs after service completion at servegsapd Q3 arrive at the sink Q4 (database), thebdataserver,
which provides the application server Q3 with tla¢adt requires. Here, Application server acts hkeeb server which
serves pages for viewing in a Web browser.

If the job arrives at Q5 with probability, with the arrival raté.s P, then the arrival rate of Q6 will e |,
because Q5 and Q6 are in serial connection. Tiviceenate of the Q5 Application servers AB7 and A8 is ,u; and

the service rate of Q6 Database servers’AA23’, Al4 is ,ué .The service rate of Q5 (Application server’A&7" and

A8") are equal because they are M/M/m queue, likettieeservice rate of Q6 (Database server AA13 and Al4)
are equal because they are M/M/m queues as welk. tdes the number of servers.

Finally, jobs after service completion at serve &nd Q5 arrive at sink Q6 (database), the dataterser,
which provides the application server Q5 with tla¢adt requires. Here, Application server acts bkeeb server which
serves pages for viewing in a Web browser.

2.1. Performance measures for hybrid queuing client server model

The performance of the single and multiple seniemneasured by the average queue lengths, averaig@gvtime,
average response time and the average no of jabe isystem [4]. The queues in the model are asdumbe M/M/1
and M/M/m (Hybrid). Here client browsers (Q1) amditer (Q2) are M/M/1 type. Application servers (& Q5) and
database servers (Q4 and Q6) are M/M/m type.

Performance measures such as (a) average quetie, léngaverage response time, (c) average waiiing are derived
in this section.

2.1.1. Average queue lengths
The average queue lengths in A1 and A2 (client besvare

(A1) (A2)
E[ N (Al)] — ,012 — (Alpl)z E[NZ(AZ)] — ,022 - (/]2pz)2
1 ’ .
1- pl(Al) :ul(,ul - /]1p1) 1- ,OZ(AZ) H; (,uz - Azpz)
(2.5)
’ 1 2(A2) A 2
Similarly, the average queue length in’A@uter) is E[N;(Az)] = B 2 ) - 7 (,U': 1) . 1)

2
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The average queue length in application serversdatabase servers (Q3, Q5), (Q4, Q6) is QE[N&, where,
-p

probability that an arriving customer has to waitjueue (m customers or more in the systemy, IS-F%
-P
m-1 k m -1
in the M/M/m case, the Probability afcustomers in the system ig| z (mo) + (mo) ,
k! m1- p)
According to Figure2.1 the application server Q8 &% consist of 3 sub servers each so here m=&afdr Q3 and Q5.
AspiPo,
After simplification the average queue length fpplécation server Q3 is E[N] = —————. (2)
3z = Aspy
Where, probability that an arriving customer hasvéit in queue is
Poa(Asp1)’ . . . .
= ; 7 and in the M/M/m case, the Probabilityrofustomers in the system is
23ty = AsPy) s
12 ] ] ", ] 1 ] ] [ [
_ 245" (U3 = Aspy) + 2As Pi (U = AsPy) + (As pl)z(/'l3 —Asp) +(4s p1)3
03~ 12 ] ]
244 (/13 - /]s pl)
AsP2Fy
After simplification the average queue length fpplication server Q5 is E[N] :'—5,. 3
3uy = Asp;
1\3
Where, Ree— PP’ o 20 =) + 2Bt ~Asp) + OB (=) + Bl
’ ’ ] 12 .
2(3/14 _/‘s pz);u4 2»‘14 (:d4 spz)
According to Figure 2.1 database server Q4 anddp6ist of 3 sub servers each so here m=3 for eddn@ Q6.
/]S pi PQ4
After simplification the average queue length fatabase server Q4 is E{ff :f . 6]
3us = Asp;
P (A, P ~AB)+2A ~Ap) +(A ~Ap) +(A
Where, Rz (34( ) and R, = 21 (1 —AsP) + A BA (K —AsB) + (AB)* (1 —As ) +( Spl)
2B —As pi),u 2'% (6 —Asph)
o _ As PPy
After simplification the average queue length fatabase server Q6 is Efjl=————. (5)
3 = Asp;

Where, oe o AsP2)” o QUG ~APl) + 2P ~AB) +OB) (s ~AR) )’
203y = AsPy) 25" (1 = AsP%)

2.1.2. Average response times
The average response time in Al and A2 are

E[Rl(Al)] E[VVl(Al)] /]1p1 E[R(AZ)] E[WZ(AZ)] /]ng +i.
Hy ﬂl(ﬂl 1p1) “ Hy /Jz(/Jz AP,) 1y
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1 (A2 1(A2 1 A 1
Similarly, the average response time in’ &duter) isE[ RZ(AZ)] = E[\NZ(AZ)] +—=—" (6)

Uy My (U = A ) /'12
The average response time in application serverlsdatabase servers (Q3, Q5), (Q4, Q6) be E[/1 - ,0) ,U

P, (Mp)
m!(1- p)

where, probability that an arriving customer hasvéit in queue (m customers or more in the sysieri)=

o K m! d-p)
According to Figure2.1 application server Q3 ando@bsist of 3 sub servers each so here m=3 for @&dmnd Q5.
After simplification the average response timedpplication server Q3 is

m -1
, and in M/M/m case Probability ofcustomers in the system @{Z (m,o) (mo) }

P 1
E[RQg] :++—, . (7)
s = APy Ms
Where. pe_Ps(AsP1)’ 21 (th =) + 2AsPip(th A ) +AP) (s ~Asp) +(AH)*
) E)s— and Rz=
234t = AP 21 (W =)
P
After simplification the average response timedpplication server Q5 is Efg = %4_#_ (8)
3u, = Asp; My
1\3 2 _ 3
whore, e — TPy DA~ Apd) Al ) +OSE) (=) )
2(3/14 _/‘s pz);u4 2#4 (:d4 /]spz)
According to Figure 2.1 the database server Q4@hdonsist of 3 sub servers each so here m=3 &r ®4 and Q6.
P
After simplification the response time for databasever Q4 is E[Ri] :%+i' . 9)
3us — /‘s P s
\3
Where, Ro=— 05 P1) and R 24" (1 = A ) + 245 B (1 = As ) + (s P)* (1 — A ) +(As)”
2345 = As Pr) 2L (e =Asp)
P
After simplification the average response timedatabase server Q6 is Eid]%:% +i, . (10)
3us = AsP; M
where, e P(A=P2)’ A=A+ 2 ~A )+ ~A ) +HAR)®
2B — As p'z)u' 21 (U -AB)
2.1.3. Average waiting time:
The average waiting time in A1 and A2 (client brewsare
[W(Al)] E[ N (Al)] Alpl [W (AZ)] E[N (AZ)] /‘ZpZ ]
/]1p1 ﬂl(/'[l - /]1p1) Azpz M, (luz - /‘zpz)
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1 (A2)
e E[NA LS/ — (12)

S /'12 (IUZ _/‘s)
Q

The average waiting time in application servers dathbase servers (Q3, Q5), (Q4, Q6) be E[\A/li]gp—), where,
-p

Similarly, the average waiting time in Agouter) isE[W,

probability that an arriving customer has to waigjueue (m customers or more in the system)ﬁ-splg% and in
m!i(1- o

m -1
M/M/m case Probability ofi customers in the system ig (m,o) (mp) )
K m d-p)
According to Figure 2.1 the application server Q8 5 con5|st of 3 sub servers each so here m=afdr Q3 and Q5.
After simplification the average waiting time fqu@ication server Q3 is

PQS
3y = As Py .
Pis(AsPD)’ 2#13 (s =AP) +2A B —AR) +(AB)* (14 —A pl)+(/]$pl)3

2034y = AsPy) s 20 (1 =)

Pos

3,u:1 _/‘s p'2 .
Py (A, P)° and Ry= 2:‘/4 (U, —AB) +2A B (4, _/]sp'z)"'(/‘sp'z)z(/jzt -AB,) +(/]sp'2)3

] 1 12 2 /
23, = AsPa) My 24 (=)
According to Figure 2.1 the database server Q4G@hdonsist of 3 sub servers each so here m=3 &r @4 and Q6.

E[Wqq = 12§

Where, Bs=

After simplification the average waiting time fguication server Q5 is E[W] = (23)

Where, Rs=

PQ4
3/'1; _/]s pi .

PulAP)’ o 24 =As) + 2AsPiph (1 ~As) + () (U ~AP) +(AsP)”
2345 = As Py) s~ 2L (U ~Asp)

PQG

3,U' _/]s p’2 .

Pe(AsP; )’ o 24 =) + 2B (0 =) + A (U —A )+’
23y - Aops 24 (4 -AB) |

2.1.4. Total number of jobs, response times and waiting times for different paths:
For path (Q1 (A1), Q2, Q3, Q4), the total numbejobk from ' browser to data base server is

E [Nx] = E[N, Y]+ E[N,**’]+ E[Nog}*+ E[Nod]
Ap)° A APRy  AspiR,

_,ul(,ul _/11p1) /J; (,U; _/]s) 3:“; _/]s pi 3/'1;, _/]s pi '
For path (Q1 (A1), Q2, Q3, Q4), the total respditee from ' browser to data base server is

After simplification the average waiting time foatdbase server Q4 is ERY = (14)

Where, Bs=

After simplification the average waiting time foatdbase server Q6 is ER§ = (15)

Where, Be=

(16)
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E[Rx] = E[R "]+ E[R,“?]+ E[Rod + E[ Rodl

_ /]1p1 = l /1 1 PQ3 +i PQ4
Wt =Ap) ,Uz(,Uz A) My 3u3 AsPy M5 iy —Aspy
L
Hs

For path (Q1 (A1), Q2, Q3, Q4), the total waitiimge from ' browser to data base server is
E [Wx] = E]W, "7+ E[W,**) ]+ E[Wqg] + E[ Wo4

- AP, n A " PQ3 n PQ4 _

(= AP (- A) 3th=AsPl 31 —Asp;
For path (Q1 (A2), Q2, Q5, Q6), the total numbejobk from 2° browser to data base server is
E [Nyl = E[N,“?1+ E[N;“**]+ E[Nod + E[ Nod

)t A AERy  APiRy,
M, (,uz _/]sz) /J; (,U; _/ls) 3/'1:1 _/‘s p'2 Sﬂé _/13 p’2 .

For path (Q1 (A2), Q2, Q5, Q6), the total respditse from 2 browser to data base server is
E [Rx] = E[R,"?]+E[R,"*] + E[Rog] + E[ Rod]

— /]2p2 i /]s i PQs i PQs
ﬂz(ﬂz_/]zpz) M :uz(luz /]) /12 3:“4 Aspz /14 3:“6 Aspz
ey

Hs

For path (Q1 (A2), Q2, Q5, Q6), the total waitiimge from 2% browser to data base server is
E [Wx] = E[W,"?]+E[W,** ]+ E[Wqg + E[ Wod
/]zpz " /13 n PQ5 n PQe

Moty =AP2) g (u, —A) 3Ha—AsP; 3t —Asp;

2.2. Numerical results for Hybrid queuing client server model
2.2.1. Queue length vs. Arrival ratefor link Q1 (Al) to Q4 and link Q1 (A2) to Q6

247
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Queue length vs Arrival rate
! ‘ —a—y1,=link Q1(A1)to Q4
—&—y=link Q1(A2)to Q6

" [Hybrid Queus(M/M/1 and M/M/m)

e

Queue length

‘arrivalralen
Figure 2.2 Queue length vs. Arrival rate for link (A1) to Q4 and link Q1 (A2) to Q6.

Let A be the total number of arrivals in the 2-input ujng network. In the example considered in thigisacthe arrival
rate,A=1, 2 ,..., 10. The other specifications include

» Probability of arrivals at queues Q1 (Al) and Q2)Are 0.4 and 0.6.
* The service rate specifications of different sesviarthe network are g 7.8521, g:7.2356,,u;: 16.7454,;1;:

13.7303, 14 = 12.1244, |1, =8.5400, i, = 10.3267.

» Probability of arrivals at queues Q3 (A3', A4' akial) and Q5 (A6', A7' and A8") are 0.4 and 0.6

For each value df, the average queue lengths in all nodes of thp@tiqueuing client server network is computed. The
average queue lengths in paths Q1 (Al) to Q4 an@AQ)Lto Q6 are computed from (1) to (5). The tagakue lengths

in paths Q1 (A1) to Q4 and Q1 (A2) to Q6 are coradun (16) and (19) respectively. The total queugths of link Q1
(Al) to Q4 and link Q1 (A2) to Q6 vs. differentisals rate are plotted in Figure 2.2. From Figur2 i2is found that as
the arrival rate increases, the queue length olitkeQ1 (A2) to Q6 increases more than the queungth of the link Q1

(A1) to Q4. Because the service rates for serve( Q';S) and Q4 (u;) are more than the service rates of Qlil and

Q6 (1)

2.2.2. Responsetime vs. Arrival rate for link Q1 (Al) to Q4 and link Q1 (A2) to Q6
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Response time vs Arrival rate
15
] J T [~ =link Q1(A)to Q4
—a—p=link Q1(A2)to Q6

191

Hybrid Queue(M/M/1 and M/M/m);
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”5;/ ///
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arrival rate

Figure 2.3 Response time vs. Arrival rate for ik (Al) to Q4 and link Q1 (A2) to Q6

For each value df, the utilizations, average response times in @lles of the 2-input queuing client server netwasrk i
computed. The average response times in paths QLt¢AQ4 and Q1 (A2) to Q6 are computed from (6§1t@). The
total response times in paths Q1 (Al) to Q4 andA2) to Q6 are computed in (17) and (20). The totabonse times
of link Q1 (Al) to Q4 and link Q1 (A2) to Q6 vs.fidirent arrivals rate are plotted in Figure 2.3orRrFigure 2.3 it is
found that as the arrival rate increases, the resptime of the link Q1 (A2) to Q6 increases mbemntthe response time

of the link Q1 (Al) to Q4. Because the servicesdte server Q3 y;) and Q4 (u;) are more than the service rates of

Q5 (44,) and Q6 (), (2.2.1).

2.2.3. Waiting timevs. Arrival rate for link Q1 (A1) to Q4 and link Q1 (A2) to Q6

Waiting time vs Arrival rate
; ‘ —e—p,=link Q1(A1)to Q4
—e—y1=link Q1(A2)to Q6

*IHybrid Queus(MAM/ and MAM/m)

waiting time
=

o 1 1 L L L L i
2 3 [l 7 B

& 6
amival rate

Figure 2.4 Waiting time vs. Arrival rate for linkiA1) to Q4 and link Q1 (A2) to Q6
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For each value df, the utilizations, average waiting times in alldee of the 2-input queuing client server netwokk ar
computed. The average waiting times in paths QJ) (6104 and Q1 (A2) to Q6 are computed from (11j16). The
total waiting times in paths Q1 (A1) to Q4 and @R) to Q6 are computed in (18) and (21). The totaiting times of
link Q1 (A1) to Q4 and link Q1 (A2) to Q6 vs. difemt arrivals rate are plotted in Figure 2.4. Fiieigure 2.4 it is found
that as the arrival rate increases, the waiting tohthe link Q1 (A2) to Q6 increases more thanwadéing time of the

link Q1 (Al) to Q4. Because the service rates @ver Q3 (u;) and Q4 (U;) are more than the service rates of Q5 (
M) and Q6 (), (2.2.1).

[I.CONCLUSION

In this paper, performance measures for clientegemvodel such as average queue lengths, averggeneestimes
and average waiting times are derived for M/M/1 81&)/m (Hybrid) type model and the results showattlesponse
time is less. Because of this less response tirleapility of packet loss reduce and system becastef. The service
rate of the equivalent server is also derived amdputed numerically. Queue lengths vs. Arrival r&esponse time vs.
Arrival rate, waiting time vs. Arrival rate are jied using MATLAB 7.5.0 Software. Decision for rimg is made at the
last node in each stage of the network as to whéth to choose for obtaining the least response.tim

[1]
(3]
(4]
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