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Executive Summary 
 
This report reviews literature on the role of information technology in two fields 

of science: geoscience and bioscience.  It was prepared as part of a National Science 
Foundation program to gather information about data and research on the social and 
economic implications of information technology (IT)1 and to make it available for use 
by researchers, analysts, and the public.    

 
Many information technologies, from the earliest computers to email and the 

Internet, have been developed for scientific applications.  Understanding the role of IT 
for science is important because of the central role of science in today’s information 
society.  Advances in science affect economic performance and the achievement of 
societal goals, from health to national security.  As a result, it is important for policy 
makers to understand how IT affects the quality and productivity of science.  

 
Sociologists of science have long noted the importance of scientific equipment 

and instruments in leading to discoveries in science.  IT may be viewed as an especially 
important kind of scientific equipment: it is used in virtually every field of science, and it 
has many diverse applications in data collection, analysis, and management; modeling 
and simulation; and communication.   

 
There are several complementary approaches to examining the implications of IT 

for science.  One approach is to examine the role of specific information technologies, 
such as email or the World Wide Web.  Another approach is to examine the role of IT in 
specific aspects of the scientific process, such as scholarly communication or scientific 
collaboration.  This report takes a third approach of examining the use of IT as a whole in 
specific fields of science.  The advantage of this approach is that it looks at how multiple 
applications of IT simultaneously affect the conduct of science, and it also looks at how 
the implications of IT differ across fields of science.  This approach also takes a science-
centered, rather than IT-centered, view of the role of IT in science.  

 
The geosciences and biosciences were chosen for this study because they differ 

with respect to their history and research methods in ways that one might expect would 
affect their use of IT. The biosciences have been largely an experimental science, 
whereas the geosciences have been largely observational -- based on observing what 
occurs in nature -- because of the impracticality of doing experiments on geologic spatial 
or temporal scales.  The geosciences were early users of IT for such purposes as 
statistical analyses and analyses of seismic data. The biosciences, by contrast, were until 
recently rather modest users of computing.  In recent years, however, the use of IT in 
biology has expanded to the extent that the biosciences are now among the heaviest users 
of IT.  
                                                 

1 For the purpose of this study, IT includes the combination of digital processing, data storage, and 
the transmission of digital signals through telecommunications networks, and the applications enabled by 
these technologies.   

v 



 

 
The geoscience review focused on the solid earth geosciences, e.g., not 

oceanographic or atmospheric science, while the bioscience review focused on biological 
research, e.g., not medical or agricultural applications. Both reviews focused on research, 
rather than related subjects like technology development or science education. 

 
Based on extensive searches conducted through the main bibliographic databases 

in the fields (GeoRef, Biological Abstracts), the study found there is a vast literature on 
applications of IT in the geo- and bio- sciences but little analytical literature on the 
effects of IT on the productivity, quality, or practice of research in these fields.  Although 
the study uses such analytical literature where possible, the study is primarily based on 
literature that reviews or provides an overview of applications of IT in geoscience and 
bioscience.  

 
 
 

IT and Geoscience 
 
IT has been used for a long time in the geosciences, for such purposes as analyzing 

seismic data, doing statistical analyses, and drawing maps.  Today, IT is used in a wide 
variety of ways, such as: 

  
• collecting data using networks of digital instruments, such as seismometers or 

space-based sensing; 
 
• storage and managing data in databases, such as for remote sensing data, rock and 

fossil data, and earthquake data; 
 
• mapping and geographic information systems (GIS), to integrate and display a 

wide variety of data; 
 
• modeling of a very wide variety of earth processes, such as earthquake 

mechanisms; flow in the earth’s core, sedimentation, petroleum reservoirs, 
hydrology, geochemical cycles;  

 
• visualization to display the results of modeling; 
 
• accessing scientific information; and  
 
• communicating and collaborating with other scientists.  

 
IT appears to be contributing to several changes in the geosciences.  First, IT has 

played a part in the emergence of "earth system science" as an integrative view of the 
geological, oceanographic, atmospheric, and environmental sciences.  This concept was 
largely driven by the availability of space-based remote sensing, but also relies on large 
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shared databases and modeling of large-scale earth processes.  Second, modeling has led 
a shift from geology being an observational and descriptive science to one that is more 
predictive.  Finally, IT has also led to a change in the representation of geologic 
information, from static paper maps to interactive digital databases and geographic 
information systems.   
 

IT and Bioscience 
Biology is at its core an informational science based on the information embedded 

in the genetic code. At the molecular level, a key challenge in biology is to understand 
how instructions encoded in genomes lead to the structure and function of the proteins, 
and the regulation and expression of genes. IT is essential to store, manage, and decipher 
the mass of information produced in work in these areas.  At levels of organization above 
the molecular level, computer models are critical tools to handle the complexity of 
relationships in biology.   

 
Today IT plays a number of different important roles in bioscience:  
 

• IT-aided instruments, such as gene sequencers, DNA microarrays, and 
microscopes, are used for data collection. 

 
• Large shared, Internet-connected databases, such as gene and protein data banks, 

allow many researchers to obtain and contribute data to large problems.  
 
• Data analysis methods are used in assembling and searching gene sequences.   
 
• Imaging and visualization, such as Magnetic Resonance Imaging (MRI) and 

tomography are important in several areas of bioscience. 
  
• Modeling and simulation are used to model protein folding and to help understand 

complex biological systems such as cells, tissues, organisms, and populations. 
  
• Electronic communication technologies are used to share scientific information 

and aid scientific collaboration.  

 

Comparing the Role of IT in Geoscience and Bioscience 
 Table 1 lists examples of applications of IT in the two fields.  As can be seen in 

table 1, each field uses similar basic information technologies, including IT-aided 
instrumentation, databases, modeling and simulation, electronic communication, data 
mining.     
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Table 1 Examples of IT Applications in Geoscience and Bioscience 

 

Information 
Technology 

Role Geoscience Applications Bioscience Applications 

IT-aided 
instrumentation/data 
collection 

Increases efficiency 
of data collection 

Digital seismometers, 
Remote sensing 

Gene sequencers, 
DNA microarrays 

Data analysis Interpretation of data Analysis of seismic data; 
statistical analysis of fossils, 
rocks.   

Gene sequencing algorithms, 
protein folding calculations 

Shared databases Makes data widely 
available 

Seismic, remote sensing, 
digital map, and 
paleontological databases, 
others 

Gene sequence, protein, and 
many other databases 

Modeling/simulation Aids understanding 
complex systems;  
Allows virtual 
experiments  

Earth simulator, digital earth Virtual cell, virtual heart, 
ecosystem models 

Imaging/visualization Makes complex data 
intelligible 

3D reservoir models, earth 
simulators, earth 
tomography 

Protein folding, medical 
imaging 

Internet/WWW Enhances 
communication & 
collaboration  

Uses in all fields Uses in all fields 

There are substantial similarities in the effect of IT in each field.  In both fields, 
IT has aided more efficient data collection, is a critical tool for handling complexity, has 
aided greater dissemination of information, and appears to have facilitated widespread 
collaboration around large projects, often centered on contributions to shared databases or 
models of complex systems.  

 
At the same time, there are also substantial differences in the use of IT in the two 

fields.  The role of IT in biology is unique because information contained in the genetic 
code underlies much of biology.  IT in geology is unusual because much of geoscience 
data is spatial in nature and is enhanced by the use of geographic information systems.  
Modeling plays a different role in the two fields because in bioscience it is often possible 
to test models with experiments whereas the temporal and spatial scales involved in 
geology often make such testing impossible or impractical.  

 
IT appears to have influenced scientific processes in both fields. The availability 

of large datasets (e.g., gene sequence, protein structure, and remote sensing data) is 
enabling scientists to conduct research using data developed by others, rather than 
generating their own data.  In addition, modeling and large shared databases facilitate 
work on large, systems-level complex problems, as opposed to studying small pieces of 
large problems.  Systems biology and earth systems science rely on modeling of complex 
systems and large databases.   
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Policy Issues   
There are several policy-related issues relating to the use of IT that were raised in 

the geoscience and bioscience literature.  One issue concerns the use of models in policy 
decisions, such as decisions regarding the adequacy of nuclear waste sites, or the viability 
of ecosystems.  These models cannot be fully validated by experiments, due to the 
temporal and spatial scale of the experiments that would be required, and there is debate 
over the appropriate use of these models.  Other issues include intellectual property 
protection issues, such as the appropriate level of protection for databases, the 
development of standards necessary for interoperability of databases, the development of 
metadata to aid searching of databases, and issues related to having adequate people with 
appropriate training for working in IT in science.   

Gaps in the Literature 
There have been few controlled evaluations or critical analyses of the role of IT in 

the geosciences and biosciences.  While there are studies of the use of specific aspects of 
IT  (such as electronic scholarly communication and IT-enabled collaboration) in science, 
there is little literature that analyzes the role of IT in changing research methods, research 
questions and directions; changing the productivity and quality of science; or changing 
the organization of science. This suggests a large potential agenda for future work.
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Introduction 

Purpose 
This literature review examines how information technology (IT) is being used in 

the biosciences and geosciences.  For the purpose of this study, IT was defined to include 
digital processing, data storage, and the transmission of digital signals through 
telecommunications networks, and the applications enabled by these technologies.  The 
geosciences and biosciences were chosen for this study because they differ with respect 
to their history and research methods in ways that one might expect would affect their use 
of IT. The biosciences have been largely an experimental science, whereas the 
geosciences have been largely observational, because of the impracticality of doing 
experiments on geologic spatial or temporal scales.  The geosciences were early users of 
IT for such purposes as statistical analyses and analyses of seismic data. The biosciences, 
by contrast, were, until recently, rather modest users of computing, but in the past two 
decades the use of IT in biology has expanded greatly. By comparing the use of IT in 
such diverse fields, it is possible to generalize to some degree about the role of IT in 
science. 

 
The role of IT in science is of interest for several reasons. First, it is important to 

understand developments that may change the rate, direction, and nature of science.   It 
has often been noted that scientific equipment or instruments play an important role in 
determining the goals, research methods, and productivity of science.  IT may be viewed 
as an especially important kind of scientific tool because it is used in virtually every field 
of science, and because of the diversity of its uses in such areas as data collection, 
analysis, and management; modeling and simulation; and in communication.   If IT is 
influencing the rate or direction or quality of science, it is important for policy makers 
and educators, as well as scientists themselves, to understand these changes.  

 
Second, studying the role of IT in science may provide insight into the broader 

implications of IT for society.   There have been many analyses of the effects of IT in 
business, education, and the home, but there has been relatively little analysis of IT and 
science.  Analyses of the role of IT in business and education have shown that benefits 
from IT were often much less than initially predicted, at least in the short-run.  Achieving 
benefits, such as improved productivity or improved educational outcomes, often 
required additional changes, such as in changes in organization or investments in training.  
Do the same observations hold true for science?  If so, it would support theories about 
how IT affects various application domains.  If, on the other hand, the implications of IT 
for science are markedly different from the implications for education or business, an 
analysis of the differences could help expand or enrich the theories related to the social 
and economic implications of IT.  

 
Third, knowledge about role of information technology in science is relevant to 

several public policy issues. Among these are:  
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• R&D funding issues, such as how much Federal support for science should be 
devoted to IT, versus traditional science and other scientific infrastructure; 

 
• workforce issues, such as how IT affect the skills and specialties needed to 

conduct science; and 
 
• the appropriate use of predictions based on modeling and simulation in public 

policy decisions. 
 
This study found that although there is a vast literature on applications of IT in 

geoscience and bioscience, there is very little analytical literature that addresses the 
questions discussed above.  There are few assessments of how IT has changed the 
productivity, quality, or practice of research in these fields.  As a result, this study is 
largely based on a review of literature that describes the uses of IT in geoscience and 
bioscience.  It sheds light on a somewhat narrower set of questions:  

 
• How has IT been used in the two fields, and which applications (e.g., modeling 

and simulation, shared databases, collaborative tools, remote instrumentation) 
have been most widely used?    

 
• How is the use of IT similar and different in two diverse fields of science? 
 
• What are some of the major effects and implications, such as the development of 

new subfields or changes in research methods?   
 
• What are some of the major issues in the uses of IT?  

Scope and Methods 
The scope of this review was defined to be literature limited to: 
 

• English language literature. 
   
• Literature published between 1992 and 2002.  A few earlier publications were 

reviewed for historical perspective.  In cases where many publications covered the 
same topic, the review focuses only on the most recent publications.   

 
• Articles focusing on IT used in the conduct of science, rather than related subjects 

such as science education. 
  
The selection criteria for the bioscience and geosciences reviews were slightly 

different, reflecting differences in the size and nature of the fields.2   

                                                 

2 For example, in 1999, U.S. R&D expenditures at academic institutions for life sciences was 
$15.9 billion, compared to $1.7 billion environmental science (including earth, atmospheric, and ocean 
sciences). National Science Board.  "Appendix table 5-7, Total, Federal, and non-Federal R&D 
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For the geosciences, bibliographic searches were conducted on GeoRef 

(Cambridge Scientific Abstracts), the main geoscience bibliographic database.  Search 
terms included "computer simulation*", "computer model*," "visualization," "Internet", 
"data management" (where "*" indicates a wild card symbol, capturing any combination 
of letters).  These yielded a large number of hits.  For example "data management" on 
GeoRef yields over 1000 hits and "Internet" yielded over 900.  The citations and abstracts 
were reviewed to select out a representative number of review articles.  Most materials 
were accessed using the U.S. Geological Survey library in Reston, VA.  

 
The geoscience review was limited to focus on the hard earth sciences, such as 

geology and geophysics, rather than oceanographic, atmospheric, and space science.3   
The review included: 

 
• articles in peer reviewed journals; 
 
• articles in professional journals (such as Geobyte for petroleum geologists) that 

are not peer reviewed but describe techniques used by practicing scientists; 
 
• professional papers and government publications (such as U.S. Geological Survey 

Open File reports); and  
 
• abstracts in proceedings of professional society meetings.4   

 
No attempt was made to review doctoral dissertations.  Several books that were 

identified in the course of the study were reviewed, but no attempt was made to 
comprehensively cover books.  

 
For the biosciences review, searches were made primarily using Ovid Biological 

Abstracts, which covers articles from over 7,000 journals, as well as original research 
reports and reviews, letters, and technical data reports.5  Searches on subjects such as 
computers or computational biology resulted in a huge number of hits.  For example the 
“Computational Biology” subject heading resulted in 106,352 hits.  "Computer%" (where 
% is a wild card) resulted in a similarly large number of hits. Other search terms used 
included "modeling" and "bioinformatics".   Due to the large number of hits, searches 
were then limited to (1) review articles; and (2) articles in English.  This reduced the 
                                                                                                                                                 

expenditures at academic institutions, by field and source of funds: 1999".  Science & Engineering 
Indicators – 2002.  Arlington, VA.  

 
3 While this scope for “geoscience” was consistent with that used by some studies of IT in 

geoscience (e.g Loudon, 2000), it also excludes some areas in which IT is used heavily, such as climate and 
oceanic modeling. 

4 Many discussions of the use of IT in the geosciences were presented as talks in professional 
society meetings that were recorded only as abstracts in the meetings proceedings. 

5 Biological Abstracts was used rather than more biomedical oriented databases (such as PubMed) 
because the reviews focus is on bioscience rather than biomedicine.  
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number of hits to the low thousands.   The majority of these articles were narrower in 
focus than desired, but articles that provided overviews of significant applications of IT 
in biology were selected.  Where there was duplication in the coverage, more recent 
articles were selected.  

 
The bioscience review was limited to the effects of IT on biological research, 

rather than the application of IT in such biology-related applied fields as public health or 
agriculture.6   For example, the review covers IT in medical research but not the 
application of IT to the practice of medicine.  Also, the review does not cover the effects 
of biology on computing, such as biochips or bio-inspired computing.  In addition, it 
focuses on IT in computing and communications, not on the use of microprocessors in 
lab equipment.  

 

IT in Geoscience 

Evolution of IT in Geoscience 
Computers have been used extensively in the geosciences since the 1950s 

(Krumbein 1962, Wagner 1992, Davis and Herzfeld 1993).  By the early 1960s, it was 
recognized that computers had many applications in geology, including automatic data 
acquisition, data storage and retrieval, summarizing large masses of data, and limited 
analysis by more complicated computational methods (Krumbein 1962).  Early 
computers were also used for presenting data, including the plotting of scatter diagrams, 
regression lines, contour maps, and other visual output.   The use of computers to produce 
smooth approximations of three-dimensional surfaces was especially valuable in the 
petroleum industry, in order to represent subsurface features based on well data (Davis 
and Sampson 1992, Wagner 1992.). 

 
From the early days, it was recognized that geology was frequently an 

observational science, i.e, observing what occurs in nature and trying to make sense of it, 
and only sometimes an experimental science (Krumbein 1962).  As an observational 
science, geology was often qualitative, and was characterized by many complex variables 
and inadequate data.  As a consequence, statistical methods were often the appropriate 
quantitative techniques. Computers were used for data management and analysis, 
including classification of fossils, rocks, and landforms; analysis of relationships between 
dependent and independent variables; analysis of area variations (map analysis); and 
associations among variables (analyses of statistical correlations) (Krumbein 1962).  
Many kinds of computer statistical analysis (factor analysis, regression, etc.) were 
especially useful.  

 
The International Association for Mathematical Geology (IAMG) was founded in 

1968.  It expanded beyond its original focus of applying statistical models to geological 

                                                 

6 This criteria was applied more restrictively in the biosciences than geosciences.  The geoscience 
review discusses some uses of IT in application of geoscience in the petroleum industry, for example.  
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data, and now focuses to a large degree on information technology applications in 
geology.   In 1975, the IAMG launched the journal Computers & Geoscience, which has 
become the main journal at the intersection of IT and geoscience.   

 
Statistical methods are still core computer techniques in geology, and statistical 

computer applications, such as regressions and factor analysis, are used in a wide range 
of applications, from understanding climate change to conducting risk analysis of 
petroleum exploration.  Over time, these applications have migrated from mainframes to 
PCs (Davis and Herzfeld 1993).  More recently, as IT has improved, many other 
applications have come into widespread use.  Among these are modeling and simulation, 
visualization, and large shared databases.  With the advent of the Internet, large data sets 
are shared among scientists (and the public), and research results and publications are 
made available electronically.   

 
The petroleum industry has been an early and intensive user of information 

technology.  The industry used computing for the processing and management of seismic 
survey data and other exploration data (Dawson and Lim, 1993).  Prior to 1980, 
information technology was used mostly in areas that required intensive numeric 
calculations, such as seismic processing and mapping, and was done by technical 
specialists.  In the 1980s, the emergence of minicomputers, online editors, and graphics 
devices led to interactive applications.  It then became possible to manipulate geologic 
interpretations on screen (Dawson and Lim 1993). By the mid-1980s, commercial 
database management systems came into widespread use in exploration companies. By 
the late 1980s, most exploration companies had invested heavily in information 
technology, making use of central computing (and sometimes supercomputing) as well as 
desktop systems.  Many systems were not compatible, and the industry has moved toward 
common software environments based on standards.  

 

Applications 
Today, IT is used in a wide variety of applications in the geosciences.  Table 2 

provides an overview of these applications.     
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Table 2 

Technology Role Geo-Application 
IT-aided 
instrumentation and 
data networks 

Connects instruments Seismometers, space-based 
sensors 

Modeling/Simulation Tool for understanding 
complex systems;  
Allows virtual experiments 
where real experiments are 
impossible or impractical 

Climate, earth interior, 
tectonics, sedimentation 
evolution 

Visualization Makes complex data 
intelligible 

Subsurface formation, 
reservoirs, climate models 

Tomography Imaging of interior of 
objects 

Earth interior, fossils 

Shared Databases Makes data widely available Maps, remote sensing data, 
oil and gas data, 
paleontology databases 

Mapping/GIS Integration of geospatial 
data 

Rock formations Resources, 
hazards, land use  

Collaborative tools Enhances communication 
between researchers 

Distributed research projects 

World Wide Web Makes data, models, 
preprints, educational 
materials easily available  

Public dissemination of 
information, education 

E-journals Speeds and facilitates access 
to literature 

All fields 

 

 
The following sections describe these applications in more detail, and provide 

some examples.   

IT-Aided Instrumentation 
Information technology is contributing to better collection of data in many areas.7  

One example is seismology.  Digital seismographs replaced analog seismographs 
beginning in the mid-1970s (Romanowicz and Giardini 2001).  As a result, more 
complete information, including full seismic wave forms, are routinely readily exchanged 
through a variety of media, including satellites, digital phone links, and especially the 
Internet.  The more extensive and complete information has enabled tomographic 
investigations of the Earth’s interior structure. In addition, earthquake surveillance relies 

                                                 

7 The focus of this analysis is not on every application of microprocessors in scientific 
instruments, but instead on larger computation and networking.   
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on real-time data acquisition from national and local networks.  Rapid access to high-
quality seismic waveforms has also allowed detailed investigations of large disastrous 
earthquakes to be conducted much more quickly after the event.    

 
The higher quality information from seismographs around the world has also 

supported detecting underground nuclear explosions, which is essential for monitoring 
nuclear test ban treaties (National Research Council 1997).  Detecting small nuclear tests 
and discriminating between such tests and earthquakes and mining related events is a 
challenging problem that relies on advanced seismic networks (Walter and Hartse 2002).  
A central part of the monitoring regime for the Comprehensive Nuclear-Test-Ban Treaty 
(CTBT), as adopted by the United Nations General Assembly, is the global network of 
digital seismographs.   

 
Another area where IT-enabled instrumentation has had a large effect on the earth 

sciences is space-based remote sensing.   Space borne remote sensing data platforms, 
such as the Space Shuttle and satellites, provide data for a wide range of geologic 
applications (Morgan et. al. 1997).  There has been a great increase in the capabilities of 
these systems in the last few years (Kafatos et. al. 1999). Global earth observing missions 
and operational satellites produce large volumes of public domain data.  The Internet and 
the World Wide Web allow these data to be accessed by a variety of scientists, 
applications experts and the general public.  

 
IT has also enabled improved data collection in other ways.  For example, Internet 

surveys have been used to collect earthquake intensity data from the general population8 
(Cajka and Halchuk 1998).   

 

Modeling, Simulation, and Visualization 
Long before the advent of computers, geologists used physical models to explain 

or illustrate geoscientific phenomenon such as stream flow (Brice 2000).  Conceptual 
models, such as plate tectonics, were formulated without the use of computers.  The use 
of computers, however, has greatly expanded the use of geologic modeling, and computer 
modeling is now used to explore a large number of geological processes.  Modeling is 
especially useful in areas where experiments are difficult or impossible to conduct.  This 
applies to many geological phenomena that take place on spatial or temporal scales for 
which experimentation is impractical or impossible.  

 
The geosciences have often been among the intensive users of supercomputers.  

Several geoscience topics, including mantle convection, oil recovery, and ocean turbulent 
flow were among the early “Grand Challenges" for supercomputers in the U.S. High 
Performance Computing and Communications Initiative (Grossman 1992).  In 2002, the 
world’s fastest computer, the Japanese 40 teraflop (40 trillion floating point operations 
                                                 

8 Intensity measures the effects of the earthquake shaking at a given site and thus requires 
observations of the earthquake effects at specific sites, as opposed to magnitude, which measures the 
energy of the earthquake, and is determined from seismometers.) 
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per second) “Earth Simulator,” was devoted to earth science simulation s (Normile, 
2002).     

 
In the geoscience literature, the term "model" can refer either to static models that 

mainly provide a visual representation of data or to dynamic models that illustrate or 
predict the action of complex processes.   The static models typically provide a three 
dimensional view of rock formations and allow a vast amount of geologic or seismic data 
to be shown. Computers are used to process the large amounts of data and generate the 
images rock of formations that represent the spatial relationships. Once a model is 
constructed, it is available to generate a variety of maps and cross sections.  These have 
been used extensively in the petroleum industry for mapping seismic and well data (Jones 
and Leonard 1990).  The models and graphics allow researchers to get a better feel for the 
geometry of underground formations, and allow testing of alternative interpretations of 
the data set (Flynn 1990).  Models have increased in complexity as computer power has 
increased.   Many 3-D modeling techniques were originally developed for mechanical 
engineering and other man made objects.  These techniques had to be adapted to 
geoscience, where there is limited sampling and the objects being modeled are irregular 
and complex (Fried and Leonard 1990).  

 
Dynamic models show geologic processes over time.  In many cases, quantitative 

computer models are the only way to simulate of the interaction of many process and 
factors over time (Vining 1998).   Table 3 shows examples of many of the applications of 
dynamic models in the geosciences.  

Table 3 

Application of Model Reference 
Global climate  Smith et. al 2002;  Normile 

2002 
Ice streams and glaciers of the Antarctic ice sheet Takeda, Cox, and Payne 

2002 
Interior of the earth (core, mantle, etc.)  Normile 2002 
Mineral properties  Refern 1995 
Formation of crystal structure in igneous rocks Amenta 2001 
Simulations of the distribution of fossils Holland and Patzkowsky 

1999 
Oil migration through rock  Souto Filho 1998 
Development of ancient rock formations Mancini, Chen, and Benson 

1998 
Creation of mineral deposits and tectonics in the Pacific Scotese et. al 2001 
Petroleum reservoir formation and evolution Kacewicz 1997 
Relationship between fault movement and sedimentation Smith-Rouch et.al 1997 
Geochemical reservoirs and fluxes in the earth  Staudigel et. al 1998 
Evolution of river systems and watershed interactions Vining 1998 
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Dynamic models include both inverse models, for determining processes from 
observed data, as well as forward modeling, for studying the interaction of processes to 
produce a response (Rankey and Watney 1994).  They also include both deterministic 
simulations, in which a process leads directly to a known response, and stochastic 
simulations, which contain an element of chance and may or may not produce the same 
result each time (Rankey and Watney 1994).   

 
Closely related to modeling is visualization.  Visualization in this context is the 

use of information technology to present complex data in a visual form, frequently in 
three dimensions and often over time.  In most cases, visualization presents the results of 
models or simulations in a form that lets the user see patterns in the data. Much of the 
human brain is dedicated to visual processing of information, and people can usually 
detect patterns more readily when they are displayed in visual form (Zeitlin 1992).  
Visualization technology, like modeling, has been used in a wide number of applications.  
These include: 

 
• the visualization of subsurface geology from wireline logs (Collins 1998); 
 
• visualization of mineral structures (Lennie 2000); 
 
• subsurface fluid migration (Birken and Versteeg  2000); 
 
• evolution of petroleum traps and reservoirs (Kacewicz 1997); 
 
• reservoir depletion (Costello1998); 
 
• global warming (Gordin and Edelson 1997); and 
•  
• oil exploration and production (Zeitlin 1992). 

 
There is a discussion in the geoscience literature about the appropriate uses and 

benefits of models (Rankey and Watney 1994, Smith et. al. 2002, Staudigel et. al. 1998,  
Scotese 2001, Oreskes 2000, Oreskes et. al. 1994).   Several key points emerge from that 
discussion: 

  
• Models can provide new, sometimes non-intuitive, perspectives on the data, and 

assist in integrating available information. They can lead to major new 
interpretations of systems, and can challenge and refine understanding of geologic 
systems. 

 
• Models encourage accuracy and precision in data collection and interpretation by 

establishing formal quantified assertions in logical terms.  Discussions around 
models can focus the testing of models, highlight gaps in knowledge, and trigger 
more focused work and data collection.  Models often identify the need for new 
data.  In climate models, for example, errors evolve as a result of incomplete 
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physical understandings and limited knowledge of past (or future) climate forcing.  
Modeling highlights the areas where more data and knowledge is needed.  

 
• Models can be used for sensitivity analysis, to show where weaknesses in data or 

theory are most serious.   
 
• Models are tools for building consensus.  They serve as a focus for 

communication between dispersed parts of the technical community.  For 
example, the geochemical reference model serves as a focal point for discussions 
in the international community (Staudigel et. al. 1998).   

 
• By making knowledge explicit, models can make the field more transparent to the 

non-specialist. Models can stimulate interdisciplinary cooperation and promote 
scientific and technical exchanges (Scotese 2001).   Visualization technologies 
can also aid in communication by displaying information in form that is 
understandable across disciplines.  
 
Oreskes (2000) cautions against the improper use of models for prediction, 

especially in areas that have important public consequences, such as in predicting climate 
change.  Geoscience models generally cannot be verified in the sense of being shown to 
predict reality accurately.  No model output ever matches the world exactly, in part 
because the input data is never complete.  The real world (especially in geosciences) is 
heterogeneous at different scales.  Input data for models generally provides a single 
average number for a cell that is in fact heterogeneous.  

 
In addition, although the ability to represent complex systems is a key strength of 

models, it also poses a challenge. The more complex a model, the more parameters can 
be adjusted to calibrate the model so that its predictions match observations.  More than 
one complex model can be calibrated to match data, however, and models that do not 
accurately match reality can nevertheless be calibrated to data (Oreskes, 2000).  If models 
are not based on accurate theoretical foundations, they are unlikely to be accurate outside 
of the range for which they have been calibrated.  All of these aspects of models mean 
that they should be used with great caution in making predictions that are the basis for 
public policy.  

Imaging/Tomography 
Imaging techniques that rely heavily on information technology have been used in 

a number of different applications in the geosciences.  Seismic reflections have long been 
used to assess underground formations, and, more recently, tomography has been used to 
assess the inner structure of the whole earth.   A variety of technologies can potentially be 
used for rapid, relatively inexpensive noninvasive characterization of the Earth's 
subsurface (National Research Council 2000). Non-invasive techniques include seismic 
and electromagnetic surveys and remote sensing from aircraft and satellite. The capacity 
to characterize the subsurface environment is important to supporting buildings and other 
structures, finding water, and managing waste.  IT is critical to these noninvasive 
techniques, for data acquisition and data processing as well as for modeling and 
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visualization.  Borgman (1998) suggests that information technology has contributed to 
the increasing transparency of the earth.  For most of human history, the Earth has been 
solid and impenetrable.  More recently, the solid Earth and the oceans, have become 
more accessible and intelligible, making the Earth seem more transparent.  

 
Another geoscience application of imaging is the use of medical CT scan 

technology to determine the internal morphology of fossils and to aid in reconstruction 
and modeling (Gould et. al 1996).  Anderson et. al. (2001) describe the use of rapid 
protoyping technology, using a variety of prototyping techniques and materials, to create 
models of fossils.9  In this process, fossil materials are scanned and three-dimensional 
virtual models are generated.  Rapid prototyping technology is used to create missing 
pieces (where there is bilateral symmetry) or to create miniatures.  Rapid prototyping has 
been combined with C-T scanning to create models of fossil braincases.  

Geoinformatics  
Much geologic work -- such as remote sensing, seismology, and oil exploration -- 

produces huge amounts of data. The term “geoinformatics” has come into usage to 
describe the management and storage of geological information.  IT provides the 
capability to store massive volumes of such data and deliver it through a variety of 
networks.   A wide variety of databases and information management systems have 
become vital to the geosciences.  These include such diverse systems as databases of 
fossils and rock types, databases of satellite remote sensing data, petroleum exploration 
databases, and databases that contain the information traditionally represented in 
geological maps.   

 
A great deal of geological information is spatial. In some cases, such as 

information about size and location of a geologic structure, the key information is 
inherently spatial.  In other cases, such as a database of fossil types, much of the 
information may be aspatial, but there is spatial information is associated with each of the 
records, (e.g. describing where a particular fossil was found).  Much geological 
information has traditionally been both stored and represented in paper maps.  A major 
influence of information technology has been the movement of geological information 
from paper maps to databases that can present the data in maps as well as in other forms.   

 
There is movement towards integration of the these databases towards a "digital 

earth," through which a user can find a very wide variety of geological, paleontological, 
mineralogical, seismological, hydrological, meteorological, and other information about a 
location or region through a single database.  Such integrated databases have become 
important both for scientific research and for applications of geoscience information in 
economic geology, land use planning, natural hazard mitigation, and other areas.  The 
next sections describe topical databases, geographical information systems and mapping, 
and some issues related to geoinformatics.   
                                                 

9 Rapid prototyping technology refers to using computer aided machines to create three 
dimensional models from computer-based designs.  It was developed for use in manufacturing to develop 
prototypes of new designs.   
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Topical Geoscience Databases 
There are a wide variety of geoscience databases, including databases of fossil 

and rock types. Kaiser (2000) notes that although fossil database have been slower to 
develop than, for example, genomic databases, there are now numerous fossil databases.    
Examples of paleontological databases include: 

 
• The U.S. Geological Survey National Paleontological Database (Wardlaw et. al. 

2001). 
 
• The Plant Fossil Record database (Lhotak and Boulter 1995, Boulter 1999), which 

is being built to include taxonomic, morphological, geological, geographical, and 
bibliographic information of all authoritative plant fossil citations throughout the 
world.  The database facilitates comparison of different hierarchical taxonomic 
models and testing of theories of evolution and biogeographical migration.   
http://bs.uel.ac.uk.ibs/   

   
• The global pollen database (GPD), which contains Quaternary10 pollen data from 

around the world.  The North American pollen database, European pollen 
database, and Latin American pollen database have contributed to the GPD.  The 
GPD contains both archival data, which is the original data, and research data, 
which involves manipulation of the archival data (Grimm and Keltner, 1998).   

 
• The Catalogue of Palaeontological Types in Austrian Collections 

(http://www.oeaw.ac.at/oetyp/palint.htm) database provides quick access to 
basic information about the scientifically most important paleontological 
specimens kept in Austrian institutions.   
 
Examples of rock databases include:   
 

• The Igneous Data Base and a Sedimentary Data Base managed under the 
Auspices of the International Union of Geological Sciences.  The igneous 
database contains about 20,000 entries of geochemical and mineralogical 
compositional data of volcanic and plutonic rocks. The Sedimentary Data Base 
contains about 5,000 entries of chemical, mineralogical and granulometric 
compositional data of various sedimentary rocks, together with sedimentological 
and geotechnical descriptions (Brandle et. al. 1997). Both are available through 
the Internet. (http://www.ige.csic.es/sdbp/sdbp.htm) 
 
 

                                                 

10 The Quaternary is a subdivision of geological time (the Quaternary Period) which covers about 

the last two million years up to the present day.  
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• The Stanford Rock Physics laboratory has collected data on the acoustic 
properties of rocks over many years (Nolen-Hoeksema and Hart 1991).  The data 
has been put into a relational database that allows flexible searching. 

 
• RidgePetDB and GEOROC are comprehensive, searchable on-line petrologic and 

chemical databases for ocean floor and oceanic island rocks. They include a broad 
spectrum of supplementary information  (metadata) that describes the quality of 
the analytical data, sample characteristics, and sampling process that can be used 
to evaluate, filter, and sort the chemical data (Lehnert et. al 2000). 

 
• The Ocean Drilling Program operates the JANUS database. The database includes 

paleontological, lithostratigraphic, chemical, physical, sedimentological, and 
geophysical data for ocean sediments and hard rocks (http://www-
odp.tamu.edu/database/). 
 
There are a variety of websites that provide more extensive lists of Internet 

accessible data resources, including GeoGuide (http://www.geo-
guide.de/info/index.html) and EarthRef (http://earthref.org/erlinks/main.htm). 

 
Geologic information has been especially important in the oil industry (Arthur 

1996).  Petroleum exploration produces vast volumes of seismic, well, and other data in a 
variety of media and formats (Kingston and Simson 1997) and there are a wide variety of 
data bases related to the oil industry.   States and oil and gas producing companies have 
used electronic databases for decades. Early ones were non-relational and difficult to use. 
More recently, PC-based, fully-relational, normalized, and comprehensive have been 
developed.  Some examples of petroleum-related databases include:  

 
• The Kansas Geological Survey's Digital Petroleum Atlas (DPA) project (Adkins-

Heljeson and Carr 2001). The DPA consists of reservoir information from the 
individual well bore to regional studies. It presents information such as structure 
maps, cross-sections, and petrophysical and core analyses in web pages and 
relational databases.  Users can navigate through the pages from the regional level 
to the borehole.    

 
• The American Geological Institute (1997) has established the National 

Geoscience Data Repository System (http://www.agiweb.org/NGDRS) to 
preserve geoscience data made available due to the downsizing of U.S. petroleum 
and mining companies.  
 
Other important parts of the geologic data landscape are the World Data Centers 

(Stoss 1998).  World Data Centers were established in the United States and elsewhere 
around that world as an outcome of the International Geophysical Year in1957-1958.  
They have been the formal mechanism for the international exchange of information in 
disciplines related to the earth, its environment, and the sun.  Today there are 46 
individual data centers within five major World Data Center complexes.  Data is 
available through in person visits, mail request, or through online communication.  
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Thirteen discipline-based World Data Centers and a Coordination Office are located in 
the United States.  The National Oceanic and Atmospheric Administration operates 
several of these, including the National Geophysical Data Center 
(http://www.ngdc.noaa.gov/ngdc.html). These distribute data and information about solid 
earth geophysics, glaciology, marine geology, solar and terrestrial physics, and 
paleoclimatology. Over the last 25 years data distribution has evolved from printed data 
catalogs and mailing of tapes, through online catalogs and FTP distribution, to Internet- 
and Web-based access and search tools (Habermann and Anderson 2001).   

Geographic Information Systems and Mapping 
Much geoscience information is spatial in nature and maps have been an 

important way of representing geologic knowledge.  Geographic information systems 
(GIS) and digital mapping have become important tools for managing and displaying 
spatial geoscience data (Heron 1994).  Maps are also important media for communicating 
information about geologic and resources to user groups.  Geologic maps are used in risk 
assessment, hazard identification, and other practical social planning functions that link 
geology to other geographically distributed data.   

 
Geologic mapping has evolved from the early hand-inked paper maps through the 

era of photogrammetry and remote sensing, to the digital age (Kramer 1997).  Traditional 
geological maps convey the mapmaker’s understanding of the geology of an area and 
also serve as the de facto repository for much of the recorded geology of the area (Giles 
and Bain 1995). Traditional geologic maps, however, are difficult and expensive to 
update.  Many areas were mapped a long time ago, and advances in geologic knowledge 
have occurred since many areas were mapped.  In addition, additional information, such 
as information on mineral or water resources, or on the geology and geochemistry at each 
site, becomes available.  As a result, maps need to be revised from time to time to reflect 
new data or interpretations of the data.    

 
Geographic information systems (GIS) overcome many of the disadvantages of 

paper maps.   GIS systems can be updated frequently and can be used to store, integrate, 
interrogate, and analyze different types of data from different sources.   It is now widely 
recognized that the principal product of geologic mapping should be a database, from 
which both analyses and traditional maps can be derived (Black and Walker 2001, Giles 
and Bain 1995).  Centrally managed geoscientific databases (Bandy and Wallace 2001) 
can: 

  
• be easily maintained; 
  
• be queried to find information; 
 
• provide improved access, including use by multiple users at the same time;  
 
• provide information in a single source; and  
 
• integrate spatial and aspatial data.   
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Work is ongoing in many places around the world to develop digital, database-

centered, geological maps.  In the United States, an important effort is the development 
of the National Geologic Map Data Base (http://ngmdb.usgs.gov) (Soller 1997, Soller et. 
al. 2001), which is a collaborative effort between the USGS and the Association of 
American State Geologists  (AASG). The Database was mandated by the Geologic 
Mapping Act of 1992 to serve as an archive of spatially-referenced geologic, geophysical, 
geochemical, geochronological, and paleontological information. The database is being 
developed in several phases that include development of:  

 
• a searchable catalog of all paper or digital geoscience maps in the United States;  
 
• standards and guidelines for the management of digital map information in the 

database; and 
 
• standardized regional and national-scale geologic map coverages. 
 

The map catalog is supported by two databases: GEOLEX, a searchable geologic 
names lexicon, and Geologic Mapping in Progress, which provides information on 
current ongoing mapping projects.   

 
When the project began in 1993, computer-based mapping was not sufficiently 

advanced to allow the development of a national online map database, and the World 
Wide Web was not yet widely available to the general public. Now, however, advances in 
digital geologic map data coverage, standard data formats, data models, digital mapping 
practices, field data capture techniques, and Internet delivery of spatial information have 
allowed the building of a prototype online National Geologic Map Database (Soller et. al. 
2001).11  Another related resource is the USGS Geoscience Data Catalog, which links to 
metadata records and/or actual digital products that can be accessed online (http://geo-
nsdi.er.usgs.gov/). 

Complementary work is proceeding in many states and countries. Most European 
geological surveys are producing digital maps, but efforts are limited by a lack of 
standards (Jackson and Asch, 2002; Anderson et. al. 1999; Chirico 1999; Stanford and 
Freed 1997; Pristas and Herman 1997; Richard  2000; .Mitchell, Fritz and Waldkirch 
1999). Efforts are underway to achieve global coverage, such as through the Global 
Mapping Project (Une 2001), the Global Spatial Data Infrastructure, Digital Earth Project 
and the UN Geographic Information Working Group.  

 
Ideally, the digital information for geologic maps should be created in the field, as 

the geologic observations and interpretations are being recorded. Field geologists now 
have access to a variety of tools for digital geologic mapping, including lightweight 
rugged field computers, global positioning systems (GPS), laser range-finders, and digital 
photography linked by data acquisition software (Kramer 1997). Field geologists can now 

                                                 

11 For information on the digital map project, see http://ncgmp.usgs.gov/ngmdbproject/. 
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create digital maps and cross sections in the field while making observations.  Many field 
geologists, however, do not yet record their observations in digital form, due to cost and 
lack of familiarity with the wide variety of hardware and software tools (Black and 
Walker 2001).   

 
A goal is for geoscience information systems is to move toward the concept of the 

“digital earth” in which geoscience data is available universally in digital form and in a 
form that can easily be searched and integrated (Zhao et. al. 1999).   A regional 
implementation of this concept is Cornell University's Geoscience Information System 
Project, which has been applied to the Middle East (Seber et. al. 2000, 2001).   The 
system aids the assimilation, and management of large and diverse data sets, such as 
geologic maps, faults, topography, and seismic events, volcanic activity, oil and gas 
fields, satellite imagery, and makes it available on the Web (http://atlas.geo.cornell.edu). 
Another implementation is the Global Earth Information System (Iwao 1998), which 
combines point features (wells, mines, epicenters) linear features (geologic boundaries, 
faults) area features (soil, rock types), and volumetric features (soil deposits, liquid 
volumes).  

 
The U.S. National Research Council (1999) has recommended the development of 

an even broader concept -- a distributed geolibrary that would permit users to quickly and 
easily obtain all existing information available about a place that is relevant to a defined 
need.  Part of this information would be geological, but it would also contain information 
relevant to a wide range of problems, including natural disasters, emergencies, 
community planning, and environmental quality.  The NRC defines a geolibrary as a 
digital library filled with information associated with a distinct area or footprint on the 
Earth's surface, and for which the primary search mechanism is place.    

Issues and Challenges in Geoinformatics 
  There are a number of challenges to building successful comprehensive 

geoscience databases.   Integration of heterogeneous data sets is a formidable problem for 
geospatial data (Habermann and Anderson 2001).  Research needs include problems of 
indexing, visualization, scaling, automated search and abstracting, and data integration or 
“conflation”12 (U.S. National Research Council 1999). That ability is severely impeded 
today by differences in formats and standards, access mechanisms, and organizational 
structures.  Data integration is even more challenging when it extends beyond geology 
and geophysics to engineering and economics (Davis 2000).   

 
A key aspect of this is developing appropriate "metadata" or information about 

information, such as keywords, subject categories and other data attributes that aid in the 
searching of information.  A key challenge is to determine appropriate ways to describe 
and document data with sufficient information so that users searching across distributed 
computer networks can discover the data, and both specialists and scientists in other 
fields can successfully use the data (Habermann and Anderson 2001).   A related issue is 
                                                 

12 GIS data conflation is the process of creating and updating a new "master" dataset from the best 
spatial and attribute qualities of two or more source datasets. 
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the development of standards for digital map production (Jackson and Asch 2002).  A 
key issue is defining and agreeing on fundamental geological classification systems and 
procedures. Whereas paper geological map series will tolerate inconsistency between 
separate map sheets, the greater degree of integration in GIS and related digital systems 
requires a more stringent approach.   

 
Intellectual property and database protection issues also affect the development of 

geoscience databases (Applegate 1998).  Governments around the world have been 
working to broaden intellectual property protection for electronic databases. These new 
policies alter the balance between access and protection that has allowed the current 
scientific system to flourish. There is a long-standing debate over what form that 
protection should take.    

 
Incorporating data from traditional types of documents and collections into digital 

information systems presents another challenge.  Geoscience data sources that need to be 
upgraded and integrated into electronic form include: manuscript collections with 
unpublished or draft papers; unpublished technical information such as geochemical 
analyses or stratigraphic sections; and supporting documentation such as annotated aerial 
photographs, wire-line logs, and geophysical data (Brown and Love 1997).  A further 
challenge is providing online information about three-dimensional artifacts, such as hand 
specimens, thin sections, and fossils, which are important in geoscience.  These 
collections are often poorly maintained, managed and cataloged (Browne and Love 
1997). These specimens are often separated from the manuscript collections to which 
they are logically connected, with the result that researchers may be aware of one portion 
of a collection and unaware of others. 

Internet, Electronic Communication and Collaborative 
Tools 

The Internet and World Wide Web are used extensively to share and disseminate 
geoscience information – both through posting information directly on the World Wide 
Web and through electronic journals.   In the early days of the Web (around 1995) many 
articles appeared in the literature that pointed to new Internet resources for geoscience.  
For example, Last (1995) described Internet listservers of interest to paleolimnologists; 
Dunn and Feldman (1995) discussed bulletin board and web sites related to the history of 
geosciences; Ingram (1996) pointed to geoscience uses of the Web; Zwolinski (1996) 
pointed to Polish geoscience resources on the Web; Thoen (1995) described Internet 
resources related to GIS and mapping; and Ramshaw (1995) described general 
geoscience listservers and newsgroups.   

 
Geoscience organizations are now using the Internet as the main means of getting 

information to their stakeholders.  The U.S. Geological Survey (Wendt and Lanfear 
1999) and the Kansas Geological Survey (Buchanan and Carr 1997, Carr et. al. 1996) 
each describe how the use the Internet to provide access to geologic, hydrologic, and 
geographic data, data compilations, and research and technical studies.  Products 
published online are made available more quickly (as they are completed), at a lower 
cost, and to a wider user-audience.  The Kansas Survey is designing research and 
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technical products that go beyond traditional publications and take advantage of the 
Internet capabilities. The Internet speeds the dissemination of Survey's information and 
research results, aiding a variety of individual and public policy decisions. 

 
Geoscience is also affected by general trends in academic publishing.  Hallmark 

(1998) notes that current trends in geoscience journal publishing include higher prices for 
journal subscriptions, cancellation of print titles by libraries, increasing availability of 
electronic journals and indexes, and new communication patterns facilitated by the 
Internet.  Derksen and Haner (1997) note that the great access to earth science 
information in libraries comes at a cost in workstations, high speed network connections, 
hardware and software security systems, printers and printer supplies, staffing, contracts 
for access to indexing products and electronic journals, and training expenses. These are 
substantial costs for libraries.   

 
Some researchers have used collaborative tools to facilitate collaboration over the 

Internet. Burns (1997) describes Internet-based collaboration using a secure website in a 
study of natural rock fracture.  The research is done by geoscientists at various research 
organizations in the United States and abroad and is supported by a consortium of energy 
companies. With the study's private website and associated network resources, all 
research study participants have access at their desktops to current project data, archived 
files and publications, and online forums.  Burns notes that the use of Internet 
technologies has resulted in greater collaboration, closer relationships among project 
participants, faster progress, and reduced costs.   Other examples of geoscience use of 
Internet-based collaboration include the use of a collaborative environment for Mars 
surface science studies (Gulick et. al. 2001) and the use and control of an X-ray 
diffractometer over the Internet (Argast and Corey 1998).   

 
Models also serve as the basis for collaboration.  For example, the Geochemical 

Earth Reference Model (see http://www-ep.es.llnl.gov/germ/germ-home.html) provides 
the structure for online discussions about reservoirs, fluxes, databases, and other 
scientific or technical aspects of the information in the model (Staudigel et. al 1998). 

 
Pittman and Brown (2001) note that special collaborative tools are needed in 

geoscience.  In paleontology, one needs the ability to post artistic and photo images of 
specimens, and have threaded discussions on discrete features of the image that are 
clickable.  One needs to be able to have discussions tied to specific branches, nodes, and 
taxa.   

 

Other Implications of IT for Geoscience 

Workforce issues 
There has been some discussion in the literature of the importance of training 

geologists in the use of IT.  Merefield and Roche (1993), for example, note that regional 
groups in the British Geological Society provide training for geoscientists to use 
computers.  
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Productivity  
Little literature directly addresses the affects of IT on productivity in science.  

Dengo (1998) notes that IT has increased productivity in petroleum exploration.  
Exploration companies need to manage increasing volumes of digital data.  IT allows 
geoscientists to integrate their knowledge in ways that save time and cost while 
continuing to improve the quality of data.  Exploration tasks that traditionally were done 
sequentially (seismic data acquisition through processing and interpretation) are 
beginning to be done in parallel. The time to do these tasks will further decrease as 
companies improve their use of technologies for real-time data analysis and are able to 
globally integrate disciplines using virtual teams. 

Concept of Earth System Science 
A final implication of IT for geoscience is the contribution of IT to the concept of 

earth system science.  Earth system science views the Earth as a physical system of 
complex interactions among the geosphere, atmosphere, hydrosphere, and biosphere.  It 
involves understanding the interactions of chemical, physical, and biological processes 
over spatial scales ranging from micrometers to the size of planetary orbits, and over time 
scales from milliseconds to billions of years.  (Johnson, Ruzek and Kalb 1999, Bretherton 
1985).  This new conceptual framework for earth sciences very much depends upon 
remote sensing data from space, data management systems to manage and make available 
this data, and computer models that can synthesize the complex relationships among the 
various elements of the system over various temporal and spatial scales.     

  

IT in Biosciences 

Evolution of IT in Biosciences 
Although information technology has been used in the biosciences for a long 

time, the biosciences were initially relatively modest users of IT.  A 1966-1967 survey 
that covered use of computing in the life sciences, found that a lower percentage of life 
scientists than physical used computers (National Academy of Sciences, 1970).  In recent 
years, however, the use of IT in the biosciences has expanded greatly.  Lander et. al. 
(1991) observed that biology had been going through major changes driven by computing 
for the previous ten years.  Since the discovery in the 1950s of how genetic information is 
coded in DNA, the biosciences have increasingly become much more dependent on IT.  
Much bioscience research now involves: deciphering the information stored in genetic 
sequences; understanding how these sequences codes for genes and proteins; and 
understanding the function and structure of these proteins. In a sense, biology has become 
driven by the information contained in the genetic code, and information technology is 
critical in generating and managing this information.  

 
The growth in importance of information technology is exemplified by the growth 

of several new interdisciplinary subfields of biology.  One is “bioinformatics,” defined as 
the application of computers, databases, and computational methods to the management 
and analysis of biologic information.  The human genome project and genome 
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sequencing projects in other organisms, together with new technologies that analyze gene 
expression patterns, have created vast amounts of data. Bioinformatics has become 
essential for almost every aspect of data management in modern biology (Kaminski 
2000).  Another subfield is “computational biology,” which uses mathematical and 
computational approaches, such as mathematical modeling and computational simulation 
techniques, to address theoretical and experimental questions in biology.   

 
Other new subfields are the ones with the suffix “omics” – which include 

genomics (the study of the full DNA sequence of organisms, including sequencing, 
mapping and determining the function of genes); transcriptomics (RNA and gene 
expression); proteomics (protein expression); metabolomics (metabolites and metabolic 
networks); pharmacogenomics (how genetics affects individuals responses to drugs); and 
physiomics (physiological dynamics and functions of whole organisms).  Each of these 
involves the combination of quantitative, experimental, and computational approaches to 
improve understanding of complex biological systems and processes.  

 
Today IT plays a number of roles in bioscience:  
 

• IT-aided instruments for data collection, such as gene sequencers and 
microscopes; 

 
• databases, such as gene and protein data banks;  
 
• data analysis, such as statistical analysis, algorithms for gene sequencing, and data 

mining; 
   
• imaging and visualization, such as Magnetic Resonance Imaging (MRI) and 

tomography;  
 
• modeling and simulation, such as modeling of protein folding, cells, tissues, 

organisms, or populations; and  
 
• communication, such as scholarly communication, and computer aided 

collaboration. 
 
Much of the bioscience can be arranged in a hierarchy, going from the molecular 

level to the ecosystem level, and the uses of IT vary somewhat in each level of the 
hierarchy.  Table 4 shows the main IT applications for each level of the hierarchy.   
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Table 4 

Level IT Applications 
Genome sequences Automated sequencing; genome databases; software 

for aligning, assembling, and comparing gene 
sequences 

Genes, proteins, RNA,  Microarrays, gene expression databases, modeling 
protein folding and structures,  

Biochemical pathways and 
processes 

Modeling metabolic pathways, databases of pathways 

Cellular and Developmental 
Processes 

Models of cell growth and development 

Tissue and Organismal 
physiology 

Imaging, models of organs 

Ecological Processes and 
Populations 

Population models, taxonomic databases 

 

The following sections are organized by subfield of biosciences, starting at the 
molecular level and proceeding up to cells and tissues, organisms, and populations.13 

 

IT and Molecular Biology 
While the original gene sequencing techniques as developed by Sanger (Sanger et. 

al. 1977) did not involve information technology, modern gene sequencing and the 
subsequent efforts to interpret and apply the results of gene sequencing have depended 
heavily on information technology.   

 
Information technology is used in genomics in several areas.   Modern high-

throughput gene sequencers are highly automated in their operation -- through the use of 
robotics -- and in their data collection.  They produce vast amounts of raw sequence data, 
which is stored in digital form.  Assembling the sequences of gene fragments into 
genomes also relies on computation to properly assemble the sequences.  One of the main 
sequencing strategies, the “whole genome shot gun method," relies especially heavily on 
computation (Venter et. al 1998). In this technique, random samples of the genome are 
sequenced and then reassembled using computer algorithms. When applied to the 
sequencing of large genomes such as the human genome, the strategy involves producing 
and then reassembling millions of sequence fragments.  In addition to the draft human 
genome sequence published in February 2001, genome sequencing of many other species 
has been completed, and hundreds more are in progress.   

                                                 

13 This worked better than organizing the material by IT application because, in practice, many of 
the IT applications are not easily separated.  In genomics and proteomics, for example, use extensive shared 
databases and data analysis tools that are available through the Internet in an integrated way.  Moreover, 
similar sounding IT applications are quite different in different subfields.  For example, the modeling of 
protein folding uses very different methods than modeling cells or ecosystems. 
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The sequence data that result from sequencing projects are stored in large, shared, 

Internet-connected databases. Data is both provided and retrieved via the Internet.  DNA 
sequence data that are produced by laboratories around the world are managed by three 
groups: the European Molecular Biology Laboratory (EMBL), GenBank, and the DNA 
Databank of Japan (DDBJ). The databanks exchange data on a daily basis (Kusnirikova 
and Celarova 2000, Yao 2002). The GenBank contains sequences of more than 20 billion 
of ATGC14 base pairs and is expanding very rapidly (www.ncbi.nih.gov/Genbank). (For 
current GenBank statistics, see: http://www.ncbi.nih.gov/Genbank/genbankstats.html.) 

 
Sequencing the genome is just one step in the process of getting biologically 

useful information out of the genome.  The greater challenge is to use gene sequences to 
increase understanding of biological systems.  Other steps are: 

 
1. identifying genes; 
 
2. annotating gene sequences; 
 
3. comparing the genomes of species;  
 
4. determining the structure and function the proteins encoded; 
 
5. understanding the regulation of gene expression (e.g., which genes are active in 

various cells and tissues at various times); and 
 
6. determining genetic differences among individuals. 

 
All of these steps make extensive use of information technology.  They use data 

stored in various gene and protein databases, and use a variety of algorithms and 
computer tools to match gene and amino acid sequences.  Determining the structure of 
proteins uses a variety of modeling and imaging technologies, as well as databases and 
search tools.  

Gene Identification and Annotation 
Much genomic work has centered on finding genes15 in the genomic sequences. 

This can be done by comparing a sequence with sequences that have been identified as 
genes in other species, or by predicting genes from first principles.  There are a wide 
variety of computational tools that are used for making these analyses (Tsoka and 
Ouzounis 2000, Kramer 2001, Wishart and Fortin 2001). One of the better known search 
tools BLAST (basic local alignment search tool), which is used for searching databases 
for nucleotide patterns.  It allows the comparison of an unknown DNA or amino acid 
                                                 

14 Adenine (A), thymine (T), guanine (G), and cytosine (C) are the chemical bases that make up 
the DNA molecules. 

15 Genes are the specific sequences of nucleotides in a particular position on a chromosome that 
encode a specific product (usually a protein or RNA molecule). 
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sequence with sequences from human or other organisms (Bayat 2002).  A variety of 
other software packages is also used for sequence assembly and analysis, and can be used 
to can manipulate and annotate individual sequences and sequence elements.  Genomic 
databases and a large number of tools for analyzing the databases are available on the 
Internet.  The National Center for Biotechnology Information (www.ncbi.nlm.nih.gov) 
maintains many of these tools (including BLAST) and databases, and provides links to 
others.   

 
There are also a variety of computational tools for predicting genes based on their 

nucleotide sequences (Claverie 1997, 1998). The best programs (in 1997) located more 
than 80 percent of the internal coding exons (genetic sequences that are used in 
mRNA)16. With this level of accuracy, computational methods are useful but do not 
eliminate the need for experimental validation.  

 
In addition to sequencing the human genome, another important aspect is 

annotating the genome – associating with each segment of the genome additional 
information about the segment’s function or origin (Rust et. al 2002). An important step 
is the association of the sequence with what is known about its functional role, such as its 
role in metabolism.  Software for genome annotation, such as Ensembl 
(www.ensembl.org), has become more important in gene discovery (Yao 2002).  
Bioinformatic tools are also needed to help effectively distribute annotation data to the 
bioscience community.  

 

Comparative Genomics 
Comparative genomics – comparing the genomic sequences of different 

organisms -- emerged as a research field after the first genomes were sequenced in 1995 
(Yao 2002). The genomes of a rapidly growing number of organisms, including the 
bacterial pathogen Haemophilus influenzae, archaea, yeast, the worm c. elegans, the fruit 
fly Drosophila melanogaster, and mouse have been sequenced. Research on many other 
organisms is in progress.  Comparative genomics helps to identify genes and also sheds 
light on evolution.  Comparing genomes is computationally intensive – for example, 
comparing the genomes of two mammals requires comparing billions of nucleotide 
sequences in a two-dimensional manner (Yao 2002). 

 
One result of comparative genomics is the Clusters of Orthologous Groups (COG) 

database (www.ncbi.nlm.nih.gov/COG), which identifies the gene sequences that encode 
for proteins that occur in the genomes of different phylogenetic lineages (Tatusov et. al. 
1997).  Orthologs are genes in different species that evolved from a common ancestral 

                                                 

16 DNA sequences that get translated in messenger RNA are called exons (“expressed sequences”).  
The DNA sequences that are not used in mRNA are call introns (“intervening sequences.”) Thus to go from 
a DNA sequence to a mRNA sequence that codes  for a protein, the intron sections of the sequence must be 
removed and the exon segments must be stitched together.  The fact that exons are interspersed among 
introns makes the tasks of identifying genes much more difficult.  
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gene by speciation.  Normally orthologs retain the same function.  Orthologs are genes 
that have been retained during the course of evolution, usually because they perform 
important functions, and the analysis of orthologs is an important tool in understanding 
both the function of genes and the course of evolution.  As of the end of 2002, 3307 
clusters of orthogonal groups had been identified, based on analyses of 43 complete 
genomes, representing 30 major phylogenetic lineages.17   

 
Functional motifs (sequence patterns that are linked to a biological function) can 

be extracted by comparing sequence information on the same or similar functions of 
various species. The extracted functional motif database is available 
(http://www.expasy.ch/prosite) and can aid in the prediction of functions.   

 
Computer aided tools have also been developed to test evolutionary hypotheses – 

such as which evolutionary tree fits best with observed differences in gene sequences 
among species (Huelsenbeck et. al. (1997).  

 

Protein Structure 
Understanding protein structure and function is a central problem in getting 

biologically valuable information out of genomics (Attwood and Miller (2001).  As with 
gene sequencing, the fundamental understanding of protein folding predates the recent 
expansion of information technology in biology (Honig, 1999).  The recent progress in 
protein structure prediction, however, has been due primarily to the explosive growth of 
sequence and structural databases, as well as advances in modeling.  

 
Functional genomic and proteomic technologies are producing biological data 

relating to hundreds, or even thousands of proteins per experiment (Weir et. al. 2001).  
The various genome sequencing projects provide complete amino acid sequences of 
proteins that serve many different biological functions, including catalysts, inhibitors, 
messengers, transporters and structural elements of organisms (Pieper et. al. 2002).    

 
Major non-redundant protein databases are SWISS-PROT and Protein 

Information Resource (PIR) (Kusnirikova and Cellarova 2000). The SWISS-PROT 
database consists of properly checked and annotated translations of sequences in the 
EMBL database. The PIR database was created by the National Center for Biotechnology 
Information (NCBI) as translations of the gene sequences in GenBank. 

 
To understand the role of proteins, it is useful to know the three dimensional 

structure of the proteins.  Only a small portion of known protein sequences have had their 
structure determined through X-ray crystallography or nuclear magnetic resonance 
spectroscopy.  There are about 16,000 proteins in the Protein Data Bank that have known 
structure, whereas there are over 600,000 entries in the major protein sequence databases 

                                                 

17 Data from http://www.ncbi.nlm.nih.gov/COG, accessed January 1, 2003. 
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(Pieper et. al. 2002).  For the rest of these proteins, it is useful to predict their structure 
through means that rely on IT.   

 
Two classes of computation-based methods to predict protein structure are 

commonly used.  One type of method predicts the protein structure through modeling 
based on the protein's amino acid sequence alone. While this prediction method can work 
well for small proteins, the error rates are too great for larger proteins (Pieper et. al. 
2002). The CASP worldwide competition of protein structure prediction, which has been 
held in every other year since 1994, has been making a great contribution to accelerate 
the improvement of the above-mentioned methods.18 

 
A second method is to rely on detectable similarities between the sequence of the 

protein under investigation and sequences in other proteins with known structures.  In this 
method, one finds a known structure (based on a protein that has had its structure 
determined, such as through X-ray crystallography) that is related to the sequence whose 
structure is to be modeled.  One aligns the sequence to be modeled with the sequence 
whose structure is known, and then builds a model of the new structure based in part on 
the known structure and in part on the calculations in the model. The accuracy of the 
models formed in this way correlates with sequence similarities of the two proteins 
(Pieper et. al. 2002). Automated modeling tools are available on the Internet.  
MODBASE is a database of annotated comparative protein structure models.  

 
There is a major structural genomics initiative to determine the 3D structure of all 

proteins (see http://www.structuralgenomics.org/).19 This project is based on the idea that 
if the representative structures of basic protein folds and basic family members can be 
determined, then eventually almost all of the protein structures derived from genomic 
genes can be determined (Stevens et al., 2001).  The project involves:  

 
• organizing known protein sequences into families;  

 
• selecting family representatives as targets; 

 
• solving the 3D structure of the targets by X-ray crystallography or NMR 

spectroscopy; and  
 

• building models for other proteins by homology to solved 3D structures.  
 
IT has also made contributions to X-ray crystallography and NMR determination 

of protein structure.  Augen (2002) notes that fifteen years ago, X-ray crystallography of 
proteins was a long and complex tedious process that took months. Diffraction data were 
collected on film, measurements were made by hand, analysis software was crude, and 
                                                 

18 (Critical Assessment of Techniques for Protein Structure Prediction, 
http://predictioncenter.llnl.gov) 

19 See also the unauthored, undated white paper “Advanced Computational Structural Genomics.” 
At http://cbcg.lbl.gov/ssi-csb/Meso.html 
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models were built by hand. Today X-ray diffraction data are fed directly into computer 
systems that quickly calculate candidate structures. These structures are displayed on 
advanced desktop systems, and researchers can easily examine the data easily by rotating 
and modifying the structure. Other computationally intensive structure-prediction 
techniques, such as nuclear magnetic resonance (NMR), have also advanced rapidly, and 
researchers can now combine multiple sources of information to help predict structures 
more accurately than was previously possible.  

 
Attwood and Miller (2001) caution that there are still many challenges in 

determining the structure and function of proteins. It is not safe to propagate functional 
annotation from one sequence to another merely on the basis of some degree of shared 
similarity.  They note that methods to predict structure are still unreliable, and, due to the 
degree of automation that has necessarily taken place with imperfect tools and protocols, 
there is an unknown quantity of misinformation in the databases upon which further 
analyses are based.  

 

Gene Expression 
Another major area of work is analyzing gene expression – determining which 

genes are active in which tissues and at what time. There are a variety of technologies, 
such as the DNA microarrays20, protein chips21, 2D-PAGE22, Yeast two-hybrid23 that are 
being used to develop gene expression and protein interaction data. They are used to 
determine which proteins are active at what times, and this helps determine the function 
of proteins.    

 
DNA microarrays, for example can rapidly provide a detailed view of the 

simultaneous expression of entire genomes and can provide insight into gene function 
and disease pathology (Greenberg 2001).  As with gene sequencing technologies, these 
technologies are producing huge quantities of data that are processed using a variety of 
computational tools and are stored in large databases that are made available on the 
Internet.  Databases such as the gene expression database (http://genome-
www4.stanford.edu) and protein interaction database (http://dip.doe-mbi.ucla.edu), as 
well as many others are now available via the Internet.  Developing new ways to extract 
useful information from these data sets is a new challenge for bioinformatics. 

 

                                                 

20 In DNA microarrays, a large number (thousands or 10,000s) of known oligonucleotides or 
cDNA are arrayed on a chip or glass slide. Flourescently labled target DNA or RNA from a sample mixture 
bind to the matching sites on the array.  The presence or absence in the sample of thousands of specific 
nucleotide sequences can be determine by the patterns of fluorescent emission.    

21 Protein chips are similar to DNA microarrays, but array proteins, rather than nucleotides, on the 
chip.  They are a less mature technology than DNA microarrays.  

22 2D PAGE stands for “two-dimensional polyacrylamide gel electrophoresis.” 
23 The yeast two-hybrid system is a method for detecting protein-protein interactions in vivo. 
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Another approach to study gene expression is to clone and sequence the full-
length cDNAs24 from cells of interest (Yao 2002). This cDNA information is very useful 
for the analysis and annotation of genomes.  

 
Weinstein (2001) notes that with 35,000 genes and hundreds of thousands of 

protein states to identify, correlate, and understand, we have entered the "omic" 
(genomic, proteomic, etc.) era in biology. “Omic” research is a different approach from 
the more traditional study of one gene, gene product, or process at a time (Weinstein 
1998). Often, one generates a database of molecular information with only limited ability 
to predict what about it will prove most useful. Large-scale omic studies of cellular 
molecules in aggregate rarely answer interesting questions, however, without the 
assistance of information from traditional hypothesis-driven research. The two types of 
science are synergistic. 

 

Applications 
Genomics and bioinformatics are leading to many applications in biomedical 

research (Yao 2002).  One example is “genome-based drug discovery,” which is expected 
to increase the number of drug targets dramatically (Yao 2002). Several thousand genes 
related to diseases may be identified in the near future. Also, hundreds of pathogenic 
microbial genomes, each of which has hundreds or thousands of genes will be identified. 
These achievements will help increase the number of drug targets.  Duckworth and 
Sanseau (2002) note that there are now many examples in which pharmaceutical 
companies have identified genes of interest initially by in silico25 analysis.  

 
Another concept is “structure-based drug design” (Sun and Cohen 1993, Yao 

2002, Klebe 2000, Zeng 2000), which has emerged as an alternative to the traditional 
process of drug discovery through screening.  In structure based drug design, the focus is 
on understanding protein structure and the relation between proteins and other molecules 
that bind to the protein (ligands).26 If the three-dimensional structure of a given protein is 
known, this information can be used to choose or improve existing ligands or design new 
ligands.  Computational methods supplemented by molecular graphics are used in this 
step. The features of the protein’s receptor area can be used in queries for computer-
based screening of large compound libraries to identify promising ligands. These ideas 
must then be confirmed experimentally. Subsequently, further work goes on to optimize 
the ligands for higher affinity and better selectivity.  

 
Another emerging application of genomic information in medicine is personalized 

medicines and medical treatments based on the genetic variations of an individual. The 

                                                 

24 cDNA (complementary DNA) is single-stranded DNA that is complementary to messenger 
RNA.  It shows the genes that are active in a cell.  

25 In silico refers to doing experiments or analyses in the computer, rather than in living organisms 
(in vivo) or in the laboratory (in vitro). 

26A ligand is an atom, ion or functional group that is bonded to one or more central ion(s) forming 
a complex.  
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study of individual differences by means such as Single Nucleotide Polymorphism (SNP) 
is widely expected to be a promising approach in identifying useful genetic markers that 
could be employed in the analysis of drug responses and the detection of disease-
associated genes. SNP analysis looks for single nucleotide variations in an individual’s 
genome. SNPs are genetic flags that are often linked to susceptibility to diseases or 
unusual responses to drugs. SNPs have led to discoveries about the genetics of diseases 
such as sickle-cell anemia and Down's syndrome, and they have allowed testing for 
predisposition to disease such as breast cancer and cystic fibrosis.  A variety of computer 
programs are used to identify SNPs.  In addition, studies linking SNPs to disease/non-
disease group data are highly dependent on statistical or mathematical methods.  

 
There are a wide variety of databases and other Internet resources related to 

mutations (Scriver and Nowacki 1999, Claustres et. al. 2002).  Some are organized by 
disease while others are organized by chromosome or by ethnic group.  There is now a 
professional society (The Human Genome Variation Society), and a journal (Human 
Mutation) devoted to this.  A large number of mutation databases are listed at 
http://www.genomic.unimelb.edu.au/mdi/dblist/dblist.html 

 
There are a wide variety of other genomic databases related to diseases.  Some 

examples of these are: 
 

• Schaefer et. al. (2001) describes the National Cancer Institute's Cancer Genome 
Anatomy Project (CGAP), which is developing publicly accessible information, 
technology, and material resources for cancer-related genomics. The project 
focuses on building and annotating catalogs of genes expressed during cancer 
development; identifying polymorphisms in those genes; and developing 
resources for characterizing cancer-related chromosomal aberrations.  

 
• Huret et. al (2000) describe the "Atlas of Genetics and Cytogenetics in Oncology 

and Haematology" (URL: http://www.infobiogen.fr/services/chromcancer), which 
is a database devoted to chromosome abnormalities in cancer, cancer-prone 
diseases, and genes involved in cancer.  

 
• Oh et. al. (2001) developed a gene expression database to identify molecular 

changes in lung cancer. A large number of proteins that are expressed in different 
types of lung cancer have been identified.  The database is intended to help 
develop classification schemes for lung cancer and identify markers for early 
diagnosis. 

 
• Barnes (2002) describes database and data mining used to identify genes 

associated with psychiatric diseases.  
 
Genomics is also being used in non-medical application, including zoology, 

microbiology and plant biology. The complete catalogue of plant genes and proteins, 
revealed by genome sequencing, has great potential to provide insights into cell biology 
(Bevan 2002).  The same analytical methods used to analyze genome sequence data, 
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including analysis of the transcriptome, proteome and metabolites can be applied to plant 
biology.  An example of this is the MaizeDB (http://www.agron.missouri.edu/), which is 
a public Internet gateway to current knowledge about the maize genome and its 
expression (Polacco et. al.  2002).  Another broadly based collaboration is the 
transatlantic yeast gene deletion project, a collaboration involving researchers in the 
USA, Canada and Europe (Kelly et. al, 2001.)   

 

IT and Biological Systems 
Beyond genomics, IT is having a substantial impact on biology at scales above the 

molecular level.  Some of this work is under the rubric of "systems biology." The living 
body is composed of numerous subsystems, by which the flows of energy, material and 
information are controlled. Elements of this include genetic regulatory systems, 
metabolic systems, cell cycles, various physiological and pathological systems, organ 
systems, and other systems from the molecular level, cellular level, tissue level, and 
organ level to the organism level (Yao 2002).  Unlike traditional biology, which typically 
examines single genes or proteins in isolation, systems biology simultaneously studies the 
complex interaction of gene, protein, and cell elements that form informational networks 
and systems.   

 
Systems biology aims to model and simulate various systems and visualize the 

results to help better understand living processes.  Instead of the data driven approach of 
genomics, research in biological systems can be characterized as “model-driven’’ (Yao 
2002).  The complexity of biological systems and the explosion of the quantity of 
biological information that is rapidly becoming available from experimental and clinical 
studies require the use of mathematical and computational modeling (Mehr 2001).  These 
systems are too intricate to study without advanced computational tools for managing and 
integrating the data into mechanistic models (Department of Energy 2001).  

 
Modeling requires taking knowledge in the form of qualitative biological theories 

and expressing it as explicitly and quantitatively as possible. It requires that implicit 
knowledge be made explicit so that disparate human knowledge can accumulate in an 
integrated way (Yao 2002).  Model building also helps point out areas where knowledge 
is lacking, such as unknown pathways and parameters.  Simulation can identify missing 
components and suggest experiments to gather missing information.  

 
The ultimate goal of this approach is to develop a ‘‘Life Simulator’’ (Yao 2002).  

The path toward this is to develop, step by step, subsystem simulators of subcellular 
mechanisms, whole cell simulators, cell development simulators, organ simulators, 
physiological simulators, pathological simulators, and body simulators.  There are many 
systems biology projects underway including models at the cellular level, tissue level, 
and organism level.  
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Cellular and Subcellular Levels 
There are a wide variety of activities going on to apply information technology to 

model activity at the cellular and subcellular levels.  Work is intended to produce both 
fundamental advances in science as well as practical applications in medicine and 
agriculture. This work is expected to eventually enable the drawing of the entire 
metabolic map of a cell. 

 
Determining the biological function of genes, and understanding how they 

interact to yield a living cell, is a major challenge of the post genome-sequencing era 
(Van Helden et. al.  2000). Understanding is needed of the functional pathways in a given 
cell or tissue, including processes such as metabolism, gene regulation,27 transport, and 
signal transduction.28    

  
Understanding the regulation of gene expression is key to understanding the 

functioning of organisms at a molecular level (de Jong 2002).  Technologies such as 
DNA microarrays along with computer-aided algorithms are being used to analyze the 
behavior of thousands of genes at a time (see previous discussion of gene expression),  
and are creating a foundation of data for building integrated models of cellular processes 
(Schilling et. al 1999 and Kao 1999).  Gene expression is regulated through networks of 
interactions between DNA, RNA, proteins, and small molecules.  Because most genetic 
regulatory networks involve many components connected through interlocking positive 
and negative feedback loops, it is difficult to obtain an intuitive understanding of their 
dynamics. Formal methods and computer tools for the modeling and simulation of 
genetic regulatory networks are needed to understand their operation.  Although past 
attempts to model cellular processes have been disappointing, increases in biological 
understanding combined with advances in computational methods and in computer power 
make it possible to foresee construction of useful and predictive simulations of cellular 
processes (Endy and Brent 2001, Covert et. al. 2001).  Computer simulations can also 
provide an accurate qualitative description of the signal transduction processes in plants, 
and can represent the dynamics of the signalling network (Genuod et. al 2001). 

 
There are many major projects underway that are developing database or models 

related to cellular metabolism: 
 

• The Alliance for Cellular Signaling (AFCS) project (www.afcs.org) is examining 
the mechanism of the signal transduction system inside cells (Yao 2002). 

 
• The Consortium for Functional Glycomics (http://glycomics.scripps.edu/) is 

defining the how carbohydrate binding proteins function in cellular 
communication. The project is developing and maintaining glycomics databases 

                                                 

27 Genes regulation refers to controlling how when and at what level genes are expressed.  
28 Signal transduction refers to how cells communicate with their extracellular environment.  This 

happens through the interaction of cellular receptors with signals originating from other cells or from the 
extracellular matrix. 
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with Internet-based interfaces for disseminating data to the participating 
investigators and the public.  

 
• The "E-cell simulation system" (www.e-cell.org) is aimed at whole cell 

simulation of model organisms, such as Escherichia coli and Bacillus subtilis 
(Yao 2002). E-cell is a software environment for building models of the cell that 
incorporate gene regulation, metabolism and signaling, including functions of 
proteins, protein-protein interactions, protein-DNA interactions, regulation of 
gene expression and other features of cellular metabolism (Butler 1999).  

 
• The Cell Migration Consortium (www.cellmigration.org) is focused on research 

on cell migration (movement of cells within organisms). Computer models are 
helping researchers design experiments, test hypotheses, and integrate data 
(Chicurel 2002). 

 
• The Japanese Ministry of Agriculture and Forestry is funding a ‘‘Rice Genome 

Simulator" to simulate the workings of the rice plant (Yao 2002). 
 

• There are a wide variety of photosynthesis-related web sites (Orr and Govindjee 
2001).  
 
An active area of systems biology is modeling the complex interactions between 

various metabolic systems and the effects of different pharmaceutical compounds on 
those systems (Augen 2002). This approach has begun to yield insights into the effects 
that occur when a complex metabolic system is perturbed at the molecular level. This is 
expected to aid drug discovery.  In silico models are also used for predicting absorption, 
distribution, metabolism and elimination (ADME) properties for candidate molecules in 
drug development (Butina et. al. 2002, Ekins and Wrighton 2001).  A variety of types of 
simulations are also useful tools in understanding metabolism, predicting drug-drug 
interactions, and other pharmacokinetic parameters.  

 

Tissues/Organs 
There are a variety of projects simulating biological systems at the tissue/organ 

level.  One prominent project is the Virtual Heart Project at Oxford University, UK, 
which has constructed a huge model of the heart mechanism with the collaboration of 
more than 80 international researchers (Yao 2002, New Scientist 1999). The model 
contains more than 1 million cells or elements, each of which has internal complex 
biochemical reactions, and the model is governed by more than 30 million equations in 
total.  

  
Similar approaches are underway on many organs, such as lungs, pancreas and 

kidney, as well as the immune systems (Yao 2002, Mehr 2001).  Some of this work is 
coordinated as part of the international Physiome Project (www.physiome.org). Other 
researchers have been developing models of vision (Naisberg 2001), spinal cord 
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stimulation (Holsheimer 1998), and the hippocampal region of the brain (Allen et. al. 
2001).  

 
Computer models and simulations have been applied to a wide range of 

tissue/organ level problems, including: 
 

• simulations of the uptake, accumulation and retention of drugs in tumors (Jang et. 
al. 2001); 

 
• simulations of neurones firing patterns (Perez and Carlen 2000); 
 
• simulations of neural activity (Schmajuk et. al. 2001); 
 
• models to describe antibody-antigen binding and the structural models of 

receptors in immunology (Merrill 1998); 
 
• models of water transport systems in land plants (Roth et. al. 1998); 
 
• models of the spatial structure and development of plants (Prusinkiewicz 1998); 
 
• cerebral circulation computer models (Charbel et. al. (1998); and 
 
• models to simulate traumatic brain injury (Bandak 1995).  

 

Organisms 
Modeling all levels of biological complexity is beyond the capabilities of current 

computers, but each increment in computing makes it possible to move up the biological 
complexity ladder. Most models at the level of organisms and tissues do not go all the 
way back to the genetic/molecular basis.  There is, however, for the first time the 
potential to use large-scale computation to simulate the behavior of living organisms as 
whole complex dynamic systems.    

 
There are a variety of projects aimed at modeling whole organisms.  One is the 

virtual patient system "PhysioLab (www.entelos.com) which includes a virtual obesity 
model, diabetes model and asthma model (Yao 2002).  There are a also large number of 
databases containing information on a wide variety of model organisms used in scientific 
study.  Some of the species for which large databases have been established include many 
yeast, bacteria and archea, arabidopsis (plant), fruit flies, zebra fish, blowfish, c. elegans 
worm, and mice..  Lists of many of these databases are available at Oak Ridge National 
Laboratory's Virtual Library of Genetics (http://www.ornl.gov/hgmis/vl_organisms.html).  
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Populations 
Computer statistical methods, databases, and modeling, and have been used for a 

long time in population biology and ecology.   A variety of statistical methods have been 
used to help address problems associated with nonrandom sampling, unknown population 
distributions, heterogeneous variances, small sample sizes, and missing data (Pitt and 
Kreutzweiser 1998).  Taxonomic databases have been developed on many different 
species.  For example, Poulin et. al. (2001) discuss computerized databases on diatoms, 
and suggest that such databases aid transmission of data to colleagues around the world 
and constitute a major advance in the field.   

 
Bioinformatics and the Internet are playing a large role in biodiversity science 

(Bisby 2000).  Biodiversity science by its nature involves scientists from around the 
world and databases on taxonomy and animal and plant records.  The Internet and 
bioinformatics are especially useful in bringing these together.  A major issue is 
achieving interoperability among the distributed databases (Edwards et. al. 2000).  

 
Geographical information systems (GIS) are also important in population and 

environmental biology, due to the spatial nature of much of the data.  GIS, especially 
when combined with statistics, provide a powerful set of tools for spatial analysis in the 
agricultural, earth and environmental sciences (Burrough 2001). GIS systems originally 
concentrated on automated map making and facilitating the comparison of data on maps.  
Recently, standard statistical packages have been linked to GIS for exploratory data 
analysis, statistical analysis, and hypothesis testing. 

 
Population models are used for a variety of purposes and scales.  IT has allowed 

the integration of data, model creation and testing of diverse and complex population 
interactions among biospheric and hydroclimatic systems, both spatially and temporally.  
For example, Rogers and Johnson (1998) investigate approaches to modeling the 
regeneration of oak dominated forests. Loehle and Leblanc (1996) describe forest 
simulation models to predict changes in forest composition, forest dieback, or loss of 
forest cover in response to increased temperatures associated with increasing atmospheric 
carbon dioxide concentrations.   Cabeza and Moilanen (2001) analyze models used to 
help identify sets of nature reserves that maximize the representation of regional 
diversity.  

 
Rogers and Johnson (1998) note that process in forests are highly complex, with a 

very large number of interactions among highly variable biotic and abiotic factors. They 
view models as a tentative description of a system or theory that accounts for all of its 
known or important properties. Models range along a continuum of complexity from very 
simple to extremely detailed, and they can be theoretically or empirically based. The 
more complex computer models may 'simulate' real phenomena.  

 
One approach to modeling ecosystems complexity is “individual-based models,” 

which fall under the new field of complex adaptive systems (Railsback 2001).  Such 
models study how complex behaviors emerge in systems of relatively simple interacting 
individuals.  Some key issues in such models are: 
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• choosing what behaviors and population dynamics should emerge from the 

model's key processes vs. being imposed on the model; 
 

• determining how individual traits should be modeled so that realistic population 
responses emerge; and 

 
• choosing the adaptive processes of individuals to be modeled and the measures of 

fitness that are appropriate to use as the basis for modeling decision making. 
 
Sigmund (1998) notes that a wide variety of computer simulations show that 

cooperation can evolve in populations of selfish agents, both with direct and indirect 
reciprocation.  An example is computer simulations of host-parasite coevolution (Little 
2002). In silico experiments have shown that host-parasite interactions could be 
responsible for high levels of genetic diversity in host populations, and even be the 
principle determinant of rates of genetic recombination.  

 
Several people urge caution in using computer models in making practical 

decisions.  Johnson (1995) notes that fishery management models should be used for 
quantitative predictions only after all model inputs have been estimated from empirical 
data and the model has been tested for agreement with an independent data set.  Models 
can be more useful as tools for organizing data and concepts, learning about the system to 
be managed, and exploring management options. Models can provide valuable input to 
the decision-making process and can help determine priorities for data collection.  

 
Moir and Mowrer (1995) note that forest management decisions are often based 

on long-term projections from computer models. Although these models are theoretically 
based and statistically calibrated, they usually fail to account for uncertainty in the 
underlying assumptions, in the statistical calibration, and in the values used to initiate 
projections. Moreover, given current knowledge of ecosystem behavior, even the best 
models may not capture important features of the ecosystem.  

 

Cross Cutting Topics 
A number of topics cut across the various levels of biosciences that served as the 

organizing basis for the previous sections.  These include literature about IT applications 
that affect several levels of bioscience, as well as some conceptual approaches that do not 
fit neatly in one area.  These include instrumentation and imaging, electronic 
communication and collaboration, and the fields of artificial intelligence and artificial 
life.   

 

Imaging and Instruments  
IT-aided advances in imaging and instrumentation have had a major influence in 

the biosciences.  Techniques have been developed for digital processing of microscope 
imaging, allowing computer-based image enhancement by filtering techniques, 
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deblurring, and contrast enhancement (Sabri et. al. 1997). Computer-based 
methodologies have been developed to combine the advantages of scanning electron 
microscopy and conventional histology with tissue recognition (Kaufman et. al. 1998). 
With these technologies, tissues can be highlighted in a particular color and viewed either 
in isolation or in combination with other appropriately labelled tissues and organs. 
Tissues can be shown in any orientation as a transparent overlay on computer-generated 
histological sections or as 3-D images.   In addition, several systems for telemicroscopy  
(remote operation and/or viewing of microscopes over the Internet) have been developed, 
allowing remote consultation or collaboration (Petersen et. al. 2000). 

 
Work has been ongoing to develop three-dimensional visualization of many 

tissues and organisms.  Whiten et. al. (1998) have devised techniques for the production 
of interactive 3D  models reconstructed from serial histological sections of human 
embryos, focusing on developmental changes occurring in embryogenesis. Sarwal and 
Dhawan (2001) discuss three-dimensional (3-D) reconstruction of coronary arterial trees 
that allows clinicians to visualize vascular geometry.  Three-dimensional images are 
being combined into large information systems in anatomy that can be used by clinicians, 
researchers, educators, or students. Examples include create 3-D atlases of the brain, knee 
and thorax (Brinkley et. al.1998).  These on-line atlases get extensive use by researchers 
and students around the world.   Another large project is a digital atlas of mouse 
development, which covers mouse developmental anatomy from fertilization to birth 
(Kaufman et. al. 1998). 

 

Artificial Intelligence 
Another cross-cutting area at the intersection of IT and bioscience is the 

application of artificial intelligence to biology.   Molecular biologists and computer 
scientists have experimented with various computational methods developed in artificial 
intelligence, including knowledge-based and expert systems, qualitative simulation, and 
artificial neural networks and other automated learning techniques (Rawlings and Fox 
1994). These methods have been applied to problems in data analysis, construction of 
databases with advanced retrieval capabilities, and modeling of biological systems.  
Practical results have been obtained in identifying active genes in genomic sequences, 
assembling physical and genetic maps, and predicting protein structure.  Artificial neural 
networks have many applications in biology and medicine (Dayhoff and DeLeo 2001), 
including extracting previously unobserved or unrecognized phenomena within the raw 
data, and building computer models that are useful for medical decision-making. They 
can be used to help predict outcomes for individual patients (rather than simply 
predicting patient outcome based on their statistical group).   

 

Collaboration and Communication 
Information technology is also used to enable new forms of collaboration among 

geographically separate researchers.  Arzberger and Finholt (2002) discuss the results of 
past “collaboratories” -- network-based virtual laboratories -- and issues for future 
electronic collaboration in the bioscience. There have been a number of collaboratory 
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projects in the biosciences, including the BioCoRE Collaboratory for Structural Biology 
(University of Illinois), the Microstructure Image-based Collaboratory  (San Diego 
Supercomputing Center), and the Great Lakes Regional Center for AIDS Research.   
Over the past decade collaboratories have evolved from an initial focus on remote 
operation of instruments to a broader focus on data integration, data access, and tools to 
support collaboration with data. 

 
Arzberger and Finholt (2002) note that biomedical research increasingly requires 

the integration of “cross scale data” -- data at the molecular, cellular, and organism 
levels.  This requires collaboration across labs that specialize in these different kinds of 
data and expertise from specialists with diverse training. Collaboration is driven both by 
the need to share data and to share knowledge about data. These needs, along with the 
dramatic growth in the capacity to produce and transport data, are leading to science 
being reorganized around the free availability and flow of data at unprecedented volumes 
and detail.  They suggest that key capabilities for successful future collaboratories will 
be: 

 
• communications and resource control – including teleoperation and 

teleobservation; 
 

• information sharing – which includes the creation and curation of data 
repositories, security and authentication controls, and tools for collaborative 
visualization and analysis of data; 
 

• coordination – which includes planning experiments and computer runs, and 
scheduling scarce resources; and  
 

• technology development – such as ensuring that new collaboration technologies 
are compatible with emerging standards. 
 
Other issues related to electronic communication and collaboration discussed in 

the bioscience literature include the challenges of managing the increasing volume, 
complexity and specialization of knowledge expressed in this literature (Mack and 
Hehenberger 2002) and role of electronic scholarly communication (Schoonbaert 2000).  

 

Artificial Life 
Another aspect of the intersection of IT and the biosciences is the field of artificial 

life.  This includes work in a branch of computer animation to create active self-powered 
objects living artificial lives in the theoretical biology zone (Hokkanen 1999).  These 
works include animated simulations of legged locomotion, flexible-bodied animals 
swimming and crawling, artificial fish in virtual ecosystems, automated learning of 
swimming and the evolution of virtual creatures with respect to morphology, locomotion 
and behaviour.  Artificial life also includes work on self-replication over the past 50 years 
(Moshe 1998).  Due to their self-replicating nature, computer viruses may be viewed as a 
form of artificial life (Spafford 1994).  
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Robot-based research may also be a new methodology for biology (Webb 2000).  

Robots can be used as models of specific animal systems to test hypotheses regarding the 
control of behavior. This approach has led to novel hypotheses for animal behavior. 

 

Workforce Issues 
Butler (1999) noted that principal limit in the development of advanced 

computing in biology is the lack of biologists who know how to do it.  The National 
Institutes of Health Working Group on Biomedical Computing (1999) observed that 
many researchers who 5 years ago (before 1999) spent little time at the computer report 
that they now spend 90 percent of their research time in front of their monitors. They 
noted that the transformation in biology requires new skills. They also noted that one 
needs computer expertise without sacrificing biological expertise, and this requires more 
team-based work.   

 

Conclusion  
 
While the lack of controlled evaluations in the literature reviewed precludes 

strong conclusions about the role of IT in the geosciences and biosciences, a series of 
observations emerge from the review.  

 
IT is used in a wide variety of applications in both geoscience and bioscience.  

These applications include automated data collection, statistical analysis of data, Internet-
accessible shared databases, modeling and simulation, imaging and visualization of data 
and analysis, Internet-based communication among scientists, and electronic 
dissemination of research results.  

 
IT plays a role throughout the scientific cycle in both fields.   IT is used in 

many ways throughout the scientific process.  This distinguishes IT from most other 
kinds of scientific equipment, such as microscopes or physics accelerators, which are 
generally used in one stage of the scientific process, such as data collection.  IT aids in 
hypothesis formation, research design, data collection, data analysis, and communications 
of scientific results.  Table 5 shows the relation of IT to stages of the scientific process.  
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Table 5. Relation of IT applications to stages of scientific process 

 

Stage of Scientific Process IT Application 
Hypothesis formation Data mining, modeling 
Research design Modeling and simulation 
Data collection IT-aided instrumentation, databases 
Data analysis Statistical packages, modeling, simulation, 

imaging  
Information dissemination Websites, electronic journals, databases, 

maps 
All stages Email, other communication and 

collaborative technologies 
 

Data mining can help identify patterns that aid in formulating new hypotheses.  
Modeling often helps identify where better data is needed.  IT-enabled instruments aid in 
collection of data.  Internet-connected databases are used to store data and to allow the 
global scientific community to access and often to contribute to the database.  Modeling, 
simulation and visualization are used to analyze and synthesize the data, and to aid in the 
understanding of complex relationships.  Electronic publications, maps, and digital 
libraries aid in disseminating the results.  Some technologies play roles in a variety of 
parts of this process.  Electronic communication technologies aid communication among 
scientists throughout the process.  Shared databases also serve to aid communication 
among scientists and disseminate results.  Modeling is used to explore hypotheses, 
identify data needs, and interpret data.   

 
IT is associated with major changes in both fields.  IT is associated with the 

development of new subdisciplines in each field, as represented by the development of 
professional societies and specialized journals, such as Computers & Geoscience, 
Bioinformatics and several other journals.  More importantly, IT appears to be 
contributing to major conceptual changes in each of the two fields. IT is playing an 
especially important part in a transformation in the biosciences, based on the 
understanding that biology is at its core an informational science -- based on the 
information embedded in the genetic code.  A key challenge in biology is to understand 
the instructions encoded in the genomes, such as the structure and function of the 
proteins, and the regulation and expression of genes. IT is essential to store, manage, and 
decipher the mass of information produced in this work.  At levels of organization above 
the molecular level, computer models are critical tools used to handle the complexity of 
the relationships in biology.  Computer models are being created of cells, tissues, 
organisms, and populations. 

 
In geoscience, the changes have been more gradual -- IT has been used for 

decades in the geosciences, especially in geophysics and in petroleum exploration.  More 
recently, IT has played a part in the emergence of "earth system science" as an integrative 
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view of the geological, oceanographic, atmospheric and environmental sciences.  This 
concept was largely driven by the availability of space-based remote sensing, but also 
relies on large shared databases and modeling of large-scale earth processes.  Modeling 
has led a shift from geology being an observational and descriptive science to one that is 
more predictive although, the use of model-based predictions in public policy, while 
essential for critical decisions, is often controversial. IT has also led to a change in the 
representation of geologic information, from paper maps to digital databases and 
geographic information systems.   

 
IT-enabled science and traditional science are frequently complementary and 

synergistic in the two fields.  The fundamental techniques in gene sequencing and gene 
expression detection were not based on IT, but IT enabled enormous leaps in the 
efficiency of data collection.  Both large-scale data collection, such as gene sequencing, 
and hypothesis-driven small-scale studies are needed to make conceptual advances.  
Although modeling and simulation in some cases reduce the need for experimentation, 
often they identify the need for new data that must be obtained through experimentation.  

 
There are strong similarities but also substantial differences in the way IT is 

used in the two fields.  Each field uses similar basic information technologies, including  
IT-aided instrumentation, databases, modeling and simulation, electronic communication, 
data mining.  In both fields, IT has aided more efficient data collection, is a critical tool 
for handling complexity, has aided greater dissemination of information, and appears to 
have facilitated widespread collaboration around large projects, often centered on 
contributions to shared databases or models of complex systems.  

 
On the other hand the role of IT in biology is unique because information 

contained in the genetic code underlies much of biology.  IT in geology is unusual 
because much of geoscience data is geospatial in nature and requires the use of 
geographic information systems.  Modeling plays a different role in the two fields 
because in bioscience it is often possible to test models with experiments whereas the 
temporal and spatial scales involved in geology often make such testing impossible or 
impractical.  

 
IT plays a particularly important role in specific areas.    In biology, IT is 

especially important in bioinformatics and the "omics" -- (genomics, proteomics, 
transcriptomics, etc.).  In the geosciences, IT is especially important in analyzing 
subsurface formations, mapping, and modeling complex systems.  There appear to be 
few, if any, fields that are untouched by IT.  Shared Internet accessible databases are 
important in paleontology; and models and databases are important in population biology 
and ecology; and genomics are influencing many fields in biology. 

 
IT appears to influence scientific processes in several ways.   These include: 
 
• The Human Genome Project and other large scale genomics and “omic” 

studies have initiated a new approach to biology focused on gathering 
information and placing it in a database, in contrast to the traditional scientific 
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process of using hypotheses to drive data collection.  This approach is 
sometimes termed "discovery" or "hypothesis generating" science. 

 
• Modeling and large shared databases facilitate work on large, systems-level 

complex problems (as opposed to reductionist science).  Systems biology and 
earth systems science rely on modeling of complex systems and large 
databases. In contrast to “omic” studies, modeling requires the formalization 
of explicit hypotheses about biological process, and thus model-driven 
research is strongly hypothesis driven. 

 
• Computers have enabled fields such as artificial life that have influenced 

conceptual thinking in the geosciences and biosciences. 
 
The geosciences and biosciences rely on both general and field-specific IT.  

There are many examples of both general IT tools (such as the Internet, standard database 
and statistical packages, and electronic journals) as well as specialized field-specific IT, 
such as software for comparing gene sequences or modeling protein folding, or geospatial 
databases for geologic mapping.   

 
There are a variety of policy issues that relate to the use of IT in the 

geosciences and biosciences.  One issue is the role of models in policy decisions, for 
example, regarding climate change, the adequacy of nuclear waste sites, or the spread of 
infectious diseases.  Although these models may provide the best basis for making critical 
decisions with incomplete information, they cannot be fully validated by experiments 
because of the temporal and spatial scale of the experiments that would be required, and 
there is debate over the appropriate use of these models. Other issues include protecting 
intellectual property (data and ideas); determining appropriate levels of database security; 
developing metadata and standards necessary for interoperability and to aid searching 
among different databases; and expanding IT training in science.   

 
As mentioned above, there have been few controlled evaluations or critical 

analysis of the role of IT in the geosciences and biosciences.  While there are studies of 
the use in science of specific aspects of IT (such as electronic scholarly communication 
and IT-enabled collaboration) there is little literature that analyzes the role of IT in 
changing: 

 
• research methods (e.g., does IT contribute to more hypothesis generating research 

rather than hypothesis driven research? does IT lead to more modeling and 
simulation rather than experimentation?); 

 
• research questions and directions (e.g., does IT enable more systems-level work 

rather than reductionist science?); 
 

• productivity (e.g. does IT increase the productivity or cost-effectiveness of 
science?); 
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• the quality of science (e.g., is IT-enabled science more or less highly cited than 
non-IT enabled science?); and 

 
• the organization of science (e.g. does IT promote large scale collaboration? More 

interdisciplinary work? Changes in the sociology of science? Changes in scientific 
institutions?).  
 
There is little analytic work addressing these questions, at least with respect to the 

geoscience or biosciences.  This suggests a large agenda for future work. 
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