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Abstract

Applications designed for event driven monitoring
represent a challenging class of applications for wire-
less sensor networks. They are a special kind of mon-
itoring applications, since they usually need low data
rates, but also require mechanisms for low latency and
asynchronous communication. In this paper we will
focus on optimizations at the MAC layer that enable
low energy consumption when contention-based pro-
tocols are adopted. We present B-MAC+, an enhanced
version of a widely adopted MAC protocol, and we
show that substantial improvements, in terms of net-
work lifetime, can be reached over the original proto-
col.

1 Introduction

A sensor network is a wireless network composed
of a large number of communicating nodes used to
monitor a physical phenomenon. Each node consists
of an embedded microcontroller with a small amount
of memory, a battery, a wireless transceiver, and may
be equipped with various sensing hardware (light, tem-
perature, etc.). The network is self-organizing and
multi-hop communication is used to transport the col-
lected data to a monitoring base station. Sensor net-
works can be adopted in different scenarios, such as
environmental monitoring, building automation, and
e-health. As known, one of the main drawbacks of sen-
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sor networks is represented by energy management:
in order to have a reasonably long network lifetime,
energy savings must be adopted at all level of soft-
ware/hardware infrastructure.

With current hardware technology, the most of the
energy is spent by the radio transceiver. Besides
the energy spent during transmission and reception of
messages, also the energy consumption due to listen-
ing on the channel waiting for incoming packets is rel-
evant (idle listening). To limit the energy consumption
due to idle listening, the most effective solution is to
turn on and off the radio repetitively (duty cycling).
This can be done efficiently at the MAC level. Possi-
ble approaches are represented byschedule-basedand
contention-basedprotocols. In schedule-based proto-
cols [5, 7, 8, 1, 9] there is a common schedule that
reserves a period for transmission to each node. Thus,
the receiver knows when the radio must be turned on
to receive possible incoming data. In contention-based
protocols [10, 3, 11] the node periodically turns on
the radio and checks for activity on the channel. If
the channel is found busy, the radio is kept in receive
mode and data is received, otherwise the node goes
back into the sleep state. Both approaches have pros
and cons: schedule-based protocols are more com-
plex to be implemented and may suffer high latency,
but at the same time they provide some guarantees to
nodes; contention-based protocols are simpler, mainly
because of the lack of a shared scheduling policy, and
more tolerant to the appearance and disappearance of
nodes (e.g. due to mobility), but they may lead to poor
performance under high traffic loads.

In this paper we focus on contention-based proto-
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cols, and we present B-MAC+, an enhancement of B-
MAC, a popular protocol for wireless sensor networks.
In particular, we make clear how receivers running the
standard B-MAC protocol waste energy during the re-
ception of long preambles and we propose a more effi-
cient solution. An analytical evaluation of the achiev-
able benefits shows that the lifetime of a wireless sen-
sor networks can be significantly prolonged. An ex-
perimental evaluation on real nodes is also performed
in order to validate the analytical results.

2 Event driven applications: a case study

One of the most diffused classes of applications is
represented by event driven applications: nodes mon-
itor one or more crucial variables and communicate
with a base station only when a given condition occurs.
Examples include the early discovery of a forest fire,
intrusion detection, and notification of critical health
conditions in patients.

Event driven applications are characterized bylow
traffic rate and requirelow latencycommunication.
In the absence of events, all nodes should remain in
the sleep state, with the exception of some periodical
communication that can be performed to ensure that
nodes are still operational. Also, when the triggering
condition is detected, information must be reported to
the base station as quickly as possible, e.g. to ensure
proper counteractions.

Here, as a case study in the field of event driven ap-
plications, we describe the main structure of an appli-
cation to detect and contrast forest fires, and we evalu-
ate the expected lifetime using current hardware plat-
forms. The application is intended to notify the base
station about the location of possible fires, and to pro-
vide support to fire fighters, in terms of direction of
flames, temperature, wind and so on.

Let us suppose that nodes are deployed uniformly
in the area under control, and that every node has 10
neighbors. All nodes execute the same application.
The application behaves as follows: every 5 minutes
a node acquires new environmental data (mainly the
temperature) by means of its sensing equipment. If
the acquired value is greater than a given threshold the
node sends an alert message to the base station and ad-
ditional messages to support the action of fire fighters.
In any case, the node also transmits a message every

15 minutes to inform the base station that it is work-
ing properly. Nodes in the network are not supposed
to be synchronized, thus there is no correlation of time
instants between nodes. This leads to a global asyn-
chronous behavior of the network, both for sampling
and communication. Notice also that multi-hop paths
are required to relay data, since the radio range is lim-
ited to one hundred meters. Moreover, nodes must be
able to relay messages at any time, since low latency
is crucial for this application.

In order to meet these application requirements, we
chose to adopt a contention-based MAC protocol, as
it can extend network lifetime while guaranteeing an
acceptable communication latency.

2.1 Evaluating lifetime of sensor nodes

The lifetime of a sensor node can be computed on
the basis of the capacity of the batteries, and the total
energy spent by the node. The total energy spent by a
node can be computed as:

E = Elisten + Erx + Etx + Ed + Esleep + Eleak (1)

whereElisten is the energy spent to check for activity
on the channel,Erx to receive packets,Etx to trans-
mit, Ed to acquire new values from the sensing hard-
ware,Esleep is the energy spent in the low power state,
andEleak is the energy leaked when turning on the ra-
dio for transmissions and receptions of packets. If we
consider the MICA2 platform and we refer to a basic
contention-based protocol like B-MAC [10], it can be
shown that the lifetime of a network running the appli-
cation described above is about 1.5 years.

To further extend the lifetime of the network, ap-
plication designers should focus mainly onErx and
Elisten, since they are usually dominant factors for the
overall energy consumption. In fact,Erx is more rele-
vant thanEtx, since it is often the case that each packet
is received by multiple nodes (for example, in our sce-
nario every node has 10 neighbors). The same applies
also toElisten, since even if checking for channel ac-
tivity is less expensive than transmitting, such a task
is executed orders of magnitude more frequently than
transmissions.Eleak does not influence the total con-
sumption significantly, as it is negligible, for current
radio transceivers, compared to the total amount of en-
ergy spent in transmitting and receiving packets. Fi-
nally, Ed andEsleep cannot be significantly reduced,
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as they depend on the application requirements and on
the characteristics of the hardware platform.

2.2 Extending lifetime: problem statement

Contention-based protocols rely on preamble1 sam-
pling techniques [4, 2], which means that the receiver
periodically turns on the radio and checks for activ-
ity on the channel. If activity is detected, the radio is
left in the receiving state to receive the remaining part
of the preamble and the data payload. Otherwise, if
the channel is idle, the radio is switched off. This ap-
proach requires the cooperation of sending nodes that
must use wake-up preambles long enough as to bridge
the gap between two consecutive receiver’s awaken
times.

Hereafter we will use the term preamble to denote
the short bit pattern matched to lock the phase on
the receiver side, while we will use the term wake-
up preamble to denote the, possibly long, sequence of
data used for detecting activity in preamble sampling
protocols.

Long wake-up preambles limit the energy effi-
ciency: every time a node detects activity on the chan-
nel, it must remain in the receive state until the data
payload is received, even if it is not the intended recip-
ient. The energy spent in the receive state is:

Erx = trx ∗ crxb ∗ V (2)

where trx is the time a node remains in the receive
state,crxb is the current absorbed in the receive state
andV is the voltage.

With contention-based protocols that use preamble
sampling techniques, the time spent in the receive state
can be described by the following equation:

trx ≤ n ∗ r ∗ (Lwakeup preamble + Ldata) ∗ trxb (3)

wheren is the number of neighbors,r is the packet
rate, Lwakeup preamble is the length of the wake-up
preamble,Ldata is the length of the data payload, and
trxb is the time to receive a byte. In fact, the receiver
wakes up and checks for activity at a random time dur-
ing the transmission of the preamble, then it has to re-

1A packet sent by the radio consists of a preamble and a data
payload. The preamble, which is usually few bytes long, contains
a bit pattern used to lock the phase of the receiver. The data pay-
load contains information useful to MAC and higher layers.

ceive the remaining part of the preamble and the data
payload.

Clearly, in order to reduceElisten, the check inter-
val (i.e. the time between two consecutive checks for
activity on the channel) should be extended. However,
this has a negative impact onErx, since the length of
the preamble is proportional to the check interval. As
a consequence, we need a mechanism that makes the
time spent receiving the preamble independent from
the check interval.

3 B-MAC+

B-MAC+ is an enhancement of B-MAC, a popular
contention based protocol. The basic idea behind B-
MAC+ consists in replacing the pattern of the wake-up
preamble of B-MAC, with a new pattern that contains
information about the size of the remaining part of the
preamble not yet transmitted. This information can be
used by receivers to avoid wait states during signifi-
cant portions of the preamble transmission time, i.e.
going to sleep and waking up when the data payload is
actually transmitted.

Basically, the wake-up preamble of B-MAC+ is ob-
tained by dividing into chunks the wake-up preamble
of B-MAC. Each chunk is acountdown packet, which
consists of a short preamble and a data payload. The
data payload contains a counter and an address: the
counter represents the size of the remaining part of
the wake-up preamble, the destination address speci-
fies the actual recipient of the data packet.

An example of transmission and reception of a
BMAC+ packet is depicted in Figure 1. The sender
starts to transmit the countdown packets with an initial
value equal toK. This value depends on the check in-
terval of the receiver, that in turns depends on the duty
cycle required by the application. When the channel
is sampled and activity is detected, two nodes, say N1
and N2, listen to the channel until they receive an en-
tire countdown packet. As the destination address is
N1, N2 switches to the sleep mode while the transmis-
sion is completed (i.e. for a time equals to the check
interval). Instead, N1 uses the counter value (J) to de-
termine the duration of the remaining part of the wake-
up preamble, then it also switches to the sleep mode
but will wake up just before the beginning of the the
payload transmission time.
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Figure 1. The wake-up preamble of B-MAC+

According to the structure of the wake-up pream-
ble used in B-MAC+, the time spent by nodes into the
receive mode can be modeled as:

trx ≤ n ∗ r ∗ (2 ∗ (Lpreamble + Lcd data) +

+p ∗ (Lpreamble + Ldata)) ∗ trxb (4)

where Lpreamble is the size of the preamble and
Lcd data is the length of the data payload of a count-
down packet (which is usually much smaller than stan-
dard data packets). Since the destination address is in-
cluded in the countdown packets,trx is different for
the actual recipient and all other nodes. This is taken
into account throughp, the probability that the data
packet is actually sent to the node. In this case, the
worst case happens when the receiver wakes up just af-
ter the transmission of a countdown packet has started,
thus receiving nodes have to receive the remaining part
of the countdown packet and wait for the subsequent
one.

3.1 Analytical results

In this Section we compare the expected lifetime
of nodes using B-MAC+ against nodes using B-MAC.
Leaving all other parameters and modes of operation
unaltered, the difference in network lifetime depends
on the time spent by nodes in the receive mode. For-
mulas (3) and (4) represent the time spent in receive
mode for B-MAC and B-MAC+, respectively.
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Figure 2. The gain in the lifetime of the net-
work when using B-MAC+

Figure 2 shows the expected gain of lifetime of B-
MAC+ with respect to the maximum lifetime obtained
with B-MAC. The x axis represents the difference
(delta) between check intervals with B-MAC+ and the
optimal check interval of B-MAC:x = 0 is the opti-
mal check interval of B-MAC, negative values repre-
sent shorter check intervals, positive values are longer
check intervals. They axis represents the gain of life-
time: y = 1 represents the maximum lifetime of nodes
using B-MAC with the optimal check interval. Values
larger thany = 1 represent a lifetime extension with
respect to the maximum lifetime of B-MAC. The data
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Figure 3. The gain in the lifetime against the
size of the data packet

packet is supposed to be 36 bytes long, whilep (the
probability that the packet is intended for the node) is
equal to1/3. B-MAC+ can provide significant bene-
fits over the standard B-MAC, as shown by the region
of the graph where, by increasing the check interval,
the lifetime is extended up to 32%.

Figure 3 depicts the gain in the lifetime of the sensor
network against the size of the data packet when using
B-MAC+ (in this case the value of the check interval is
fixed and it is equal to the optimal value). As it can be
noticed, B-MAC+ performs better than B-MAC. The
gain achieved by B-MAC+ decreases slightly when
the size of the data packet increases, since the wake
up preamble represents a smaller fraction of the entire
transmission.

4 Experimenting with real nodes

We implemented a simplified version of the moni-
toring application described in Section 2. To validate
our solution in a real-world implementation, an exper-
iment has been carried out in order to collect infor-
mation on the time spent in receive mode when using
B-MAC+.

We used Tmote [6] nodes, based on the Telos-B
architecture. The radio chip of these nodes is the
CC2420, which is 802.15.4 compliant and provides
hardware support for packet handling. This means
that the radio automatically appends preamble and
footer to the data payload, which in turn is generated
by software modules implementing the MAC layer.
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Figure 4. The amount of time to successfully
receive a data packet of 36 bytes

Moreover, we had to take into account that this radio
chip automatically inserts an initial spacing before the
transmission of a packet. We also took into account
that Tmote nodes have a 16-bit architecture, thus we
imposed a packet size multiple of 16 bit in order to
make it contiguous in memory. We implemented B-
MAC+ for TinyOS [12], an open-source operating sys-
tem designed for wireless sensor networks. At the mo-
ment, TinyOS does not include an implementation of
B-MAC for the CC2420 radio chip.

The setup of the experiment was the following. One
sender node runs the event-driven monitoring applica-
tion, whose task is to send packets through the wireless
channel when an event is detected. The data packet
is 36 bytes long. One receiver node is connected to
the USB port of a PC, and runs an application that
gets packets from the wireless channel. This appli-
cation is a modified version of TOSBase, which is
bundled with the distribution of TinyOS. We modi-
fied TOSBase in orderi) to collect statistics about
the amount of time needed to receive a packet, andii)
to report this collected data to a software program in-
stalled on the PC. The statistics are computed directly
on the receiving node through a hardware timer. The
hardware timer is started/stopped on the basis of the
activity on the pins of the radio chip.

Figure 4 shows the statistics about the time the radio
must be on to receive a packet, and relates the collected
data with the analytical mean values of both B-MAC+
and B-MAC. As expected, the experimental evaluation
B-MAC+ is coherent with the analytical results, and B-
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MAC+ outperforms B-MAC, as the countdown pack-
ets technique reduces the waste of time in receiving
long wake-up preambles.

5 Related work and discussion

When executed with low duty-cycles, MAC proto-
cols based on preamble sampling suffer the wastage
of energy due to transmission and reception of long
wake-up preambles.

A possible approach is the one followed by
WiseMAC [3], that tries to reduce the size of the
wake-up preamble: the transmitter learns the sampling
schedule of its neighbors, then starts transmitting just
before the next wake-up time of the receiver. This
requires to maintain a table of the sampling times of
neighbors. The protocol includes ACK packets that,
besides acting as an acknowledgment, also carry tim-
ing information about the sampling of the channel.

We presented an alternate technique that allows re-
ceiver nodes to turn off the radio during part of the
preamble and to return into the receive state just before
useful data is transmitted. This was achieved by in-
serting timing information within the preamble (count-
down packets). Evaluation of benefits due to the adop-
tion of this technique showed that the network lifetime
can be extended significantly: in the considered sce-
nario, B-MAC+ improved by 32% the performance of
B-MAC.
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