
Workshop "Processing, Management, Representation, Transfer of Multimedia Data\, Ahrenshoop, 1999 1Robust Transmission of Image Sequencesover Channels with Memory(Robuste �Ubertragung von Bildsequenzen �uber Kan�ale mit Fehlerb�undelstrukturen)Tilo Strutz and Andreas AhrensAbstract|This contribution proposes a new frame-work of combined source-channel coding. It de-scribes a wavelet-based coding scheme, which isespecially designed for error-resilient transmissionsand covers both compression of still images and theprocessing of video using predictive techniques. Awell-tuned interface between source- and channel-coding stages enables a stable transmission synchro-nization using an unequal error protection (UEP)including multi-resolution features. The channelcoding algorithms are based on Reed-Solomon (RS)codes and were developed for transmission overchannels with memory.Keywords|combined source-channel coding, videocompression, channel with memoryI. IntroductionMODERN communication technologies have agrowing importance due to the increaseddesire for communication and information inter-change. The transmission of video and still im-ages especially plays a signi�cant role. Unfortu-nately, transmission of raw image data requiresenormous bandwidth and transmissions over realchannels induce transmission errors. The �rst dis-advantage can be combatted using e�cient sourcecoding methods. The elimination of redundancyand irrelevancy decreases the correlation and sta-tistical dependencies between samples, but it alsoyields a high dependency of bits in the resultingbitstream and an increased vulnerability to trans-mission errors. The protection of data against er-rors is the task of channel coding. Shannon [12]proved that in the ideal source and channel cod-ing could be solved independently and then com-bined for optimal performance. However, one maynot forget that this independence holds only for re-stricted models of source and channel, and at theprice of in�nite delay and in�nite computing power.In practical conditions, joint coding can yield sig-ni�cantly better performance. The idea behind isto spend intentionally more redundancy for sourcecoding enabling a signi�cant reduction of the ex-pense of channel coding. The demands on channelcoding can be further reduced, if the receiving sideis error-tolerant. In this case, the transmission doesnot have to be 100% error-free.T. Strutz and A. Ahrens are with the Institute for Com-munications and Information Electronics, University of Ro-stock, Germany.E-mail: tilo.strutz@ntie.e-technik.uni-rostock.deWWW: http://www-nt.e-technik.uni-rostock.de/�ts/

This contribution proposes a new source-channelcoding framework. It does not concern with jointbut combined coding, since there is a distinct de-marcation between the source and channel-codingstages. Nevertheless, both stages are well coordi-nated.The reduction of the overall-bitrate dependsgreatly on the e�ciency of the source codec. Forthat reason Cosman et al [5] and Sherwood andZeger [13] have chosen the SPIHT-codec from Saidand Pearlman [11]. In contrast to the codingscheme proposed in this paper, both approachesaim to transmit of single images only. There is nomechanism to maintain a synchronization of imagesequences.The new source codec follows a multi-resolutionconcept facilitating a decoding at variable spatialresolutions. Besides, this property can be used fora source-encoder controlled UEP. Dependent uponthe importance of the actual part of image infor-mation, the source encoder sends a weighting in-formation to the channel encoder, which chooses asuitable grade of error protection. This strategycan also be used to adapt the protection strengthto the channel state. The coding of single imagesis extended to the processing of image sequencesbased on intra- and inter-coding methods.The simulations of the channel-coding techniquesare based on a digital model of the HF channel,which takes into account the dependences betweenerrors. Contrary to approaches assuming memo-ryless channels like additive white Gaussian noise(AWGN) channels [6, 14], slowly changing channels[3], or channel coding methods which maps channelswith memory onto memoryless channels using fullybit-interleaving, our approach uses solely a symbol-interleaving (5-bit symbols) with a depth of 24 tobreak up the structures of bursty errors.To avoid source-decoding failures, it is desirablyto have available information about the reliabilityof single symbols. As a special feature of the newcoding scheme, an interchange of so-called soft-outinformation is implemented. Under circumstances,the channel decoder is not able to make a successfulcorrection of all errors. In these cases, the channeldecoder delivers additional information about thelocation of these errors, that can be used for a sig-ni�cant improvement of image quality. The bene-�ts of soft-out information were already shown in
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DDADDA 1DA 1 DD1ADFig. 1. Structure of source-coding output[7] and [10].The following section describes the cooperation ofsource and channel coding. After that, the sourcecoding algorithm is explained. Section IV discussesseveral ways to a suitable UEP. Section V containsthe description of the channel coding scheme. Apresentation of the coding results �nishes this con-tribution. II. System DescriptionThe aim of joint or combined source-channel cod-ing is to minimize image distortions, while satisfy-ing a constraint on the bitrate. Since channel cod-ing increases the amount of data, a source-codingunit with high compression performance is neces-sary and one has to �nd a trade-o� between bothstages.A wavelet-based coding scheme was developed,which provides an image transmission at high com-pression rates with spectral progression. Fig. 1depicts the structure of the source-coding output.The video bitstream starts with a sequence headercontaining global parameters like image format,type of wavelet transform, and subsampling formatof color components. It is succeeded by an alterna-tion of image headers and image data blocks. Theimage header determines a quantization parameterand the kind of image. It can be distinguished be-tween intra (I), inter (P), and skipped images. Thelatter is used if the bitrate is to low to maintain aminimum image quality. Both I- and P-images areprocessed in the same way.The image data, i.e. the wavelet coe�cients(Fig. 2) to be encoded are ordered dependent ontheir importance. First, a coarse image informa-tion (low-pass band AAn) is transmitted, which isfollowed by successive re�nements (subbands con-taining higher frequencies).The wavelet information is segmented subband-wise into data units, whose location in the waveletdomain is predetermined. Since image signals arenon-stationary, the compression rates vary fromunit to unit yielding di�erent amounts of data.These units will be called in the following contri-bution as frames. They serve as interface to thechannel coder. Each frame gets a header contain-

A D AA1AD1 DA1DD1 AA2AD2 DA2DD2AD1 DA1DD1Fig. 2. Dyadic wavelet transformationing additional information. First, the channel en-coder has to know how many number of bits a framecontains, and secondly, the source encoder informsabout the importance of the frame data and in-cludes a weighting factor. Dependent upon this in-formation the channel encoder chooses a suitableerror protection.Furthermore, the frame-wise processing reducesthe error sensitivity of the source decoder. Theoccurrence of errors in a frame does not imperilthe decoding of succeeding frames. The developedchannel-decoding algorithm is able to recognize,whether the error correction was successful or notand tells the source decoder which frame is error-free and which has noncorrectable errors, respec-tively. Besides, the channel decoder marks the lo-cation of these errors. This additional information(soft-out) can be used for an improvement of imagequality.A further task of the channel coder is transmis-sion synchronization. Independent on the channelconditions, it has to guarantee a stable connectionof transmitter and receiver. That means to the pro-posed scheme that the number of frames handedover to the channel encoder at the transmitting sidehas to be identically to the number of frames at thereceiving side.The source codec is able to process color imagesin YCbCr format and di�erent subsampling modes.For simpli�cation, the following investigations arelimited to the processing of the luminance compo-nent Y. III. Source CodingA. Wavelet Transformation and QuantizationThe source encoding is based on dyadic wavelettransformation. Each image is decomposed succes-sively in subbands (Fig. 2). The number of decom-positions is dependent on the image size. Assumingsize = min(w; h) is the minimum of image width wand image height h, the number of decompositionn is calculated byn = �log2�size9 �� :For the investigations in this paper, 9/7- [2] and5/3- [4] wavelet �lters are applied. Better objec-tive performance in terms of peak-signal-to-noiseratio (PSNR) can be achieved with the 9/7 wavelet[15]. However, the 5/3 �lters enable a faster imple-mentation using the lifting scheme [16] and provide
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0 0Fig. 4. Example for hierarchical precodingthe same or even better subjective image quality inmost cases. The impulse responses of the analysislow-pass �lters are scaled to provide a gain factorof 1:0.The transformation is followed by scalar quanti-zation. The basic width � of quantization intervalsis determined by an external parameter. For everysubband j containing three components DAj , ADj ,and DDj , the quantization intervals are given by�j = 2n�j �� :Each transform coe�cient di is divided by theactual �j . Rounding towards zero yields an integerquantization index qi. At the decoder stage, thecoe�cient [di]q is reconstructed from qiqi = sgn(di) �� jdij�j � [di]q = qi ��j+sgn(qi) ��j2with sgn(x) = 8<: �1 for x < 00 for x = 0+1 for x > 0Following this quantization strategy, a near con-stant subjective image quality can be guaranteedwith constant �.It has to be mentioned that bjxjc is a roundingtowards zero and induces a deadzone forcing theoutput of values qi equal to zero.B. Coding SchemeDependent on �, the quantization results intomore or less quantization indices equal to zero. This

can be utilized by an e�cient quadtree-based pre-coding algorithm. Adjacent values are projectedonto a set of 16 di�erent data symbols (see Fig. 3).'x' marks values unequal to zero. A repetition ofthis mapping yields a hierarchical tree. Fig. 4shows an example with two steps. On the one hand,the projection can reduce the number of symbols (inthe example from 16 to 11), on the other hand itseparates the symbols into sets of di�erent proba-bility distributions. These are excellent conditionsfor entropy coding. The e�ciency of this kind ofquadtree coding is determined by the clustering ofzeros. Remembering the graduation of �j , it is ad-vantageous to adapt the depth of the hierarchicaltrees to the subband level. As a good approxima-tion the following connection could be foundsubband j 1 2 3 4 5 . . . nprojections 4 3 2 1 1 . . . 1The coding tree is worked out using the 'deep�rst'-method. Starting with the set symbol at thetop of a tree, each sub-tree is coded completely be-fore the next sub-tree is processed. In the examplethe order would be: 12, 15, xxxx, 2, x, 9, xx.The use of pre�x codes is preferable to arithmeticcoding in terms of faster implementation and higherrobustness to bit errors. For this reason the symbolsof each set and the remaining quantization indicesare coded with �xed Hu�man codes.One has to distinguish between three symbol al-phabets. The set at the top of a hierarchical treecontains 16 symbols, whereas the other set alpha-bets contain merely 15 di�erent symbols. The 0-symbol does not belong to these alphabets due tothe prediction from projection level to projectionlevel. In each case four Hu�man-code tables basedon di�erent distributions are at disposal. Duringthe precoding process of a frame, the symbols ofeach set are counted. The algorithm chooses nowthat Hu�man-code table that produces the lowestnumber of code bits, and informs the decoder aboutits choice. This adaptation to the image content issimple and very fast.In contrast to the set alphabets, the alphabet forthe quantization indices is open. The number of dif-ferent values depends on several factors, like typeof used wavelet and quantization, and is thereforeunknown. To keep the Hu�man-code tables small,the assumption is made that values from 1 to 15 aremost probably. Including an extra-symbol (ESC),the basic code table contains 16 entries. Analog tothe encoding of set symbols, the algorithm choosesone of four code tables. If a quantization indexgreater than 15 is found, the ESC symbol indi-cates an exception handling. The values are subdi-vided into six categories with decreasing probability(16{31, 32{63, 64{127, 128{255, 256{511, and 512{1023). The Hu�man code belonging to the currentcategory is transmitted followed by a �xed-lengthcode determining the �nal value.



4 Workshop "Processing, Management, Representation, Transfer of Multimedia Data\, Ahrenshoop, 1999It is clear that if a transmission error occurs, thedecoder would read a wrong Hu�man code and losethe synchronization. That is why it is importantto reset the encoding at well-determined points en-abling a re-synchronization. For that reason theprecoding and entropy coding processes describedabove are applied frame per frame. In the errorcase, the decoding of the current frame has to bestopped to avoid a reconstruction of false coe�cientvalues, however, this does not in
uence the decod-ing of the next frame.If the error checking of the channel decodershould fail, the source decoding stage is able todetect unmarked bit errors. The coding methodfor quantization indices leaves some redundancy inthe data. Theoretically, a quantization index canshow an absolute value from 1 to 1023. However,the domain of de�nition depends on �j . Strictlyspeaking it can be found that jqij < b1024=�jc:The source decoder checks each decoded value us-ing that threshold. In the case of a wrong value thedecoding of the current frame is stopped to preventfurther image distortions.C. Processing of the Approximation SignalThe encoding of the approximation signal AAnfollows an other strategy. This subband containsthe most important image information, a false de-coding yields to distinct distortions. For that rea-son �xed-length codes are used for the transmissionof these quantization indices.The di�erence to the quantization of the othersubbands is that no deadzone is used.qi = sgn(ai) � � jaij� + 0:5�To minimize the needed code length, the domain ofde�nition of the quantized transform coe�cients qiis examined bydomain = max�minwithmax = maxi (qi) and min = mini (qi):The code length is now calculated bylq = blog2 (domain=�) + 1c :All quantization indices q0i = qi �min are trans-mitted using lq bits and combined to one frame.As described above, the channel decoder informsthe source decoder with a limited accuracy aboutthe location of errors. Exploiting this information,the source decoder is able to reconstruct all receivedcoe�cients correctly and to interpolate the missingones.The reconstructed coe�cients can be calculatedby [ai]q = (q0i +min) ��Both domain and min have to be transmitted asside information in the image header.

D. Motion Compensation and Bitrate ControlVideo data contain in general a high temporalredundancy. If one removes this unnecessary data,the performance of the compression scheme can beimproved signi�cantly. For that purpose, an ordi-nary block matching with half-pixel accuracy is ap-plied. To speed up the motion estimation, a multi-step search with decreasing step sizes is used. Forthe investigations in this paper a block size of 16x16and a search area of �12:5 in both directions werechosen.Every transmitted image is also reconstructed atthe encoder stage and regarded as reference image.The motion estimation calculates motion vectors,which describe the displacement between blocks ofthe next image to be coded and reference blocks.These vectors are necessary for the motion com-pensation and have to be transmitted. The x- andy-components of each vector are coded di�erentiallyusing a simple prediction from the left neighbor tothe current block. All block vectors belonging tothe most left block column are coded without pre-diction. Analog to the wavelet coe�cients, the cod-ing is provided using Hu�man codes. The motioninformation is inserted into the image-header frame.If errors should occur during the transmission ofmotion vectors the decoding is still continued tocollect as much information as possible. The miss-ing vectors are set to (0; 0) and the correspondingblocks perform an incorrect motion. In cases of lit-tle motion, this is not disturbing.On noisy channels, predictive coding is ratherdangerous, due to the propagation of errors. There-fore a periodical interrupt of the prediction by intra-coded images is necessary to update the image con-tent.There are two modes for coding control: qual-ity control and bitrate control. Quality controlmeans, that every reconstructed image should havethe same subjective quality (in error-free transmis-sions). This is simply performed by a constantstrength of quantization (� = const.). The sec-ond mode tries to keep a constant bitrate. At thebeginning of the sequence encoding, the mean num-ber NB of bytes per image is calculated. During theencoding process the encoder output �lls a �rst-in-�rst-out (FIFO) bu�er. Before the coding of thenext image, NB bytes are sent from the bu�er tothe channel. The control mechanism has to guaran-tee that neither an over
ow nor an under
ow of thebu�er occurs. This is done by varying the quanti-zation parameter. Should the coding of the currentimage consume to much bytes, then � is increasedto attain a higher compression rate for the next im-age and vice versa.If the capacity of the bu�er is exceeded despiteof that adaptation, the following image has to beskipped.



Tilo Strutz and Andreas Ahrens 5IV. Unequal Error Protection (UEP)UEP means an adaptation of the protectionstrength to the importance of data parts. Infor-mation which is more important should be moreprotected than less important information. Thechannel coding stage does not know anything aboutimage data. It processes merely anonymous dataframes received from the source encoder. That iswhy the source encoder has to address the impor-tance using a weighting factor.As described above, the encoded data are seg-mented into frames. The source coder assignsweightings from 0 to 5 to each of them. It is obviousthat the headers (one sequence and all image head-ers) are most important. They get a high weightthat should guarantee an almost error-free trans-mission.The spectral UEP is two-fold. In terms of ob-jective quality (PSNR), all subbands have nearlythe same importance, since the spreading of low-frequency coe�cients errors is compensated bythe higher incidence of high-frequency coe�cients.However, image distortion induced by errors in low-frequency subbands are more visible than errors insubbands with higher frequencies generally. Thus,low-frequency subbands should be better protected.The approximation signal AAn makes an excep-tion. It is less vulnerable, since �x-length codes (seeSect. III-C) enable a continuous decoding withoutloss of synchronization.In predictive video coding one has furthermore todecide between intra- and inter-coded images. Theinformation of inter-coded images is less importantfor two reasons. First, less following images de-pends on that information, and secondly, the mostchanges of the image content from one image tothe next image is realized by the motion compen-sation. The prediction error is just necessary forthe updating of non-compensated image parts. Ifthat information is absent, the subjective qualityremains good in most cases, however, the objectivequality can decrease dramatically.V. Channel CodingThe channel encoder processes all frames pro-duced by the source encoder. For synchronizationpurposes, the frames are segmented into data pack-ets of the same length and a header packet is added(Fig. 5). This header contains a frame number(modulo 16), information about the type of errorprotection used for the data packets, and a start-of-image 
ag. If the recognition of a header packetfails on the receiver side, the channel decoder de-tects this by checking the successive frame numbersand includes a dummy frame to keep the frame syn-chronization steady. Should this mechanism fail,then the source decoder will wait for the next framewith an activated start-of-image 
ag.The channel coding is based on a concatenation

TABLE IRS codes for unequal error protectionweighting RS code Rc0 (31; 29; 1)5 0.9351 (31; 27; 2)5 0.8712 (31; 23; 4)5 0.7423 (31; 19; 6)5 0.6134 (31; 15; 8)5 0.4845 (31; 11; 10)5 0.355header packet (31; 11; 10)5 0.355
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headerFig. 5. Separation of frame data into packetsof inner coding for error detection and correctionand outer coding for error detection. Fig. 6 de-picts a single-level concatenated coding system inwhich an outer code and an inner code are com-bined. If both code strategies are chosen properly,the concatenated coding system achieves high per-formance with moderate decoding complexity. Theinvestigations are based on a hard-decision inner-code decoding and a hard-decision outer-code de-coding with soft-output.The error structures on channels with memoryrequire coding strategies, which have a high robust-ness against bursty errors. Therefore, the inner de-coding stage uses codes employing over GF(2q) ex-clusively [8]. The inner code is a (2q � 1; 2q � 2 �tk � 1; tk)q Reed-Solomon (RS) code and is able tocorrect any pattern of tk or fewer symbol errors.Tab. I contains an overview of weighting factors(delivered by the source encoder), correspondingRS codes, and the resulting code rates Rc. Theapplication of codes with di�erent error correctioncapacities enables a suitable UEP.The performance of the RS codes is shown inFig. 7 and Fig. 8. The channel simulations are
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Tilo Strutz and Andreas Ahrens 7TABLE IICoding performance for video coding (200 images)sequence bits per pixel (bpp) mean PSNRforeman 0.25 28.70foreman 0.50 32.40carphone 0.25 31.85carphone 0.50 36.16salesman 0.25 33.69salesman 0.50 41.55TABLE IIIChannel bitrates for combined source-channelcoding and equal error protection (Foremansequence, 200 images)weighting bpp on channel code rate- 0.500 1.0000 0.681 0.7351 0.722 0.6922 0.834 0.6003 0.995 0.5024 1.254 0.3405 1.730 0.289each with 512x512 pixels). The PSNR is calculatedby PSNR [dB] = 10 � log10 25521N NPi=1(xi � x̂i)2 :xi denotes the greyvalues of the original im-age, whereas x̂i denotes the reconstructed values.Though the new coding algorithm (called as 'qh-Wave') is very simple, nearly the same performancecan be attained compared to the SPIHT codec ofSaid and Pearlman [11].Tab. II shows some results for the coding of dif-ferent image sequences (Y component) in QCIF for-mat (176x144 pixels) with an image rate of 25 Hz.B. Source-Channel CodingFirst, the overhead and the additional redun-dancy for error protection and detection are inves-tigated. The test sequence 'foreman` (176 x 144Pixel, luminance component, 200 images) was en-coded with bitrate control at 0.5 bpp. The mini-mum distance between adjacent intra images was 5(one I-image and four P-images per group) for thisand the following simulations if not stated di�er-ently. After that, a channel encoding with an equalprotection for each data packet was performed. Theheader packets were encoded using the strongest RScode (weighting 5) as described above. Tab. IIIcontains the resulting code rates and the bit-per-pixel values. It has to mentioned that the code
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at. If the protection is to low, manyimages are distorted by channel noise, the imagequality falls signi�cantly.Dependent on the demands on the transmission,the bitrate can be decreased, if not the objectivebut just the subjective quality is important. Forthat, the UEP could be varied like discussed in Sec-tion IV.The progress of single PSNR values can be seenin Fig. 12. The source coding takes 0.5 bpp. Usingthe same UEP as in Figure 10 at CSNR=13.8 dB,the bitrate increases to 1.01 bpp on channel. Thecorresponding curves show the changes in PSNRcaused by channel noise. If the soft-out mecha-nism is disabled, the decoding omit each erroneousframe. Using soft-out information, the decodingstops only if the �rst faulty data packet of a frameis detected. Hence, the image quality can be im-proved. The in
uence of I-images on P-images isclearly to be seen for images 0 { 4 and 120 { 124. Ifthe intra-coded image is corrupted, the distortionspropagates in the following P-images. If the de-coding of a P-image fails, the collapse of objectivequality is shorter (images 92{94).The codec performance in dependence on the er-ror concentration (1��) is investigated in Fig. 13.The UEP was optimized for (1��)=0:2. If the er-ror concentration increases, the protection performsbetter. Otherwise, if the errors are more equiparti-tioned, the performance get worse.C. Error Propagation in Predictive Video CodingIn predictive video coding, one has to �nda trade-o� between higher compression rates by
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Tilo Strutz and Andreas Ahrens 9means of longer distances between adjacent I-images and the resulting decrease in terms of PSNRcaused by error propagation. Fig. 14 shows someexamples. The notion 'IxP` means that one I-images is followed by x P-images in each group.First, one can see that the introduction of onlyone P-image between I-images (I1P) can alreadydecrease the bitrate signi�cantly in comparison topure intra coding (II). If the group is longer thanabout 5, a stronger protection is required to avoidimage distortions that could propagate. However,this would be in contradiction to the idea of error-tolerant transmission. Should the protection faildespite stronger codes, the errors can propagatethrough the whole image group and decrease themean PSNR signi�cantly (curve 'I14P' at 0.9 bpp).VII. SummaryWith this contribution a new source-channel-coding framework has been presented. Thechannel-coding stage was designed speci�cally fortransmissions over channels with memory andshows a high robustness against bursty errors. Thesimulations are based on a new channel modelwhich was introduced, too. For source coding,a new, simple coding algorithm based on wavelettransformation, uniform quantization, quadtree-like precoding, and Hu�man coding was developed.The simulations have shown that this newmethod of combined source-channel coding guar-antees a stable synchronization for image-sequencetransmission at relative low bitrates and high imagequalities even at high error rates on channel. Thetransmission performance was improved by predic-tive coding up to an intra-image distance of about5, and by the utilization of soft-out information.AppendixI. CRC CodesThe outer codes use a 12-bit CRC de�ned by thepolynomial x12 + x11 +x3 + x2 +x1 +1 or an 8-bitCRC de�ned by x8 + x2 + x1 + 1, respectively.References[1] Ahrens, A.: A digital Model of the HF-Channel and itsApplication. [in German], Frequenz, Fachverlag Schiele& Sch�on GmbH, Berlin-Kreuzberg, Vol.53, No.1{2,1999, pp.7{11.[2] M. Antonini; M. Barlaud; P. Mathieu; I. Daubechies:Image Coding Using Wavelet Transform. IEEE Trans-actions on Image Processing, Vol.1, No.2, April 1992,pp.205-220[3] G. Cheung; A. Zakhor: Joint Source/Channel Codingof Scalable Video over Noisy Channels. Proceedings ofICIP'96, International Conference on Image Process-ing, Lausanne, Switzerland, September 16{19, 1996,CDROM[4] A. Cohen; I. Daubechies; J.-C. Feauveau: Biorthogo-nal Bases of Compactly Supported Wavelets. Commu-nications on Pure and Applied Mathematics, Vol.45,pp.485-560, 1992[5] P.C. Cosman; J.K. Rogers; P.-G. Sherwood; K. Zeger:Combined Forward Error Control and Packetized Ze-
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