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Abstract

While anpiricd studiesin software engineering are beginning to gain recognition
in the research community, this subareais aso entering anew level of maturity by
beginning to addressthe human aspeds of software development. This added
focus has added a new layer of complexity to an aready chall enging areaof
research. Along with new reseach questions, new research methods are needed
to study nonrtechnicd aspects of software engineaing. In many other disciplines,
qualitative research methods have been developed and are commonly used to
handle the complexity of isauesinvolving human behavior. This paper presents
several qualitative methods for data lledion and analysis and describes them in
terms of how they might be incorporated into empiricd studies of software
engineaing, in particular how they might be combined with guantitative methods.
To ill ustrate this use of qualitative methods, examples from red software

engineeing studies are used throughou.

Index terms: quditative methods, data wlledion, cita analysis, experimental design, empirical

software engineering, participant observation, interviewing



1 Introduction

The study of software engineering has always been complex and dfficult. The complexity arises
from technical isaues, from the avkward intersedion d machine and human cgpabiliti es, and
from the cantral role of human behavior in software development. The first two aspects have
provided more than enoughcomplex and interesting problems to kegp empiricd software
engineaing researchers engaged up uril now. But it isthe last fador, human behavior, that

software engineering empiricists are only recently beginning to addressin a serious way.

Empiricd studies have been condicted in software engineering for several decades, bu have
only relatively recently achieved significant recognitionin the broader software engineaing
research community (as evidenced by this gpedal iswue). But this sibareahas aso readed a
discernibly new level of maturity that is evidenced by the new types of questions and methods
seaen in morerecent studies. In particular, software engineering empiricists are beginning to
addressthe human role in software development. One indicaion d this broadening of focusis
the nature of recent work in traditionally empirical software engineering research groups. For

example, recent studies at the Software Engineering Laboratory' have mncentrated on human

! The Software Engineaing Laboratory (SEL) is porsored jointly by NASA/Goddard Space
Flight Center, Computer Sciences Corporation, and the Empirical Software Engineering Group
at the University of Maryland. The SEL has been conducting various types of empiricd studies

of diverse software engineering issues for more than two decades.



aspeds through observation d communication among developers[17] and the dicitation d the

processes used to build systems based onCOTS? comporents [15].

Part of the reason for this new interest among researchers adually comes from praditi oners,
many of whom have seen the alvances gained by adapting reseach resultsin tedhnical aress.
But many in the industry recognize that software development also presents a number of unique
management and organizational isaues, or “people problems,” that need to be addressed and
solved in order for the field to progress Call sto take “people problems” seriously were first
made decades ago [4; 6], and continue to appear regularly in theliterature [1; 5; 13]. Findly,
they are starting to be heeded by researchers who are starting to study nontechnical issues and

the intersedion ketween the technicd and nan-tedhnical in software engineering.

Qualitative data are data represented as words and pctures, na numbers[8]. Quadlitative
research methods were designed, mostly by educational researchers and aher social scientists
[19], to study the complexities of human behavior (e.g. motivation, communicaion,
understanding). It could be agued that human behavior is one of the few phenomenathat is
complex enough to require qualit ative methods to study it. Anything else can be adequately
described and explained through statistics and aher quantitative methods. In software
engineeing, the blend of technical and human behaviora aspeds lends itself to combining

qualitative and quantitative methods, in arder to take alvantage of the strengths of bath.

The focus of this paper is on showing how qualit ative methods can be alapted and incorporated

into the designs of empirical studiesin software engineering. The principal advantage of using
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guaitative methods is that they forcethe researcher to delve into the complexity of the problem
rather than abstract it away. Thusthe results are richer and more informative. There are
drawbacks, however. Qualitative anaysisis generaly more labor-intensive and exhausting than
guantitative analysis. Qualitative results often are considered “ softer”, or “fuzzier” than
guantitative results, espedally in technicd communities like ours. They are more difficult to

summarize or smplify. But then, so are the problems we study in software engineaing.

The methods described here ae described in terms of how they could be used in a study that
mixes qualitative and quantitative methods. Purely qualitative studies, which arerare to say the
least in software engineaing, would probably employ these methods dightly differently, or at
least moreintensively. There ae dso many other, more sophisticaed, qualitative analysis
methods that are enployed in puely qualitative studies. See[11; 12; 14; 19] for descriptions of

other qualit ative methods.

The presentation d this paper divides qualit ative methods into thase for coll eding data and those
for analyzing data. Examples of several methods are given for each, and the methods can be
combined with ead ather, aswell aswith quantitative methods. Later, several example method
combinations are discussed. Throughou the aticle, examples will be drawn from one particular
study, described in detail in[17], of communicaion among developers during code inspedion

medings.

2 Data Collection Methods

Two data ll ection methods, participant observation and interviewing, are presented in this
sedion. These are useful ways of colleding firsthand information about software development

efforts. Historical qualitative information can also be gained by examining documentation.
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Tedhniques for analyzing archival documents are discussed in[19]. Alsointhis ®dionisa
discusson d onetype of “coding”, which isatednique for preparing qualitative datato be

analyzed quantitatively.

2.1 Participant observation

Participant observation, asdefined in [19], refersto “research that involves socia interadion
between the researcher and informants in the milieu o the latter, during which data ae
systematically and unoltrusively colleded.” Theideaisto cgpture firsthand behaviors and
interadions that might not be noticed atherwise. Although the name is misleading, participant
observation daes not neaessarily imply that the observer is engaged in the adivity being
observed (e.g. [2]), only that the observer isvisibly present and s coll ecting data with the

knowledge of those being observed.

Although a gred deal of information can be gathered through olbservation, the parts of the
software development processthat can adually be observed are limited. Much of software
development work takes place inside aperson’s heal. Such adivity is difficult to olserve,
although there are some techniques for doing so. Think aloud protocols[9] require the subjea
to verbalize his or her thought process ® that the observer can understand the processgoing on.
Such protocols are limited by the cmfort level of the subject and their ability to articul ate their
thoughts. It might be possble, also, to cgpture some of the thought processof individual
developers by logging their keystrokes and mouse movements as they work ona computer [18].
These techniques are often used in usabili ty studies, where the subjeds are software users, bu
they have not been widely employed in studies of software developers (an exceptionis the work

of von Mayrhauser and Vans[20]).



Software developers reved their thought processes most naturally when communicaing with
other software developers, so this communication dfers the best oppatunity for areseacher to
observe the development process One methodis for the reseacher to olserve asoftware
developer continuovsly, thus recording every communicaion that takes placewith coll eagues,
either planned or undanned. A goodexample of a study based onthistype of observationis
[16]. A lesstime-consuming approad isto olserve medings of varioustypes. These muld
include inspedion medings, design medings, status medings, etc. By observing meetings, a
researcher can gather data on the types of topics discussd, the terminology used, the technicd
information that was exchanged, and the dynamics of how diff erent project members geak to

ead aher.

There ae anumber of isaues that a participant observer must be avare of. Many of these ae
presented here, based in part onthe literature (in particular [19]) and partly onthe particular

experienceof this researcher with studies of software engineering.

The participant observer must take measures to ensure that thase being observed are nat
constantly thinking abou being observed. Thisisto help ensure that the observed behavior is
“normal”, i.e. what usually happensin the environment being observed, andis not affected by
the presence of the observer. For example, areseacher observing meetings $ioud be &
unolrusive a possble (like a ‘fly onthewall”). Idedlly, all those present shoud know
beforehand that the observer will be & that meding and why. This advance natice avoids having
to doalot of explaining during the meding, which will only remind the subjeds that they are
being observed. The observer, athough visible, shoud na be disruptivein any way. All of the
observer’s materias (pen, watch, paper, recording devices, etc.) shoud be ready and at hand

before the meding starts © that the observer doesn’t have to hurt aroundfor them during the
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meding. If the meeting takes place & atable, the observer shoud probably not sit at the table,
but badk from it alittl e so that he or she can see everything that is going on at the table, but isnot
diredly in everyone'sline of sight. Again, these ae all tedhniques to help ensure that the
subjeds are mncentrating onthe job a hand, nd on keing observed. The observer shoud always
look for signs that their presence makes any of the participants nervous or self-conscious, which
again may affect their behavior. Any such signs $houd be recorded in the notes that the observer

takes, and will be cnsidered in the analysis later.

The observer’ s notes siodd na be visible to any of the meding participants. In fad, the notes
shoud be kept confidential throughout the study. This gives the researcher complete freedom to
write down any impressons, opinions, or thoughts withou the fear that they may be read by

someone who will be offended by them.

The data gathered during an olservationis ultimately recorded in the form of field notes. These
nates are begun duing the actual observation, duing which the observer writeswhat is
necessary to fill i nthe detail slater. Then, as onafter the observation as possble, the notes are
augmented with as many detail s as the observer can remember. The information contained in the
field naes fioud include the place, time, and participants in the meding, the discussons that
took dace any other events that took dace ather as part of the meding or which impaded the
meding, and the tone and mood d the meding. The notes shoud aso contain “observer’s
comments,” marked “OC” in the text of the notes, which record the observer’ s impressons of
some asped of the meding, which may not correspond dredly to anything that was actually said
or that occurred duing the meding. Thelevel of detail i n the notes depends on the objedives of
the researcher. The most detail ed are verbatim transcripts of everything said duing the meeting,

plus detail ed descriptions of the setting and participants. Writing such detailed naesis
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extremely time-consuming. Often what are needed are summaries of the discussons and/or
some detail s that are speafic to the ams of the study. The more exploratory and open-ended the
study, the more detail ed the field naes shoud be, simply because in such a study anything could
turn ou to berelevant. In any study, the observer shoud begin with very detalled ndes at least
for thefirst few observations, urtil it i s absolutely clea what the objedives of the study are and

exadly what informationisrelevant.

In many studies, there ae very specific pieces of information that are expeded to be ll ected
during an observation. Thisis often truein studies that combine qualitative and quantitative
methods, in which qualitative information from an observation will | ater be coded into
quantitative variables, e.g. the length of ameding in minutes, the number of people present, etc.
When thisisthe cae, formswill be designed aheal of time that the observer will fill in duing
the course of the observation. Thiswill ensure that spedfic detail swill be recorded. These

forms are used in additionto, nd instead of, field naes.

An example of astudy based largely on olservation datais[17], astudy of code inspedion
medings (hereafter referred to as the Inspedion Study). Most of the data for this sudy was
colleded duing dired observation d 23inspedions of C++ dasss. The objedive of the study
was to investigate the relationship between the amourt of effort developers gend in technicd
communicaion (e.g. the anourt of time spent discussng various isales in inspedion medings)
and the organizational relationships between them (e.g. how much agroup d inspedion
participants have worked together in the past). Information abou organizational relationships
was colleded during interviews with inspedion participants, described in sedion 2.2.
Information abou communicaion eff ort was colleded duing the observations of code

inspedions. This gudy serves as a good example of employing avariety of qualit ative methodks,
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along with guantitative methods, to investigate an issue in software engineering. The findings of
this gudy were degoer and more ill ustrative than would have been gained using a more restricted
set of research methods. Also, thisauthor leaned a grea many lesons (through bah success
and failure) while cnducting this gudy. For al these reasons, this gudy will serve aan
example throughou this article to ill ustrate the methods presented. An additional example study

will be presented in the next sedion.

Figure 1 shows aform that wasfill ed ou by the observer for each olserved meding in the
Inspedion Study. The aministrative information (classes inspeded, date, time, names of
participants) were dl provided in the annourcement of eadh inspection. The resporsibiliti es of
ead inspector (which products each was resporsible for inspeding) were ather stated in the
inspedion annourcement, becane obvious during the meding, or were related during interviews.
At some paint during each inspedion meeting, ead inspector reported his or her preparation
time to the moderator, and the observer aso recorded it. Whether or nat each was present at the
meding was also recorded onthe dataform. The anournt and complexity of the code inspeded

was addressed duing interviews later.

Ancther form fill ed ou during observations was atime log, an example of whichis sxownin
Figure 2. At the top d each page of the log is recorded basic identifying information. For each
discussonthat took daceduring the meding, the observer recrded the time (to the dosest
minute) it started, the initials of the participantsin that discusson, a cde @rrespondng to the
type of discusson, and some naotes indicating the topic of discusson, the tone of the discusson,
and any other relevant information. The arrows in some of the lists of participants initials
indicae that a mmment or question was made by one participant, spedfically targeted to ancther

participant. In the margins of the timelog, the observer also recorded aher relevant information
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abou the participants, the setting of the meeting, and aher adiviti es taking place The number of

minutes gent in ead dscusson category was cdculated from the time logs after the meeting.

Extensive field nades were dso written immediately after each meding observed in the
Inspedion Study. These nates contained broader descriptions of observations noted onthe

inspedion cataforms. Below is a sanitized excerpt from these field naes:

[Inspedorl] raised abunch of defedsall together, all concerning checking for certain
error condtions (unset dependencies, negative time, and ndl pointers).
[Inspedor?] raised adefed which was atypoin acomment. She seamed dlightly

shegish abou raising it, bu she did nevertheless

OC: [Inspedor2] seaned more harsh on[Author] than | had ever seen her on any
of the [subcontrador] authors. My impresson d her isthat she would never raise
atypoasadefea with anyone dse. Does $he have something against

[government agency] folks?
[Inspedor?] raised adefed concerning the wrong name of a cnstant.

[Inspedor3] raised adefed having to dowith the previous sngle dependency issue. In
particular, dereferencing would have to be dore differently, although there were severd

waysto fix it. [Inspedor3] recommended using the dot insteal of the arow.
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| nspection Data Form

Clasqes) inspeded: Inspedion date: Time:
Author:
Moderator:
Reviewers:
Name Resporsihility Preparationtime  Present

Amourt of code inspeded:
Complexity of classs:

Discusson codes:

D

G/D

GIQ

M

Defects

Reviewer raises aquestion a concern and it is determined that it is adefed which the author must fix;
time recorded may include discusson of the solution

Questions

Reviewer asks a question, but it is not determined to be adefed.

Classgen defect

Reviewer raises a defed caused by classgen; author must fix it, but it isrecognized as a problem to
eventually be solved by clasggen

Unresolved issues

Discusson d an issue which cannot be resolved; someone dse not at the meeting must be mnsulted
(put name of personto be mnsulted in () beside the mde); thisincludes unresolved clasgyen issues. It
also includes isaues which the author has to investigate more before resolving.

Global defects

Discusson d global isaues, e.g. standard pradices, cheding for null pointers, which resultsin adefed
being logged (does not include dasggen defeds)

Global questions

Same & above, but no defed islogged

Process issues

Genera discusson and questions about the inspedion processitself, including how to fill out forms,
the order to consider material in, etc., but not the atual exeaution of these tasks.

Administrative issues

Includes recording prep time, arranging rework, annourcing which products are being inspeded,
silencewhil e people look through their printouts, fill ing out forms.

Miscellaneous discussion

Timelogged (in minutes):

D

Q C U G/D GIQ P A M

Figure 1. Form used to coll ect data during observation d inspection medings.
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Figure 2. Timelog used to dacument discussons during inspection medings.
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In order to evaluate the validity and consistency of data wlleded during participant observations,
rater agreement exercises[11] are often conducted. The basic ideaisto ensure nat only that
the data being recorded are accurate, but also that the observer isnot recording datain aform
that is understandable only to hm or her. During threeof the inspedion medings observed in
the Inspedion Study (abou 15%), a semnd olserver was present to record data. The same
seond olserver was used all threetimes. All threewere anong the first half of medings
observed, i.e. they occurred fairly early in the study. Thiswasintentional, in order to get the
gredest advantage from improvements made to data oll ection procedures as aresult of the

exercise.

Before the observations in which she participated, the second olserver was instructed by the
principal observer in the forms used for data olledion, the mdes used to categorize discussons,
the procedure used to time discussons, and some background onthe development project and

developers.

A total of 42 dscussonswere recrded duing the threedouly-observed meetings. Out of
those, bah olservers agreed onthe @ding for 26, a 62%. Although, to ou knowledge, thereis
no standard acceptable threshold for this agreament percentage, we had hoped to oltain a higher
value. However, the two observers were later able to come to an agreament on coding for all
discussons onwhich they initially disagreed. The observers generally agreed onthe length of

ead discusson.

Many of the coding discrepancies were due to the second olserver’s ladk of familiarity with the
projed and the developers. Others arose from the seaond olserver’ sladk of experience with the
instrument (the form and coding categories), and the subjedivity of the cdegories. The wding

scheme was adually modified slightly due to the problems the second olserver had. It shoud be
13



noted that some of the discrepancies over coding (3 ou of 26 dscrepancies) were eventually
resolved in the second olserver’sfavor. That is, the principal observer had made an error.
Ancther trouling result of this exercise was the number of discussons (5) that one observer had
completely missed, bu had been recorded by the other. Both the principal and second olservers

missed discussons. Thiswould imply that a single observer will usually miss ®me interadion.

Theresults of arater agreement exercise, idedly, shoud confirm that the data colledion
tedniques being used are robust. However, as in the Inspedion Study, the exercise often reveals
the limitations of the study. Thisisvaluable, however, as many of the limitations reveded can
be overcomeif they are discovered ealy enough, and even if they are not surmourtable, they can
be reported along with the results and can inform the design of future studies. For example, in
the Inspedion Study, the results of the rater agreement exercise indicaed that the data mlleded
during observations would have been more acurate if more observers had been used for all
observations, or if the medings had been recrded. These procedural changes would have ather
required prohibitive anounts of effort, or stretched the goodwill of the study’s subjeds beyond

itslimits. However, these shoud be taken into consideration in the design of future studies.

Reaoording of observations, either with audio o video, is ancther issue to be considered when
planning a study involving participant observation. The main advantage of electronicdly
recording observations isin ensuring accuracy of the data. Usualy, the field naes are written
after the observation while listening to o watching the recording. In thisway, the notes are
much lesslikely to introduceinacarades due to the observer’s faulty memory or even hias. In
the Inspedion Study, it was dedded na to audio- or videotape observed medings for the reasons

mentioned in the previous paragraph. However, it isdorein many studies[19].
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2.2 Interviewing

Another commonly used technique for coll eding qualitative dataisthe interview. Interviews are
condwcted with avariety of objectives. Often they are used to colled historical datafrom the
memories of interviewees. In ather studies they are used to coll ect opinions or impressons abou
something. In ahers, interviews are mnducted to help identify the terminology used in a
particular setting. They are sometimes used in combination with observations. In this case, they
serveto clarify things that happened or were said during an olservation, to €licit impressons of
the meding or other event that was observed, or to colled information onrelevant events that

were not observed.

Interviews comein several types. In[12], astructured interview is described as one in which
“the questions are in the hands of the interviewer and the resporse rests with the interviewee”, as
oppased to an unstructured interview in which the intervieweeis the source of bath questions
and answers. In an urstructured interview, the object is to licit as much information as passble
onabroadly defined topic. The interviewer does not know the form of thisinformation ahead of
time, so the questions asked must be & open-ended as possble. In the extreme, the interviewer
doesn’t even ask questions, but just mentions the topic to be discussed and all ows the
intervieweeto expound. In astructured interview, onthe other hand, the interviewer has very
spedfic objectives for the type of information sought in the interview, so the questions can be
fairly spedfic. The extreme of astructured interview is one in which no qulitative information
isgained at all, i.e. al resporses can be quantified (e.g. yes/no, high/medium/low, etc.). If the
study is qualitative, howvever, the interview must be flexible enough to al ow unforeseen types of
informationto be recorded. A purely unstructured interview is often too costly to be used

extensively. Therefore, many studies employ semi-structured interviews. These interviews
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include amixture of open-ended and specific questions, designed to dlicit not only the

information foreseen, bu also urexpeded types of information.

Again, asin the previous ction on farticipant observation, the alvice given here @ou
interviewing is based in part onthe literature (in particular [19]) and partly onthe experience and

reflection o this author.

The interviewer shoud begin each interview with ashort explanation d the research being
conduwcted. Just how much information the interviewer shoud give dou the study shoud be
caefully considered. Interviewees may be lesslikely to fully participate if they do nd
understand the goals of the study or agreethat they are worthy. However, if interviewees are
told too much abou it, they may filter their resporses, leaving out information that they think the
interviewer is not interested in. Another judgment that the interviewer must often makeis when
to cut off the intervieweewhen the wnversation has wandered toofar. On ore hand, interview
timeisusualy valuable and shoudn’'t be wasted. However, in aqualitative study, all datais
patentialy useful and the usefulnessof a particular piece of data often is not known urtil long
after it iscolleaed. Of course, interviewees ioud never be aut off abruptly or rudely. Steering
them badk to the subjed at hand must be dore gently. In generd, it is better to err on the side of
letting the intervieweeramble. Often the ramblings make more sense in hindsight. The oppdaite
problem, of course, isthat of an intervieweewho says the barest minimum. One strategy isto
ask questions that canna possbly be aaxswered with a “yes’ or a “no.” Anather isto feign
ignorance, i.e. to ask for detail sthat are dready well known to the interviewer. Thismay get the
intervieweetaking, aswell as help dspel any perception they might have of the interviewer as

an “expert.” It isalso important to make it clear that there are no “right” answers. Software
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developers ometimes mistakenly believe that anyone amming to interview them (or observe

them) isredly there to evaluate them.

Like observational data, interview data are ultimately recorded in field naes, which are governed
by the same guidelines as described in the previous sdion. Also as described ealier, forms can
be used and fill ed ou by the interviewer in arder to fadlit ate the gathering of specific pieces of
information. Ancther tod which can be useful during an interview isaninterview guide[19].
Aninterview guideisnot asformal asadataform, bu it helps the interviewer to organize the
interview. It usually consists of alist of open-ended questions, possbly with some notes abou
the diredionin which to stee the interview under different circumstances. In astructured
interview, the questions are fairly straightforward, and they might be aranged in an “if-then”
structure that leads the interviewer along one of several paths depending onthe answersto
previous questions. In an urstructured interview, there might not be an interview guide, or it
may simply be ashort list of topicsto be touched on. Interview guides are purely for the use of

the interviewer; they are never shown to the interviewee

The interviewer may make some notes on the guide to help him or her remember how to steer the
interview, bu the guide shoud na be used for taking notes of the interview. Ingenerdl, itis
difficult for an interviewer to take notes and condct the interview at the same time, unlessthe
interviewer isvery skilled. It isuseful, if the interviewee onsents, to audiotape the interview.
The tape can then be used to aid the writing of the field naeslater. Recording has the alded
advantage that the interviewer can hear him/herself onthe tape and assesshis or her interviewing
skills. Thisisparticularly useful in dscovering one’s own annoying conversational habits (e.g.
interrupting, overuse of “um”, etc.). Another way to fadlit ate the taking of notesisto use a

scribe. A scribeis present at the interview only to take nates and daes not normally participate
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in any other way. Using a scribe takes the note-writi ng resporsibiliti es from the interviewer
completely, which can be an advantage for the researcher. However, verbatim notes are not
possble thisway, and the scribe does nat aways share the interviewer’sideas abou what is
important to record. The use of ascribeisaso dten prohibitively expensive or intimidating to

the interviewee.

Another example study that will be used inthisarticleis[15], astudy of COTS integration
(hereafter referred to asthe COTS Sudy). The objective of the study was to document the
processthat NASA software projed teams were following to produce software systems largely
constructed from COTS comporents. Thistype of system development, or “integration,” was
fairly new inthe NASA groupstudied. Consequently, there was no daumented processfor it
and it was suspeded that a number of different processes were being followed. The COTS
Study team was tasked with bulding a processmode general enough to apply to all of the
different ways that COTS integration was being done. The model would then be used as a
baseline to design processmeasures, to plan improvements to the process andto make
recommendations for process sippat. Interviews with developers on pojeds that involved a
large anount of COTS integration provided the bulk of the data used to buld the processmodel.
Scribes, as described above, were used to record these interviews. Many interviewees were
interviewed multi ple times, at increasing levels of detail. These interviews were semi-structured
because each interview started with a specific set of questions, the aaswers to which were the
objedive of theinterview. However, many of these questions were open-ended and were
intended for (and succesdul in) soliciting other information nd foreseen by the interviewer. For

example, ore question onthe COTS Sudy interview guide was:
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What are the disadvantages of Package-Based Development (i.e. COTSintegration) in

comparison with traditional development?

The study team had expeded that answers to this question would describe technicd difficulties
such as incompatible file formats, interface problems, or low COTS product quality. However,
much of the data gathered through this question had to dowith the administrative difficulti es of
COTSintegration, e.g. procurement, finding information oncurrent licenses, negotiating
maintenance agreements, etc. Asaresult, amgor portion d the study’ s recommendations to
NASA had to dowith more administrative suppat of various kinds for COTS integration

projeds.

Semi-structured interviews were dso used in the Inspedion Study. After eadh inspection
meding, an interview guide was constructed to include the information missng from the data
form for that inspedion, as well as svera questions that were asked of al interviewees. The
guestions asked also varied somewhat depending onthe role that the interviewee played in the
inspedion. An example of such aform is dhownin Figure 3. Most interviews in this sudy were
audiotaped in their entirety. Extensive field naes were written immediately after each interview.

The tapes were used during the writing of field naes, bu they were not transcribed verbatim.
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Interview Guide

Logistical info: record name, office#, date, time

Organization:

How long have you worked on[projed]? At [company]?
Have you worked with any of the [projed] members before on aher projeds?
Who on the [projed] tean do you interad with most?

To whom do you report?

To whom are you resporsible for your progresson [projed]?

I nspection process:

Who chaose the inspedors?

How long did it take?

Why were those ones chosen in particular?

Which inspedorsinspeded what?

Whotook care of scheduling?

Was it dorevia email or face-to-face?

How much time did it take?

What steps were involved in putting together the inspedion padkage?

How much time did that take?

How are [projed] inspedions different from inspedionsin ather [company] projeds you' ve been orfj

How was thisinspedion dfferent from other [projed] inspedions you ve been involved with?

Reviewed material:
How much was inspeded?
How isthat measured?

Were the inspeded clases more or lesscomplex than average?

Figure 3. Aninterview guide used in the Inspedion Study.
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2.3 Coding

Most empiricd software engineering studies employ a combination d qualitative and
guantitative methods and data. There ae anumber of ways to combine such methods. One
commonly used strategy isto extrad values for quantitative variables from qualit ative data (often
colleded from observations or interviews) in order to perform some type of quantitative or

statistica analysis. This processis cdled coding.

To understand the data transformation that takes place during coding, we need to addressa
common misconception abou the diff erence between quantitative and qualitative data. As
defined earlier, qualitative datais information expressed as words or pictures, whil e quantitative
datais represented as numbers or other discrete cdegories. In ather words, the distinction
between qualitative and quantitative data hasto dowith how the informationis represented, nd
whether it is subjedive or objective. Qualitative datais often assumed to be subjective, bu that
isnot necessarily the case. On the other hand, quantitative datais often assumed to be objedive,
but neither isthat necessarily the cae. Infad, the objectivity or subjectivity of datais
completely orthogonal to whether it is quaitative or quantitative. The processof coding
transforms qualit ative datainto quantitative data, but it does not affed its subjedivity or
objedivity. For example, consider the foll owing text, which constitutes a fragment of quaitative

data:
Tom, Shirley, and Fred were the only participants in the meding.

Now consider the foll owing quantitative data, which was generated by coding the eove

qualit ative data:
num_participants = 3
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The fact that the information is objedive was nat changed by the coding process Note dso that
the processof coding has resulted in some lost information (the names of the participants). This
Is frequently the case, as qualitative information dten carries more cntent than iseasily

guantified. Consider another example:

Susan said that this particular C++ dasswasredly very easy to understand, and nd very

complex at all, espedally compared to aher classes in the system.
And the resulting coded quantitative data:
complexity = low

Again, the processof coding thisinformation dd na make it more objedive, athough the

quantitative form may appear less sibjective.

Coding results in more reliably accurate quantitative data when it is restricted to straightforward,
objediveinformation, asin the first example éove. However, it is often desirable to quantify
subjedive informationaswell in order to perform statisticd analysis. This must be dore with
carein order to minimize the amourt of information lost in the transformation and to ensure the
acauracy of the resulting quantitative data e much as possble. Often subjeds use different
words to describe the same phenomenon,and the same words to describe different phenomena.
In describing a subjective mncept (e.g. the cmmplexity of a C++ dasg, asubjed may use
straightforward words (e.g. low, medium, high), that mask underlying ambiguities. For example,
if asubjed saysthat aparticular classhas “low complexity”, does that mean that it was easy to
read and urderstand, or easy to write, or unlikely to contain defeds, or just small? In coding
such concepts, the researcher must pay close dtention to the words and meanings of the subjects

(as contained in the field naes) to make sure that they are being interpreted accurately.
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In the Inspedion Study, much o the qualitative data was coded into quantitative variablesto be
used in statisticd analyses. Much o the amding was graightforward extradion o objedive data
(e.g. number of participants, meeting length, etc.). But some thorny coding issues came up with
subedivedata. In particular, the coding of complexity (alluded to abowve) turned out to be rather

complicaed.

Complexity information was gathered by asking at least two of the participantsin each
inspedion to comment onthe cmplexity of the material being inspeded. “Complexity” was
intentionally left undefined in an eff ort to coll ed qualitative information abou developers' views
of complexity. If the developer requested a darification, the interviewer used the term “how
difficult it wasto insped.” The complexity variable was coded into five levels (very low, low,
average, high, very high), which in some cases was nat difficult to dofrom the devel opers
comments (comments like “Classfrom Hell” and “piece of cake” were helpful). However, in
many cases, developers went beyondthese cdegories to explain the mmplexity of the inspeded

material in more detail .

In most cases, complexity was concentrated in the source @de of the dassor classes being
inspeded. Some interviewees compared the dassin question with ather classesin the system. In
most of these caes, the dasswas compared to the developer’ sidea of “average.” Thefield

notes contain phrases like “much lesscomplex than average,” “ more complex than average,” “a
littl e eaier than average,” “ smpler than average,” and “harder than average.” In some cases, the
comparisons were absolute: “the most complex he’slooked at,” or “the most complex in the
system,” or “It's aharder classthan the other ones we' veinspeded,” or “the simplest classwe' ve
got.” Such charaderizations were dso fairly easy to code on afive-point scde, where anything

described as “average” fell in the midde cdegory, classes described as differing from average
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(e.g. “more mmplex than average”) were rated in the category just above or below “average,”
and the dasses described as extreme in some way (e.g. “the simplest classwe’ ve got”) were put

in the extreme cdegories.

Many classes were difficult for developers to rate because they contained ore small piecethat
was difficult to insped, bu the dassas awhole was naot particularly complex. Some developers
spedficdly referred to the mathematics or computational nature of a dassin defining its
complexity. Some functions or classes had “tons of complex mathematicd formulas,” or “ugly
mathematica equations.” 1n some cases, the ade for the dassitself was not so dfficult, bu
inspeding the test plan and resultswas. Andin ather cases, it was the complexity of the
functional spedfications that was a problem. In some cases, there was osme spedfic
characteristic of the dassthat devel opers cited that was drongly related to its complexity. There
was alarge number of such characteristics, including things inherent to the dass(multiple
parameters, timetags), programming style (a proliferation o temporary variables), the overhead
asociated with C++, and general tedium. Whil e information like thisis what makes qualitative
data so rich and informative, it does make coding difficult. In such situations, it isimportant to
kegy in mind the goals and ohedives of the study. In thisexample, “complexity” was
interesting only in haw it affeded the inspedion. Thus, the ading processconcentrated on
those dted charaderistics that would logically affed how well or how efficiently the material
could beinspeded (e.g. complex mathematics). When a particular classexhibited ore or more
of these dharacteristics, it was put into the “high” complexity category. If many of these
characteristics were used to describe aparticular class or if the subject described it as very

complex in ather ways, then it was rated “very high.”
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Ancther situation that compli cates coding is when something is rated dfferently by diff erent
subjeds. There were aght inspedionsin the Inspedion Study in which the cmplexity of the
inspeded material was rated dfferently by different participants in the inspedion. In all but one
of these cases, theratings differed by only onelevel (e.g. “average” and “high”, or “high” and
“very high”, etc.). In half of the aght cases, the author of the inspeded classrated the material
more complex than dd theinspedors. One way to resolve such dscrepanciesisto decide that
one subjed (or data source) is more reli able than anaother. Miles and Huberman [14] discussa
number of factors that aff ect the reli abili ty of one data source & compared with ancther, and the
processof weighting datawith resped to its urce. In the Inspection Study, it was dedded that
an inspedor was a more reli able judge of the cmmplexity of the cde than the author, sincewe

were interested in hawv complexity might affed the inspection d that code.

In summary, coding qualitative information into quantitative data is often useful and even
necessary, bu must be dore carefully. It shoud be remembered that coding adds neither
objedivity nor accuracy to data, although it may appear that way. Codingisespecidly difficult
when the concept to be coded is subjedive in nature, when the terminology used to describe it

varies andis difficult to interpret, and when dff erent data sources disagree.

3 Data Analysis Methods

Colledion d qualitative datais often avery satisfying experience for the researcher. Although it
is often more labor-intensive, it is also more enjoyable to coll ect than quantitative data. It is
interesting and engaging and it often gives the researcher the sense that they are doser to redity
than when dealing with quantitative dstradions. Many researchers wish that their work could

endthere. The analysisof qualitative datais, in thisresearcher’s experience, na nearly as
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inspiring as its colledion. It is smetimes boring, often tedious, and always more time-
consuming than expeded. However, the dternative to data analysis (which, unfortunately, is
sometimes pradiced even in published work) isto simply write down all the researcher’ s beliefs
and impressons based onthe time they have spent in the field colleding data. This dternative
pseudo-analysis methodis attractive because it is certainly easier than rigorous analysis, and
most reseachersfed that they “know” a great ded abou the setting they have studied. But it is
neither scientific nor reliable, andthis pradiceislargely resporsible for the skepticism abou

qualitative methods that is 9 prevalent in ou field.

In the foll owing sedions, | have divided analysis methods roughly into two categories, athough
the line between them is not well delineaed. Thefirst set of methodsis used to generate
hypotheses that fit the data (or are “grounded” in the data). The secondset of methodsis used to
build upthe “weight of evidence” necessary to confirm hypotheses. In most studies, methods
from both groups are used and combined in arder to produceresults that are both grounded and

suppated by abody of evidence

3.1 Generation of theory

Theory generation methods are generally used to extrad from a set of field naes a statement or
propasitionthat is suppated in multi ple ways by the data. The statement or propasitionisfirst
constructed from some passage in the notes, and then refined, modified, and elaborated uponas
other related passages are foundand incorporated. The end result is a statement or propasition
that insightfully and richly describes a phenomenon. Often these propasitions are used as
hypaotheses to be tested in afuture study or in some later stage of the same study. These methods
are often referred to as “grounded theory” methods because the theories, or propasitions, are

“grounced” inthedata[9].
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3.1.1 Constant comparison method

The dasdc theory generation methodin the qualit ative literature is the constant comparison
method. This methodwas originally presented by Glaser and Strauss[9], but has been more
clealy and practicdly explained by others snce(e.g. [14]). The processbegins with coding the
field naes, bu thisis adifferent type of coding than that described earlier. Codingin this
context means attaching codes, or labels, to pieces of text which are relevant to a particular
theme or ideathat is of interest in the study. Then passages of text are grouped into patterns
acording to the amdes and subcodes they’ ve been assgned. These groupngs are examined for
underlying themes and explanations of phenomena. The next step is the writing of afield memo
that articulates a propasition (a preliminary hypothesis to be mnsidered) or an olservation
synthesized from the coded data. The field memo is meant to be an informal way to record the
researcher’ s discoveries quickly before they arelost. Because qualitative data oll ection and
analysis occur concurrently, the feasibili ty of the new propasition is then checked in the next

round d data mlledion.

There ae severa waysto go abou coding qualitative data. Codes can be ather preformed or
postformed. When the objedives of the study are dea ahead o time, a set of preformed codes
(a “start list” [14]) can be onstructed before data @ll ection kegins and then used to code the
data. Thisinitial set of codes comes from the goals of the study, the research questions, and
predefined variables of interest. Of course, codes can be alded, deleted, merged, subdvided, o
modified during the murse of the study. Having a preformed set of codes, however, helpsthe
processget started. There ae anumber of high-level coding taxonamies suggested in the
literature (see[14] for some examples), bu they are more gpropriate for use by sociologists and

anthropdogists and are not very useful to software engineeing researchers. Postformed codes
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(codes creaed duing the coding process are used when the study objectives are very open and

unfocused.

The set of codes often has astructuretoit. That is, there are categories of codes aswell as
subcodes. For example, in the study of inspections, ore of the cdegories of codes used was
“variables,” which indicated passagesin the field naes that helped to determine values for the
quantitative study variables. One mdein the “variables’ category was “complexity” (described
in detail in sedion 2.3, which attempted to capture the complexity of the inspedion. Subcodes
included “spedficaion complexity,” * mathematica complexity,” “ relative mmplexity,” etc.
Noticethat nore of the ades relatesavalue, just a mncept. For example, there ae no codeslike

“high complexity” or “low complexity.”

Field naes $houd be mded periodicaly, i.e. it’s not wise to wait until all data have been
colleded andthen try to code dl thefield naes at once. Coding asedion d notesinvolves
reading through it once then going badk and assgning codes to “chunks’ of text (which vary
widely in size) and then reading through it again to make sure that the ades are being used
consistently. Not everything in the notes needs to be assggned a ade, and dfferently coded
chunks often owerlap. Inthe section d coded naes from the Inspedion Study, below, the ades
T, CG, and S correspondto passages abou testing, the cre group,and functional specifications,

respedively. The numbers smply number the passages chrondogicadly within ead code.

(T4) These dasss had drealy been extensively tested, and this was cited as the reason
that very few defeds were found. [Moderator] said: “...must have dore someredly

exhaustive testing onthis class’ (EV2.2)

(CG18) [Inspedor?] said very littl e in the inspedion, despite the fad that twice

[Moderator] asked him speaficdly if he had any questions or isauies. Oncehe said that
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he had had awhade burch of questions, bu he had arealy talked to [Author] and

resolved them all.
OC: Find ou how much time was gent when [Author] and [Inspedor2] met.

($4) Severd discussons had to dowith the fad that the specs had na been updited.

[Author] had worked from a set of updated specs that she had gotten from her officemate
(whoisnat onthe [projed] team, asfar as | know). | think these were updated [previous
projed] specs. The[projed] specsdid nd refled the updates. [Team leal] was given an

adionitem to work with [Specguru] to make sure that the specs were upceted.

It isgood padiceto real through the field naes written thus far from time to time, even after
they have been coded. Ead reading often brings new insight and keeps the relevant isaues fresh
in the researcher’ s mind. It also helpsto review the codes being used to determine if they still
cgpture the relevant ideas present in the data. Reviewing coded naes often brings out
oppatunities for refining, aggregating, or augmenting the set of codes. When the set of codes

change, the @mdesin the text shoud also be updeted.

There ae software padkages on the market which fadlit ate coding and aher types of qualitative
analysis (see[14], appendix, for an overview of qualitative analysis oftware). However, this
author foundaword procesor to be adequate for this purpose. Codes can be placed in thetext in
ways that separate them from the text (e.g. delimited by special characters or in capital |etters) so
that the seach facili ty of the word procesor can be used to find them easily. This can fadlit ate
groupng of coded chunks, as well as modifying codes according to changesin the awding

scheme.

29



The next step in the processisto look at groups of coded passages to find petterns and trends.
One way to dothisisto use the search fadlity of the word proces=or to search for a particul ar
code, moving to eat passage assgned that code and reading it in context. It isnot
recommended to cut and paste similarly coded passages into ore long passage so that they can be
real together. The context of ead passage isimportant and must be included in consideration o

ead groupof passages.

Thereislittl e guidancein the literature for the intelledua processof finding patterns and trends
in qualitative data. Coding helpsagreat ded in arganizing and kreaking up what isusualy a
very large anourt of data. However, beyondthe medhanics of coding and groupng, the process
islargely creative. That isnot to say that it is purely subjedive, hovever. Any propasition that
the researcher synthesizes must be dearly and strongly suppated by the data. Data analysisis
nat a processof writing down “impressons’ or “hurches.” Thereisagred temptationto simply
write, however, because the researcher has by this time spent agrea ded of timein the study
setting and may beli eve that he or she has a deq intuiti ve understanding of what is going onin
that setting. Such intuition may help guide the processof anayzing the data, but it does not

constitute mnclusions unlessit is clealy supported by the data.

Field memos are the vehicle by which the researcher first articulates the findings. Field memos
can take anumber of forms, from a bull eted list of related themes, to areminder to go bad to
chedk aparticular idealater, to severa pages outlining amore complex propasition. They can be
very informal but they must be dea enough to expressthe ideabeing presented, either to ather
researchers or to the principal researcher later, when theideaisnot so fresh. The paint isthat,
during qualitative data analysis, ideas sometimes form very quickly andit is easy to jump from

topic to topic withou forming complete propasitions. Field memos provide away to capture
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some of those passbly incomplete thoughts before they get lost in the next interesting idea
More detail ed memos can also show how strong or weak the suppat for a particular propasition
iIsthusfar. According to Miles and Huberman, they are “one of the most useful and powerful
sense-making tools at hand.” [14, p.72. Figure 4 shows an example of a short field memo from
the Inspedion Study on the subject of the role of functional spedficationsin inspedion

medings. Interspersed throughou the memo are references to coded segmentsin the field ndes.

Spedfications played an important rolein the inspedion process Many developers said
that they relied heavily on the specs as they reviewed the materia prior to the inspedion
meding. One developer, when asked how he spent his preparation time before an
inspedion, said that the first thing he did was to print out the specs and read them “to get
afeel for what the dassis supposed to do.” (S1) Ancther developer described her
preparation adiviti es as going through the specs and chedking to make sure that
everything in the specis represented in the code. At the same time, she triesto find any
extraneous code that implements feaures not in the spec (S3) A new member of the
team spent 14 hoursinspeding a dass primarily going through the ade units, comparing
them to the specs, in an effort to understand ead line of code. (S6) Ancther developer
explained the advantages of the specs used on the projed: “I like our specs; | like having
that kind of information at that level...Most projeds end upwithout specs.” (S8)

However, occasional inadequades or errorsin the spedfications often caused problems
during inspedions, espedally those involving highly complex code. Many times the
problem was one of interpretation; there was difficulty in uncerstanding some aped of
the specwhich becane relevant during the inspedion meding. These caes al involved
highly complex code (S2, S5, S12) and most (S2, S5) occurred ealy in the projed. In
severd inspedions, however, adual errors were foundin the spedficaion (S2, S10, S13,
S14, S11). Again, most of these caesinvolved highly complex code. Other problems
included incomplete and outdated specs. Incompl etenesswas a problem when the spec
did not spedfy al functions or interfaces that were necessary for a dassto be
implemented corredly (S9). Because the specs were being updated during devel opment,
problems ometimes occurred when the latest version was nat placel in the central
spedfication repository ($4, S7). This happened even with fairly simple dasses (S7).

Most issues that arose wncerning spedfications could not be resolved duing the
inspedion meding. The analyst who hed major resporsibility for spedfications did not
attend inspedion meeings. So most specs questions were left as open isaues and referred
to this analyst. His name was mentioned frequently. In ore cae, it was even suggested
that he be invited to inspedions. Discusgon of specsisaies consumed atotal of 40
minutes of meding time over the 23 inspedion medings observed. Discusson d specs
isales constituted more than a quarter of meding timein only two cases, bath of which
involved highly complex classes. Most of thistime was ent attempting to understand
the complexity of the spec

Figure4. An examplefield memo.

31



The adual development of propasitions can be dore through memos, as described abowe, or they
can be documented more diredly. That is, they can belisted as they are discovered in the cded
data. This draightforward approad is more dficient when the propasitions are smpler and
more obviously suppated by the data. In additionto listing them, their suppating and refuting

texts must be documented as well .

Idedly, after every roundof coding and analysis, there is more data @llectionto be done which
provides an oppatunity to ched any propasitions that have been formed. This can happenin
severa ways. In particular, intermediate propasitions can be checked by focusing the next round
of data @llectionin an effort to colled datathat might suppat or refute the propasition. For
example, if the propasition hed to dowith the amourt of time spent in preparation for code
inspedions where the author isinexperienced, then an eff ort might be made in the next round d
data wlledionto olserve as many inspections as possble with inexperienced authors but which
vary in ather ways. Inthisway, oppatunities may arise for refining the propasition (e.g. we
may find that it halds only when the material to beinspeded is particularly large). Also, if the
propasition hddsin dfferent situations, then further evidenceis gathered to suppart its
representativeness This approach may offend the sensibiliti es of researchers who are
acastomed to performing quantitative analyses that rely on randam sampling to help ensure
representativeness The qualitative reseacher, onthe other hand, typically uses methods to
ensure representativenesslater in the study by chocsing cases accordingly during the @urse of
the study. Thisis sometimes cdled theoreticd sampling, which we will not discussin detall

here, bu the reader isreferred to [14] for agoodexplanation d its use andjustification.
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3.1.2 Cross-case analysis

Glaser and Strauss s constant comparison method can be used onany set of field naes, whether
they all come from the same “case” or setting, or whether they constitute the data mll ected from
anumber of settings. Thisisonereasonthat keguing chunksin their context is © important. In
many software engineering studies, the data can be divided into “cases,” which in quantitative
studies might be referred to as “data points’ or “trials.” When thisis passble, cross-case
analysisis appropriate. For example, in the Inspection study, al datawere wllected from the
same development projed, so they could be viewed as asingle case study. Some of the analysis
was dore with this perspective (e.g. the analysis described in the previous edion). However,

some qosscase analysiswas also performed by treating eadch inspedion as a“case.”

Eisenhardt [7] suggests ®vera useful strategies for crosscase analysis, all based onthe goal of
looking at the datain many different ways. For example, the cases can be partitioned into two
groups based onsome atribute (e.g. number of people invalved, type of product, etc.), and then
examined to seewhat simil arities hold within ead group,and what differences exist between the
two groups. Another strategy isto compare pairs of casesto determine variations and
similarities. A third strategy presented by Eisenhardt isto dvide the data based on dita source

(e.g. interviews, observations, etc.).

In the Inspedion Study, a comparison methodwas used that combined Glaser and Strauss s
method and the Eisenhardt approach and was further modified for the purposes of the study. The
main pupaose of this part of the data analysis wasto generate hypaotheses that could be tested in
the quantitative stage of data analysis. Therefore, the emphasis was onidentifying bath the

relevant variables and the possbl e relationships between them.
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Our comparison method pogressed asfollows. Thefield naes correspondng to the first two
inspedions observed were reviewed. For each of these two inspedions, alist was compiled of
short phrases that described eadh inspection (e.g. aggressve author; alot of discusson d the
code generator; discusson daninated by one inspedor; really long meeting, etc.). Then these
two lists were compared to determine the simil arities and dfferences. The next step wasto list,
in the form of propasitions, conclusions one would draw if these two inspections were the only
two in the data set (e.g. redly long medings are generally dominated by one inspedor). Each
propasition had associated with it alist of inspedions that suppated it (thislist began with the
first two inspedions compared). After analyzing thefirst two inspedionsin this way, the third
inspedionwas examined and alist of its charaderistics was compiled. Then it was determined
whether thisthird inspedion suppated or refuted any of the propasitions formulated from the
first two. If apropasitionwas suppated, then thisthird inspedion was added to its list of
suppating evidence. If it contradicted a propasition then either the propasition was modified
(e.0. really long meetings are generally dominated by one inspedor when the other inspedors are
inexperienced) or the inspedion was noted as refuting that propasition. And then any additional
propasitions suggested by the third inspection were alded to thelist. This processwas repeaed
with ead subsequent inspedion. The end result was alist of propasitions (most very richin

detail ), each with a set of suppating and refuting evidence (inspedions).

A different approad to cross-case analysiswas used in the COTS Sudy. Each development
projed that was gudied was treded as a separate @ase. The objedive of the analysiswas to
document the COTS integration processhby building an abstracion, a model, of the processthat
was flexible enough to acamodate dl of the different variations that existed in the different

projeds. This model-building exercise was carried ou iteratively by ateam of researchers. The
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first step wasto groupall of the field naes according to the development projed that the
intervieweewas working on. Then, for each projed, the notes were read carefully anda
preliminary processmodel was built for that project’s COTS integration rocess These
preliminary models were built by different researchers. Then the study tean came together to
study the models, identify simil arities and dfferences, and resolve discrepanciesin terminology.
From this, one single model was built that encompassed the models for the different projects.
This aggregate model went through numerous cycles of review and modificaion by different
members of the study tean. Finaly, an extensive member chedking process(seesection 3.2
was condicted through individual interviews with projed members, alarge groupinterview with
anumber of projed personnel, and some amail reviews of the model. The resulting model can

be foundin [15].

3.2 Confirmation of theory

Most qualitative data analysis methods are amed at generating theory, as described in the
previous ®dion, bu there ae anumber of methods and approacdhes to strengthening, or
“confirming” a propasition after it has been generated from the data. The goal isto buld upthe
“weight of evidence” in suppat of aparticular propasition, nd to proveit. Although
quantitative hypothesis testing methods sem more anclusive than the methods we will present
inthis edion,they really do nd provide any stronger evidenceof a propasition’struth. A
hypathesis canna be proven, it can only be suppated or refuted, and thisistrue using either
quantitative or qualitative evidence, or bath. However, software engineers are apt to attribute
more significance to asingle statisticdly significant finding in suppat of a hypothesisthan is
appropriate, simply because enpiricd findings are so scarcein ou field. In short, the best we

can hopefor isto buld a mnvincing body of evidenceto suppat any propasitionwe ae trying
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to confirm. Thiscan be done ather qualitatively or quantitatively, but is best done with a
combination d methods. Qualitative methods have the alded advantage of providing more

explanatory information, and help in refining a propasition to better fit the data.

One of the most important waysto help confirm a qualitatively generated propasitionisto
ensure the validity of the methods used to generate it. In previous sctions, we have briefly
addressed some of the validity concernsin qualitative studies. Oneis representativeness which
has to dowith the people and events chaosen to be interviewed or observed. In section 3.1.1,
thereisadiscusson d how, after initial propasitions are generated, cases for further study can
be spedfically chasen to increase or ensure representativeness Ancther validity concern isthe
possbili ty of researcher eff ects on the study. Mil es and Huberman warn of two types of
researcher effects and present some techniques for courtering them. Thefirst isthat the
presence of the researcher may affed the behavior of the subjects. Thistype of effect is
discus=ed ealier in sedion 2.1. The seoondis that the reseachers may lose their objectivity by
beaming too close to the setting being observed. A quae from one reseacher [21] ill ustrates
the secondtype of bias: “1 began as a norparticipating observer and ended upas anonolserving
participant.” In studies of software engineering, it is unlikely that the researcher will be
permitted to become involved technicdly in the work being studied, uiessthat was part of the
study plan from the beginning, bu it is possble for the researcher to become part of the paliti cd

and aganizational context of the projed withou realizing it.

Triangulation isancther important tod for confirming the validity of conclusions. The cncept
isnat limited to qualitative studies. The basic ideaisto gather different types of evidenceto
suppat apropasition. The evidence might come from different sources, be wllected using

different methods, be analyzed using different methods, have diff erent forms (interviews,
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observations, documents, etc.), or come from a different study altogether. Thislast paint means
that triangulation also includes what we normally cdl replication. It aso includes the ammbining
of quantitative and qualitative methods. A classc combinationis the statistica testing of a
hypothesis that has been generated qualitatively. In the Inspedion Study, triangulation accurred
at the data sourcelevel. Certain types of data (e.g. size and complexity of the code inspeded, the
roles of different participants, etc.) were gathered multi ple times, from observations, from
interviews, and from the inspedion data forms that each inspedion moderator fill ed ou. For
example, the size of the mde inspeded was listed onthe data form for ead inspedion, bu it was
also asked of eat author when they were interviewed. For eadch inspection, the complexity of

the code was determined by asking the author and at least one inspector to rate the ade.

Anomaliesin the data (including outliers, extreme cases, and surprises) are tredaed very
differently in qualitative research than in quantitative research. In quentitative analysis, there ae
statistica methods for identifying and eliminating outliers from the analysis. Extreme caes can
be dfedively ignored in statisticd testsif they are outweighed by more average cases. But in
gudlitative analysis, these anomalies play an important role in explaining, shaping, and even
suppating apropasition. As Miles and Huberman explain, “the outlier isyour friend.” The
Inspedion Study has agood oulier example. There were few casesin the study that ill ustrated
what happens when the group of inspedion participantsis organizationally distant (i.e. include
members from disparate parts of the organization). However, ore case oould easily be identified
in terms of bath its length and the number of defeds reported in the meeting. This case dso
involved a set of organizationally distant inspedion participants. The unusual values for length
and number of defects could na be explained by any of the other variables that had been

determined to affed these factors. Thus, we @muld hypathesize that organizational distance had
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an effed onlength and number of defects. In addition,the cae provided alot of explanatory

dataonwhy that effect existed.

Negative case analysis[11] is ancther quditative tod for helping to confirm hypotheses. Judd
et al. even go so far asto say that “negative cae analysisiswhat the field-worker usesin pace
of statisticd analysis.” Theideaisincorporated into ead of the analysis methods described in
sedion 2. When performed rigorously, the processinvolves an exhaustive search for evidence
that might contradict a generated propasition, revision d the propasition to cover the negative
evidence, re-checking the new propasition against existing and rewly coll eded data, and then
continuing the search for contradictory evidence The search for contradictory evidence ca
include purposely selecting new cases for study that increase representativeness as explained

abowe, aswell as eeking new sources and types of datato help triangulate the findings.

Replication, aswith guantitative studies, is a powerful but expensive tod for confirming
findings. Replicaionin the qualitative arena, however, has adlightly looser meaning than in
guantitative research. While aquantitative study, to be called areplicaion d another study,
generdly is expeded to employ the same instruments, measures, and procedures as the original
study (although debate mntinues as to what extent this must be true), a qualitative replication
must only preserve the condtions st forth in the theory being tested. That is, if the propasition

to betested is omething like

Gilb-type inspections of C++ code involving 2 inspectors and a moderator will take
longer but reveal more defects if the inspection participants have not worked together

before

then the repli caing study must be of Gil b-type inspections of C++ code invalving 2 inspectors

and amoderator, some of which have participants who have worked together before and some
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who have participants who have nat worked together before. Datado nd necessarily haveto be

colleded o analyzed in the same way that they were in the original study.

One last methodfor helping to confirm findings, which is particularly well suited to most studies
of software engineering, is getting feedbad onthe findings from the subjeds who provided the
datain thefirst place. This grategy is ometimes caled member checking [12]. Presenting
findingsto subjeds, either formally or informally, has the added benefits of making subjeds feel
part of the process helping them to undcerstand haw the results were derived, and gaining their
suppat for fina conclusions. Thisisespedaly important when the results of the study may
change the way the subjeds will be expeded to dotheir jobs. Thisisusually what we, as
empiricd software engineering researchers, hope will happen. Researchersin ou areaoften
have amarketing role a well, trying to promote the importance and usefulnessof empirical
study in software engineering. Member checking helps to accompli sh this at the grassroats.
Miles and Huberman give severa guidelines on hav and when to best present intermediate
findings to subjeds, including taking care that the results presented are cuched in locd
terminoogy, explaining the findings from the raw data up, and taking into accourt a subject’s

possble personal readionto afinding (e.g. if it isthreaening or criticd).

Member cheding was used extensively in the Inspection Study. An entire roundof scheduled
interviews was devoted to this exercise, andit yielded agred ded of insight. For example, a
finding emerged that indicaed that, as the projed progressed, inspedion participants were
spending lessand lesstime discussng isales in inspedion medings that eventually had to be
referred to someone nat at the meding, i.e. isues that were nat resolved in the meding. One
subjed, when presented with this finding, explained that this was because developers were

getting better at recognizing issues and poblems that were best referred to athers, and were less
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likely now than at the beginning of the project to waste time trying to resolve any issues they
were not equipped to resolve. Thiswas an important insight, andin particular one that had na

occurred to the reseacher.

In summary, many qualitative methods for confirming theory are dso employed duing the
theory generation stage of astudy. That is, as propasitions are being generated, they are
immediately subjeded to some testing before they are even reported asfindings. Theideaisto
build upa “weight of evidence’ that suppats the hypothesis, where the evidenceisasdiverse &
possble. Thisisnot so dfferent from the am of quantitative research, in which ahypothesisis
never “proven”, bu evidence, in the form of statisticdly significant results from diff erent
settings and dfferent researchers, is built upto suppat it. It could be said that some qualitative
methods used to test propasitions are adually stronger than statisticd tests because they do nd
allow any contradictory evidence Any datathat contradict the propasition are used to modify it
so that the resulting propasition fits all the data. However, idedly, any propasition, nomatter

how generated, is best suppated by both qualitative and quantitative evidence.

4 Experimental Design

The focus of this article has been to provide guidance on wsing qualit ative research methods,
particularly in studies in which they are combined with quantitative methods, in empiricd studies
of software engineering. The combination d quantitative and qualitative methodsis usually
more fruitful than either inisolation. This dion exploresin abit more detail how such

combinations can be designed.

Empiricd studies comein awide variety of types, employing avariety of designs. A large

number of them, hawever, fal into ore of the foll owing set of caegories, described by [3]:
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Blocked subject-project study. Inthisdesign, severa different development projeds,
or applications, are studied, with several different subjeds or teams of subjeds
working on each application. Using multiple gplications and subjeds helpsto

reducebias, bu increases the st of the experiment.

Replicaed projed study. Studies of thistype employ multiple subjeds (or teans of
subjeds), al working onthe same projed or applicaion. Keeping the gplicaion
constant isolates the dfed of differences between subjeds, espedally, it is hoped, the

treament effed.

Multi-projed variation. One use of this dudy design isto olserve the performance of
asingle subject or team of subjeds onaprojed before some treament is applied (e.g.
training in a new technique) and then after that treament is applied, onadifferent

projed.

Single projed study. Similar to the ommon ndion d a case study, this approach
usualy invalves an in-depth study of a single instanceof aprojed, in which certain

attributes are examined and passhbly compared to some organizational baseline.

Quantitative and gualitative methods of data wlledion and analysis can be combined in any of

these types of study designs. In ablocked subjed-projed study, for example, one way to

incorporate qualitative dataisto useit to ill uminate the statisticd results. These types of studies

are often aimed at testing hypotheses and finding causal relationships between variables.

Qualitative data can be used to go beyondthe statistics and help explain the reasons behind the

hypatheses and relationships. For example, in a study evaluating a new software engineering

tedhnique (e.g. atesting technique), a blocked subjed-projed design may be dhosen so that the
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technique can betried onavariety of different applicationsthat vary in dfferent ways. The
guantitative results from such a study might show that the new technique was effedive on some
applicaions but not on ahers. If, hovever, qualitative data was aso coll eded, say from foll ow-
upinterviews with the subjeds (section 2.2, then the researchers may find the reasons for the

differencesin eff ectiveness

As amore specific example, consider areplicaed projed study designed, as abowe, to test the
eff ectivenessof anew testing technique. This design was chosen in order to concentrate on

diff erences between subjects, na diff erences between applicaions. Quantitative measures are
defined andinitial data ae mlleded using quantitative methods from groups of developers using
and nd using the new technique. The quantitative data ae analyzed and the predefined
hypotheses are tested. At the same time, the subjects are interviewed, as described in section 2.2.
Thefield naesfrom the interviews are analyzed using the constant comparison methodto €li cit
trends and petternsin haw the subjeds describe their use of the technique and what they liked
and dsliked abou it. Theresult isaset of propasitions that ill uminate the quantitative findings.
For example, the quantitative analysis may show that testing eff ort increases for very
experienced developers using the new technique. Theinterview data may explain this
quantitative result by revealing that experienced devel opers were frustrated with the overhead of

the new tedhnique, which slowed down their testing progress

Suppase that a multi-projed variation study was planned, amed at understanding and
documenting a new coll aborative design process Onetean of subjedsisidentified and trained
in the process and their experience using it on dfferent projedsis sudied. Quadlitative data ae
first gathered through participant observation d the design meetings (asin sedion 2.7. The

extensive field naes are analyzed using both constant comparison and crosscase anaysis (see
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sedion 3. The propasitions generated by this processthen are used to design a study of the
resulting designs and code. For example, suppcse apropasitionis generated from the qualitative
datathat saysthat, under certain condtions, the design seamed to be generated by one designer
with littl e input from the others, the result being assmpler design bu lessconfidencein the
quality of that design. This propasitionwould suggest a quantitative investigation d designs
creded undy those condtions, comparing their complexity and the number of defects found
later. The qualitative and guantitative aspects of the study would then proceel in paralel. The
qualitative analysis would concentrate on reveali ng new isaues and tradking changes relative to
other isaues, whil e the quantitative analysis would focus onlooking more dosely at the issues
suggested by the qualitative analysis. At the end d the series of projects, the result would be a

very multi-faceted view of the dfedivenessof the new design process

In single projed studies, the processis often begun with qualitative methods. Suppase an
organization wanted to investigate the types of errors made by developers with different types of
experience andtraining. It isdedded to concentrate on ore particular projed that is
representative of the organization and that includes awide variety of developers. First, data ae
colleaed quelitatively through interviews with testers (to get information onthe types of defeds
foundin the mde) and developers (to get information onexperience and training, and onthe
errorsthat led to the cde defects). Part of the interview data ae cwded (seesedion 2.3 to yield
guantitative variables describing numbers of defects and years of training and/or experiencein
different areas. A taxonamy of error types and the types of defeds they cause is generated
guditatively from the raw interview data, using crosscase anaysis and some of the display
techniques described in [14]. Any statisticd relationships found ketween the quantitative

variables are dso chedked against the qualitative data. The result is aset of well-triangul ated,
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grourded, hypotheses, and a set of well-defined quantitative measures that can then be used to

colled and analyze quantitative data for further investigation.

The dove examples present only afew ideas abou how qualitative and quantitative methods can
be used to complement each ather. In eadh example, important informationis gained that could

not be gathered with orly one type of method.

5 Conclusions

This article has reviewed a number of different methods for the wlledion and analysis of
qualitative data. These methods are described in terms of how they might be gplied to the
empirica study of software engineeing. It isalso argued that nearly any software engineering
isueis best investigated using a cwmbination d qualitative and quantitative methods. Several

scenarios are described that ill ustrate diff erent ways of combining these research methods.

Empiricists in software engineering often complain abou the lack of oppatunities to study
software development and maintenance in red settings. Thisreally implies that we must exploit
to the fullest every oppatunity we do have, by coll eding and analyzing as much data of as many
different types as passble. Qualitative datais richer than quantitative data, so using quaitative
methods increases the anourt of information contained in the data olleded. It also increases
the diversity of the data and thus increases confidencein the results through triangulation,

multiple analyses, and greater interpretive aility.
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