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Wireless communication systems and networks are becoming extremely popular because of cost effectiveness, 

mobility and flexibility and as such the demand for high-speed wireless communication services is growing rather 
rapidly. However, wireless systems do face a number of challenges including spectral efficiency, performance 
reliability, power requirement, QoS, security, and complexity and flexibility of the architecture. Both academia and 
industries are focusing on research in wireless systems and networks significantly, which motivated the publication of 
the current Special Issue in wireless communications.  

While this Special Issue invited authors from around the world, we had also targeted pertinent papers that were 
presented at the IEEE International Conference on Computer and Information Technology (ICCIT 2009) held on 
December 2123, 2009, Dhaka, Bangladesh. We had received many submissions which were then peer-reviewed, and 15 
papers were finally selected for publication to appear in issues of the journal. These authors represent academic and/or 
research institutions from Bangladesh, Canada, China, India, Iran, Japan, Jordan, Saudi Arabia, Thailand, and United 
Kingdom.  

In the first paper of this Special Issue, Z. Li, J. Yang, and J. Yao propose threshold-aided opportunistic transmission 
strategies for use in multiuser multiple-input multiple-output downlink having limited feedback. They employ the 
primary threshold to reduce the feedback and the secondary threshold to guarantee the outage performance. The 
proposed strategies have been investigated through statistical analyses and Monte-Carlo simulation. The second paper 
by A. Mehbodniya, S. Aissa and J. Chitzadeh presents a vertical handoff algorithm in multitier (overlay) networks. The 
scheme employs pattern recognition technique using probabilistic neural network to determine the user location and 
decides on the handoff based on that information.  

P. Wang, L. Zu, F. Liu and Y. Wang, in the third paper, develops a downlink resource allocation algorithm to 
maximize the system throughput employing the frequency selective fading phenomenon in orthogonal frequency 
division multiplexed network. Analytical and simulation results show that the algorithm enhances the system 
performance by assuring quality of service and guaranteeing the minimum reserved traffic rate for non-real-time 
services. In the fourth paper, S. Ahmed and M. Kawai present a code allocation table consisting of selected orthogonal 
binary user codes to reduce the peak to average power ratio in multicarrier code division multiple access systems. The 
authors show through analysis and simulation that the proposed scheme can perform better than Walsh-Hadamard codes 
in terms of both peak-to-average power ratio and bit error rate.  

A scalable group key agreement is proposed next by Z. Li-Ping and W. Yi using the layer-cluster group model for a 
mobile ad hoc network. A multi-linear map is incorporated in the layer-cluster structure to meet the security demands of 
large mobile ad hoc networks as well as improve the system performance. This is followed by K. A. Darabkh who 
proposes a queuing model to investigate the impact of Fano decoding algorithm on the performance of a wireless 
network. The paper presents both analytical and simulation studies on the average number of packets residing in the 
system’s buffer.  

S. A. K. Tanoli, I. Khan and N. Rajatheva investigate next the performance of a cooperative network based on 
bit-interleaved coded modulation-iterative decoding over different fading channels, including Rayleigh, Nakagami-m 
and Rician. The bit error rate performance of the fading channels are evaluated and compared through simulation 
studies. The last paper of this Special Issue is authored by F. Haroon and K. M. Ahmed who propose the deployment of 
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IEEE 802.15.4a protocol in medium access control of an industrial field level communication network. The authors also 
introduce a reduced complexity adaptive SRake receiver to recover the weak impulse radio-time hopping ultra 
wideband signals in dense multipath propagation with strong noise.  

The guest editors would like to express their sincere gratitude to the reviewers, who have finished their reviews in the 
shortest possible time and dedicated their valuable time to ensure the quality of this special issue. Finally, the guest 
editors would extend their sincere appreciation to the Associate Editor-in-Chief, Dr. Haohong Wang for providing them 
with this opportunity and facilitating preparation of an excellent journal special issue.  
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Adaptive Opportunistic Transmission in
MU-MIMO Downlink with Reduced Feedback

Zhao Li, Jiawei Yang, Junliang Yao
State Key Laboratory of Integrated Service Networks, Xidian University, Xi’an 710071, China

Email: {zli, jwyang}@xidian.edu.cn, jlyao@pcn.xidian.edu.cn

Abstract— In this paper we proposed two threshold-aided
adaptive opportunistic transmission strategies in multiuser
multiple-input multiple-output (MU-MIMO) downlink with
limited feedback. Threshold scheme in company with trans-
mission mode adaptation are employed to handle feedback
cost and improve system performance. In one time slot, each
mobile station (MS) carries out channel estimation, selects
appropriate transmission mode and feeds back adaptively.
With feedback information the base station (BS) schedules
one user out of candidate MSs and transmits to it. One
of the proposed strategies employs single-level threshold.
However, proper design of the threshold is difficult. Since
a tight one would result in high outage probability whereas
a loose one could not reduce feedback load effectively.
Thus the other method employs double-level threshold. In
this scheme, the primary threshold is used for feedback
reduction, the secondary one is employed to guarantee the
outage performance. In evaluating the strategies, statistical
analysis and Monte-Carlo simulation are used. Results
show that with properly designed thresholds, the proposed
schemes can greatly reduce the feedback load, achieve high
throughput and good outage performance.

Index Terms— Multiuser, MIMO, Downlink, Adaptive, Op-
portunistic, Threshold

I. INTRODUCTION

MU-MIMO is a set of advanced MIMO technologies
that exploit the availability of multiple independent mo-
bile users in order to improve communication perfor-
mance. When multiple users are simultaneously supported
by BS two major issues are under investigation, mul-
tiuser interference (MUI) elimination (precoding method
design) [1-3] and multiuser scheduling [4-7]. These two
issues are always discussed jointly and need channel
state information (CSI) feedback. In existing MU-MIMO
works, MUI elimination always induces much feedback
load and computational complexity.

In a multiuser environment with multiple independent
wireless links, at any given point in time the probability
that all of those links have low quality is small. This ad-
vantage is called multiuser diversity (MUD). Accordingly,
some works focus on opportunistic beamforming (OB) [8-
13], i.e. in each time slot only one user among multiple
candidates is selected to exploit MUD. Moreover, when
OB is under discussion MUI is no longer considered.

Obviously, all of the above techniques require BS to
know the channel information of users, which is usually

Manuscript received January 20, 2010; revised April 6, 2010; ac-
cepted May 12, 2010.

estimated at the MS and fed to BS through a finite-rate
reverse link. Since feedback information is part of system
overhead, a lot of works focus on feedback load reduction.
Most of them employ threshold to eliminate MSs whose
channel quality is below the given threshold [6-9, 12-13],
i.e. users who are not eligible for transmission would keep
silent. However, these works are usually discussed in a
simplified system model, i.e. the receiver end is equipped
with single antenna [8-9, 12] or only part of multiple
antennas is utilized [6]. As a result the advantages of
MIMO are not fully exploited. Moreover, those works
always consider fixed transmission mode. If adaptive
transmission [14] is employed, not only the communica-
tion performance can be improved, the system feedback
cost could also dynamically vary along with channel
status. In [13] both threshold scheme and transmission
mode adaptation are adopted. However, threshold design
and mode selection criterion are not elaborated. Moreover,
better performance may be achieved by modifying the
number and redesigning the value of thresholds.

In this paper we proposed two adaptive opportunistic
transmission strategies in MU-MIMO downlink. Gen-
eral MIMO scenario is considered in which both BS
and MS are equipped with multiple antennas. Threshold
scheme in company with transmission mode adaptation
are employed to handle feedback cost and improve system
performance. In one time slot, each MS carries out
transmission mode selection and adaptively feeds CSI.
With feedback information, BS schedules one user out
of multiple candidates and implements transmission.

Among the proposed strategies, the first one employs
single-level threshold, and the criterion of transmission
mode adaptation is deduced from this threshold. However,
proper design of the threshold is difficult, since a tight one
would result in high outage probability whereas a loose
one could not reduce feedback load effectively. Thus a
double-level threshold scheme is introduced subsequently.
In this strategy two thresholds are employed. The primary
one is used for feedback reduction, the secondary one is
to guarantee low outage probability.

The rest of this paper is organized as follows. In
Section II we describe the system model. In Section III
the single-level threshold strategy is introduced. Section
IV presents the double-level threshold scheme. In the
above two sections we also give the design of threshold
values and analyzed the system performance theoretically.
Section V provides the simulation results. Finally, the
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conclusion and future work are discussed in Section VI.

II. SYSTEM MODEL

Consider a single cell MU-MIMO system with one BS
and K MSs. BS has NT transmit antennas and user-k is
equipped with Nk receive antennas. Assume each MS
undergoes statistically the same independent frequency
non-selective fading. The channel matrix of user-k in
time slot n is denoted by an Nk × NT matrix Hk(n).
Consider the Rayleigh block fading channel model. Make
reasonable assumption that NT > Nk, as MS always has
rigorous size constraint compared with BS.

In a transmission cycle, BS should send training se-
quence to MSs, finish CSI collection and user selection
before data transmission. These processes take a finite pe-
riod of time called overhead slot. In downlink discussion
we consider training sending as the primary overhead.
Define T and τ as the length of the total downlink time
slot and overhead slot respectively. Similar to [15-16],
typical values of τ/T lie in the region of 5%− 10%. For
each user a low-rate error-free channel exists that conveys
CSI back to the BS.

As we know, MIMO channel can be equivalent to a
set of decoupled parallel subchannels by singular value
decomposition (SVD). In slot n, assume that BS transmits
to user-k and the number of substreams for user-k is
Tk(n), called mode, which satisfies 0 ≤ Tk(n) ≤ Nk.
When Tk(n) = 1, BS transmits to MS-k using beam-
forming (BF). When Tk(n) > 1, BS selects spatial
multiplexing (SM). We employ a length-Tk(n) vector
sk(n) to represent the data streams intended to user-k,
satisfying ε{|sk,i(n)|2} = 1.

Apply SVD to Hk(n), we have Hk(n) =
Uk(n)Λk(n)VH

k (n). Vk(n) is channel directional in-
formation (CDI) and Λk(n) is channel quality informa-
tion (CQI) [17]. In this paper, we employ Vk(n) as
the precoding matrix for user-k. sk(n) is first trans-
formed into a length-NT symbol vector by multiply-
ing Vk(n). Then the symbol vector is launched from
transmit antenna array. The power allocation matrix at
BS is denoted as a Tk(n) × Tk(n) diagonal matrix
Qk(n) = diag (qk,1(n), · · · , qk,Tkn(n)). The power as-
signed to user-k satisfies total transmit power constraint
PT = tr (Qk(n)) =

∑Tk(n)
i=1 qk,i(n).

At the user side, the received signal vector for user-k
is

rk(n) = Hk(n)Vk(n)Q1/2
k (n)sk(n) + nk(n) (1)

where Q1/2
k (n) stands for the algebra square root opera-

tion of Qk(n)’s entries. nk(n) is the noise vector whose
elements are i.i.d. zero mean complex Gaussian random
variable with variance N0.

User-k generates an estimate r̄k(n) for rk(n) by mul-
tiplying the conjugate transpose of left singular vector
matrix Uk(n),

r̄k(n) = Λk(n)Q1/2
k (n)sk(n) + UH

k (n)nk(n) (2)

Water-flling power allocation [18] could achieve the
optimal throughput performance. However, in many prac-
tical systems it puts a high demand on the linear range
of transmit power amplifiers, which is extremely costly
especially for multiple antenna systems. Thus in this
paper, equal power allocation [14, 19] is used at BS.
Moreover, we assume each MS has 2 antennas. The time
index n is omitted for simplicity when discussing within
a single time slot.

III. SINGLE-LEVEL THRESHOLD ADAPTIVE
TRANSMISSION STRATEGY

A. Feedback strategy at MS

Recall that NT > Nk and each MS is equipped with
2 antennas, i.e. rank(Hk) = 2 and Tk ∈ {1, 2}. Use
RBF

k and RSM
k to denote the achievable rate of user-k

in one time slot using BF and SM, respectively. They are
given by (3) and (4), where B denotes the transmission
bandwidth.

RBF
k = Blog2

(
1 + PT λ2

k,1/N0

)
(3)

RSM
k = B

Tk∑
i=1

log2

(
1 +

PT λ2
k,i

NT N0

)
(4)

λk,1 and λk,i stand for the maximum and the ith singular
value of Hk, respectively. If SM achieves higher capacity
multiple subchannels are activated for transmission, oth-
erwise BF is better and only the principal eigenmode is
selected.

We employ single-level threshold Qth
pri in the strategy.

In order to implement adaptive transmission we introduce
another threshold Qth

sec derived from Qth
pri, which will

be discussed later. In one slot n, MSs decide locally
whether they should attempt to access the channel and
send feedback to the BS or not. In the negative case, they
remain silent for that slot. The feedback strategy at MS
is described in Fig. 1, where vk,1 is the principal right
singular vector (PRSV) corresponding to λk,1.

B. Scheduling strategy at BS

On receiving feedback information, BS selects one user
from the pool of eligible MSs [8]. We assume both
CDI and CQI are available at BS and employ greedy
scheduling strategy as described in Fig. 2, where L
denotes the number of eligible users in one slot.

It is possible that for some time slots the BS cannot
identify any eligible users to be considered for transmis-
sion. This happens in the case where no user has good
enough channel gain higher than the preset threshold.
Thus the number of feedback users is zero. This condition
is defined as outage. In our discussion BS terminates
transmission when outage occurs, i.e. the throughput of
an outage slot is 0.
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2
,1

th
k priQλ ≥

2
,2

th
k secQλ ≥

kV

,1kv

Figure 1. Feedback strategy at MS applying single-level threshold.

0L >

Figure 2. Scheduling strategy at BS applying single-level threshold.

C. Threshold design

Most existing works discussed the threshold design
under simplified system model and resulted in the closed-
form formulas [20]. As in general MIMO scenario the
distribution of λ2

k,i is too complicated, we use numerical
searching method to find Qth

pri.
We assume each right singular vector (RSV) vk,i

is quantized into M bits, and antenna configuration is
NT = 8, Nk = 2. Fig. 3 and Fig. 4 illustrate the
throughput (normalized by B and T ) and the average
CDI feedback load (normalized by M ) under τ/T = 5%,
K = 10, different Qth

pri and SNR (Signal to noise ratio),
respectively.

From Fig. 3 we can see that as Qth
pri becomes larger

than 10.5dB the throughput starts to decrease notably.
In Fig. 4 the feedback load monotonically reduces with
increasing Qth

pri. Based on both figures it can be concluded
that under K = 10, in order to maintain good system
throughput performance as well as low feedback load, the
appropriate value of primary threshold should be 10.5dB.
The same method can be applied to determine Qth

pri when
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Figure 4. Average CDI feedback load per time slot normalized by M
under K = 10, different Qth

pri and SNR.

the number of users is taken other values. Qth
pri under

different K are presented in Table I.
In practical the threshold level can be set by the

BS based on CSI collection within a certain period of
time. Moreover, the threshold value could be adaptive to
the communication environment to achieve better perfor-
mance.

TABLE I.
Qth

pri VALUES APPLYING SINGLE-LEVEL THRESHOLD

K 3 5 10 15 20 30 40
Qth

pri(dB) 9.5 10.0 10.5 10.8 11.0 11.3 11.5

According to the algorithm in Fig. 1, we design Qth
sec

as follows. From (3) and (4) we have

RSM
k ≥ RBF

k ⇔ λ2
k,2 ≥

(NT − 1) λ2
k,1

1 + γ0λ2
k,1/NT

(5)

where γ0 = PT /N0. The realtionship of Qth
pri and Qth

sec

is given by (6),

Qth
sec =

(NT − 1) Qth
pri

1 + γ0Qth
pri/NT

+ β (6)
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β is the function of λk,1 and Qth
pri,

β = NT

λ2
k,1 −Qth

pri(
1 + γ0Qth

pri/NT

)2 (7)

The derivation of β is described in Appendix. Qth
sec for

each time slot could be readily obtained by using (6), (7)
and values in Table I. Moreover, from (7) it can be seen
that with fixed Qth

pri, larger λk,1 would result in greater
β as well as Qth

sec.

D. Performance analysis

In this section we give the theoretical analysis of
downlink throughput and system feedback load. Recall
that L denotes the number of eligible MSs in one slot.
According to the algorithm in Fig. 1, the throughput
normalized by B and T is as follows,

Th =

{ (
1− τ

T

)
max

k=1,··· ,L

(
RBF

k , RSM
k

)
, L > 0

0, otherwise
(8)

The CDI feedback load (normalized by M ) of L
eligible users of which l users select BF in one slot, is
given by (9).

F (L, l) =
{

2ML−Ml, L > 0
0, otherwise (9)

Since one RSV corresponds to one singular value, CDI
load varies in the same manner as CQI load does. Thus
the later is not investigated in this paper.

Define the cumulative distribution function (CDF) of
the ith eigenvalue ζk,i of HkHH

k as Pζk,i
(u), i ∈ {1, 2}.

And pζk,i
(u) represents the corresponding probability

density function (PDF). For example, the probability
that ζk,i is less than Qth

pri is Pζk,i
(Qth

pri). Note that
ζk,i = λ2

k,i. Based on the assumption that each user
undergoes statistically the same independent fading, for
any k ∈ {1, · · · ,K} we have Pζk,i

(u) = Pζi
(u) and

pζk,i
(u) = pζi

(u).
The probabilities that an arbitrary user is eligible for

feeding information in an overhead slot is

P fd = 1− Pζ1

(
Qth

pri

)
(10)

In Table II the possible states of MS are listed.

TABLE II.
POSSIBLE STATES OF MS APPLYING SINGLE-LEVEL THRESHOLD

State Description
SBF Select BF and feed vk,1 in the overhead slot.
SSM Select SM and feed Vk,1 in the overhead slot.
So MS stays quiet.

(11)-(13) give the probabilities that an arbitrary MS is
in one of the above states, respectively.

PBF = Prob
(
SBF

)
= P fdPζ2

(
Qth

sec

)
(11)

PSM = Prob
(
SSM

)
= P fd

(
1− Pζ2

(
Qth

sec

))
(12)

Po = Prob (So) = 1− P fd (13)

From (11)-(13) we can easily have

PBF + PSM + Po = 1 (14)

Denote the number of eligible users in one slot as N .
We have

PL = Prob (N = L) =
(

K
L

)(
P fd

)L (
1− P fd

)K−L

(15)
P sys

o = Prob (N = 0) =
(
1− P fd

)K
(16)

(15) denotes the probability that the number of eligible
MSs in one slot is L. (16) indicates the system outage
probability.

From (10)-(16), the expectation of throughput and CDI
feedback load can be readily obtained,

E (Th) =
(
1−

(
Pζ1

(
Qth

pri

))K)(
1− τ

T

)
E (Φ) (17)

where
Φ = max

k=1,··· ,L

(
RBF

k , RSM
k

)
(19)

Note that Qth
sec is function of λk,1, which is a random

variable. In statistical analysis we use the expectation
E(Qth

sec) instead of Qth
sec to compute (11) and (12).

In order to calculate (10)-(18), the PDF of ζk,i should
be obtained beforehand. This distribution is given in [20]
as follows,

pζ(·)(u) = ϕ

Nk∑
n=1

Nk∑
m=1

(−1)n+m
uαexp−u

∣∣Ω(·)
∣∣ (20)

where α = n + m− 2 + NT −Nk. In this paper pζ(·) ∈
{ζ1, ζ2}, ζ1 > ζ2. ϕ is a constant. Ω(·) is an (Nk − 1)×
(Nk − 1) square matrix. For room limitation the details
of (20) are not elaborated.

IV. DOUBLE-LEVEL THRESHOLD ADAPTIVE
TRANSMISSION STRATEGY

As for the single-level threshold transmission strategy,
proper design of the threshold is difficult. Since a tight one
would result in high outage probability whereas a loose
one could not reduce feedback load effectively. Thus a
double-level threshold scheme is proposed in this section.

A. Feedback strategy at MS
Similar to the algorithm in Fig. 1, we adopt two

overhead slots here. In the first one, two tight thresholds
Qth

1,pri and Qth
1,sec are employed to implement user and

transmission mode selection, respectively. In the second
overhead slot, loose thresholds Qth

2,pri and Qth
2,sec are used.

As depicted in Section III, Qth
m,sec is derived from Qth

m,pri

(m = 1, 2). In one slot n, the feedback algorithm at MS
is given in Fig. 5.

B. Scheduling strategy at BS
The scheduling algorithm at BS is given in Fig. 6,

where L1 and L2 denote the number of eligible users
in the first and second overhead slot, respectively. We
assume that BS terminates transmission when outage
takes place.
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E (F ) =
K∑

L=1

{(
K
L

)(
1− P fd

)K−L
L∑

l=0

[(
L
l

)(
PBF

)l (
PSM

)L−l
(2ML−Ml)

]}
(18)

2
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2
,2 1,
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k secQλ ≥

kV

,1kv

2
,1 2,
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k priQλ ≥

2
,2 2,
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k secQλ ≥

kV

,1kv

Figure 5. Feedback strategy at MS applying double-level threshold.

Yes

No

BS selects MS of the 
maximum rate in the 
first overhead slot

1 0L >

Start

End

2 0L >

Yes

No
An outage occurs

BS selects MS of the 
maximum rate in the 
second overhead slot

Figure 6. Scheduling strategy at BS applying double-level threshold.

C. Threshold design

We adopt the same idea as described in Section III.
Accordingly, (6) and (7) can be rewritten in general form
as follows,

Qth
m,sec =

(NT − 1) Qth
m,pri

1 + γ0Qth
m,pri/NT

+ βm (21)

where m = 1, 2. βm is given by (22),

βm = NT

λ2
k,1 −Qth

m,pri(
1 + γ0Qth

m,pri/NT

)2 (22)

Recall that Qth
2,pri is to guarantee the system outage

performance. In order to make comparison to the single-

level threshold strategy, Qth
2,pri is designed following the

results in Table I. As a result the outage probabilities of
both strategies would be the same.

Note that Qth
1,pri should be designed to effectively

reduce the number of feedback users in the first overhead
slot, thus it should be greater than Qth

2,pri. Define the gap
between these two thresholds as δ = Qth

1,pri − Qth
2,pri.

Fig. 7 illustrates the normalized average CDI feedback
load per time slot under K = 10, different δ and SNR
values.
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Figure 7. Average CDI feedback load per time slot normalized by M
under K = 10, different δ and SNR.

As shown in the figure, when δ = 0dB the feedback
load of proposed scheme is the same with that of the
single-level one, which can also be referred to Fig. 11.
With increasing δ, Qth

1,pri becomes aggressive and results
in decreasing number of eligible users. When δ < 1dB,
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Th =


(
1− τ

T

)
max

k=1,··· ,L1

(
RBF

k , RSM
k

)
, L1 > 0(

1− 2 τ
T

)
max

k=1,··· ,L2

(
RBF

k , RSM
k

)
, L1 = 0 and L2 > 0

0, otherwise

(23)

Po = Prob(So) = Pζ1

(
Qth

1,pri

) (
1−

(
Pζ1

(
Qth

1,pri

))K−1
)

+ Pζ1

(
Qth

2,pri

) (
Pζ1

(
Qth

1,pri

))K−1
(29)

E (Th) =
(
1−

(
Pζ1

(
Qth

1,pri

))K)(
1− τ

T

)
E (Φ1) +

(
Pζ1

(
Qth

1,pri

))K (
1−

(
1− P fd

2

)K
)(

1− 2
τ

T

)
E(Φ2) (32)

E(F ) =
2∑

m=1

K∑
Lm=1

(
K
Lm

)
(1− P fd

m )K−Lm

Lm∑
lm=0

[(
Lm

lm

)
(PBF

m )lm(PSM
m )Lm−lm(2MLm −Mlm)

]
(33)

although the outage probability increases, the probability
that scheduling can be carried out in the first overhead
slot is still high. Thus the feedback load reduces along
with increasing δ (under δ < 1dB). When δ grows larger
than 1dB, the probability that the second overhead slot is
needed for scheduling becomes higher, consequently the
feedback load (yielded in two overhead slots) starts to
increase. As δ becomes too large, the outage probability in
the first overhead slot approximates to 1 and both schemes
result in the same cost. Based on the discussion above,
there exists an optimal δ to minimize the feedback load.
As shown in Fig. 7 the proper δ is 1dB under K = 10.

We use numerical searching method to find Qth
1,pri, the

results are given in Table III.

TABLE III.
Qth

1,pri VALUES APPLYING DOUBLE-LEVEL THRESHOLD

K 3 5 10 15 20 30 40
Qth

1,pri(dB) 10.8 11.1 11.5 11.7 11.9 12.1 12.3

D. Performance analysis

In this section we give the theoretical analysis applying
double-threshold scheduling strategy. Denote L1 and L2

as the number of eligible MSs in the first and second
overhead slot, respectively. The throughput normalized by
B and T is given by (23).

Note that when L1 = 0 and L2 > 0, due to an outage
occurs in the first overhead slot the throughput of double-
level threshold scheme is inferior to that of the single-level
one, i.e. throughput loss is resulted.

The normalized CDI feedback load of Lm eligible
users, of which lm users select BF in the mth (m = 1, 2)
overhead slot is

F (Lm, lm) =

 2ML1 −Ml1, L1 > 0
2ML2 −Ml2, L1 = 0 and L2 > 0

0, otherwise
(24)

The probabilities that an arbitrary user is eligible for
feeding information in the first and second overhead slot
are

P fd
1 = 1− Pζ1

(
Qth

1,pri

)
(25)

P fd
2 =

(
1− P fd

1

)K−1 (
Pζ1

(
Qth

1,pri

)
− Pζ1

(
Qth

2,pri

))
(26)

Each MS has five states, listed in Table IV.

TABLE IV.
POSSIBLE STATES OF MS APPLYING DOUBLE-LEVEL THRESHOLD

State Description
SBF

1 Select BF and feed vk,1 in the overhead slot.
SSM

1 Select SM and feed Vk,1 in the overhead slot.

SBF
2

Outage occurs in the first overhead slot.
Select BF and feed vk,1 in the second overhead slot.

SSM
2

Outage occurs in the first overhead slot.
Select SM and feed Vk,1 in the second overhead slot.

So MS stays quiet.

(27)-(29) give the probabilities that an arbitrary MS is
in one of the above states.

PBF
m = Prob

(
SBF

m

)
= P fd

m Pζ2

(
Qth

m,sec

)
(27)

PSM
m = Prob

(
SSM

m

)
= P fd

m

(
1− Pζ2

(
Qth

m,sec

))
(28)

The first part in the RHS (Right hand side) of (29)
denotes the probability that an arbitrary MS is ineligible
in the first overhead slot and at least one of the other
K − 1 users is eligible for transmission. The second part
indicates the probability that both the MS in the second
overhead slot and the other K − 1 users in the first
overhead slot are ineligible for transmission.

From (27)-(29) we can easily have
2∑

m=1

(
PBF

m + PSM
m

)
+ Po = 1 (30)

Denote the number of eligible users in the mth over-
head slot for an arbitrary slot as Nm (m = 1, 2). We
have

PLm = Prob(Nm = Lm)

=
(

K
Lm

)(
P fd

m

)Lm
(
1− P fd

m

)K−Lm (31)

From (27)-(29) and (31), the expectation of throughput
and CDI feedback load can be readily obtained in (32)
and (33). Φm = max

k=1,··· ,Lm

(
RBF

k , RSM
k

)
. Similar to the

discussion in Section III, we also use E(Qth
m,sec) instead

of Qth
m,sec in theoretical analysis.
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V. SIMULATION RESULTS

In this section, we use simulation results to illustrate
the performance of the proposed scheduling strategies.
Assume K ∈ {3, 10, 20, 30, 40} and antenna configura-
tion NT = 8, Nk = 2. Six strategies are under investiga-
tion: GSBF woT (Greedy scheduling of BF users without
threshold), GSSMwoT (Greedy scheduling of SM users
without threshold), GSMAwoT (Greedy scheduling of
mode-adaptive users without threshold), GSMAwSLT
(Greedy scheduling of mode-adaptive users with single-
level loose threshold, applying the values in Table I),
GSMAwSTT (Greedy scheduling of mode-adaptive users
with single-level tight threshold, applying the values in
Table III) and GSMAwDT (Greedy scheduling of mode-
adaptive users with double-level threshold). The first two
schemes are similar to the conventional OB [8]. For
the strategies without threshold we also consider one
overhead slot overhead for BS to send training sequence.
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Figure 8. Normalized throughput per time slot with different strategies
under τ/T = 5%, K = 3, 30 and different SNR.

Fig. 8 shows the normalized throughput per time slot
for different schemes under τ/T = 5%, K = 3, 30
and different SNR. As shown in the figure, GSBF woT
performs better at low SNR whereas GSSMwoT achieves
larger throughput at high SNR. Without threshold, ev-
ery MS feeds CSI and the one of the maximum rate
can be activated using greedy scheduling scheme. Thus
GSMAwoT is throughput optimal. With threshold, only
eligible users feed information. The outage probability
of a small K system is higher than that of a system
with large K. Thus the throughputs of GSMAwSLT ,
GSMAwSTT and GSMAwDT grow with increasing K.
As figure shows, GSMAwSLT and GSMAwDT can
achieve almost the same near-optimal throughput. This is
because both schemes apply the same loose threshold val-
ues. Furthermore, since tight threshold results in high out-
age probability, the throughput of GSMAwSTT is poor
compared with that of GSMAwSLT and GSMAwDT .

From Fig. 8 it can be concluded that GSMAwSTT
results in poor throughput performance. GSMAwSLT
and GSMAwDT are of almost the same near-optimal
throughput. As discussed in Section IV, double-level
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Figure 9. Relative throughput loss of GSMAwDT with respect to
GSMAwSLT under τ/T = 5%, different K and SNR.

threshold strategy may incur throughout loss with respect
to the single-level one. In order to illustrate the difference
between GSMAwSLT and GSMAwDT , Fig. 9 shows
the relative throughput loss (RLTh) of GSMAwDT with
respect to GSMAwSLT under τ/T = 5%, different K
and SNR. RLTh is defined in (34),

RLTh =
ThSLT − ThDT

ThSLT
× 100% (34)

where ThSLT and ThDT denote the throughput of
GSMAwSLT and GSMAwDT , respectively. Note that
with properly designed Qth

1,pri, BS starts data transmission
immediately following the first overhead slot with high
probability, thus both strategies are of almost the same
throughput performance. As shown in the figure, RLTh

keeps low in the SNR region.
We may notice in Fig. 9 that the relative throughput

loss for 40 users is less than for 3 users but greater
than for 10, 20 and 30 users. This is due to the fact
that the threshold values given in Table III for 40 users
is a bit tighter, thus resulted in the higher probability
that the second overhead slot is taken for scheduling
which could have been used for data transmission. If
the threshold is adjusted elaborately, the throughput loss
would be reduced.
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under different K and SNR.
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Fig. 10 shows the outage probability of GSMAwSLT
and GSMAwDT under different K and SNR values. The
outage probability of GSMAwSTT ranges from 14% to
28% when K varies from 3 to 40. For space limitation
these curves of poor performance are not plotted. As
shown in Fig. 10, both schemes produce low outage
probability in the SNR region. Their outage performance
is statistically the same, which is consistent with the
analysis in Section IV. As K increases, the outage prob-
ability approximates to zero. Since each MS undergoes
independent fading, the probability that all users are in
bad condition diminishes along with increasing K.
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Fig. 11 shows the average CDI feedback load per
time slot normalized by M . The load of GSBF woT ,
GSSMwoT and GSMAwoT are equal to K, 2K and
varies from K to 2K along with increasing SNR, re-
spectively [13]. For clarity, these curves are not plotted.
As shown in the figure, BF is preferable at low SNR.
SM becomes better at higher SNR, accordingly the load
increases. When SNR> 15dB, nearly all users select SM.
With properly designed threshold, only limited number
of eligible users feed information. Thus with fixed K the
load of GSMAwSTT , GSMAwSLT and GSMAwDT
converges to an asymptotic value as SNR increases. As
can be seen from the figure, applying GSMAwDT the
feedback load can be significantly reduced compared with
GSMAwSLT . The load of GSMAwSTT is comparable
with that of GSMAwDT , yet the former is of poor outage
performance.

Fig. 12 and Fig. 13 show the Normalized throughput
per time slot and average CDI feedback load normal-
ized by M using GSMAwDT , respectively. Monte-Carlo
simulation and statistical analysis are employed. It can
be seen that the analytical results are consistent with
the simulative one. When GSMAwSLT or GSMAwSTT
is under investigation, the similar consistency can be
obtained.

VI. CONCLUSION AND FUTURE WORK

In wireless communications especially in multiuser
scenarios, achieving good system performance with re-
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Figure 12. Normalized throughput per time slot under different K and
SNR using Monte-Carlo simulation and statistical analysis.
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Figure 13. Average CDI feedback load per time slot normalized by M
under different K and SNR using Monte-Carlo simulation and statistical
analysis.

duced cost is an interesting research issue. In this pa-
per we proposed two adaptive opportunistic transmission
strategies in MU-MIMO downlink with reduced feed-
back. Threshold policy in company with transmission
mode adaptation are employed to handle feedback cost
and improve system performance. Each MS carries out
channel estimation, selects appropriate transmission mode
and feeds back information adaptively. With feedback
CSI, BS applies greedy scheduling method to activate
the user of the maximum rate in each time slot. One
of the proposed strategies employs single-level thresh-
old (GSMAwSLT ). The other one employs double-
level threshold (GSMAwDT ). Results show that with
properly designed thresholds, both schemes can greatly
reduce feedback load and achieve high throughput as
well as low outage probability. Moreover, compared with
GSMAwSLT , GSMAwDT can further reduce the load
and maintain the same outage performance at the cost of
negligible throughput loss.

An interesting extension of this paper is to consider
more generalized scenario where more users are sched-
uled from the pool of MS candidates. In this case,
multiuser scheduling and MUI elimination should be
taken into account. It can be expected that with properly
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designed thresholds the modified strategy could also result
in good performance. Moreover, this paper uses numerical
searching in threshold design. This method is feasible in
theoretical analysis. If the relation of threshold values
and system parameters (such as antenna configuration,
link statistics, target outage probability, and etc.) could
be specified, the proposed strategies would be of more
practical significance.

APPENDIX I
DERIVATION OF β

The threshold for the secondary eigenmode, Qth
sec

should be designed to ensure that secondary subchannel
be appropriately activated, i.e. when λ2

k,1 ≥ Qth
pri and

λ2
k,2 ≥ Qth

sec (5) should hold. β is derived as follows,

Under λ2
k,1 ≥ Qth

pri and λ2
k,2 ≥ Qth

sec = (NT−1)Qth
pri

1+γ0Qth
pri/NT

+

β. If (5) does not hold, i.e. RSM
k < RBF

k ⇔
λ2

k,2 <
(NT−1)λ2

k,1

1+γ0λ2
k,1/NT

. We have

(NT − 1) Qth
pri

1 + γ0Qth
pri/NT

+ β <
(NT − 1) λ2

k,1

1 + γ0λ2
k,1/NT

(35)

and

β <
(NT − 1)

(
λ2

k,1 −Qth
pri

)
(
1 + γ0λ2

k,1/NT

) (
1 + γ0Qth

pri/NT

) (36)

Since λ2
k,1 ≥ Qth

pri, the RHS of (36) is non-negative.
Based on the analysis above, it can be readily deduced

that as long as β satisfies (37), (5) would hold under
λ2

k,1 ≥ Qth
pri and λ2

k,2 ≥ Qth
sec.

β =
NT

(
λ2

k,1 −Qth
pri

)
(
1 + γ0Qth

pri/NT

)2
>

(NT − 1)
(
λ2

k,1 −Qth
pri

)
(
1 + γ0λ2

k,1/NT

) (
1 + γ0Qth

pri/NT

)
(37)

(7) is achieved.
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Abstract— One of the main objectives of wireless networking
is to provide mobile users with a robust connection to different
networks so that they can move freely between heterogeneous
networks while running their computing applications with no
interruption. Horizontal handoff, or generally speaking handoff,
is a process which maintains a mobile user’s active connection
as it moves within a wireless network, whereas vertical handoff
(VHO) refers to handover between different types of networks
or different network layers. Optimizing VHO process is an im-
portant issue, required to reduce network signalling and mobile
device power consumption as well as to improve network quality
of service (QoS) and grade of service (GoS). In this paper, a
VHO algorithm in multitier (overlay) networks is proposed. This
algorithm uses pattern recognition to estimate user’s position,
and decides on the handoff based on this information. For the
pattern recognition algorithm structure, the probabilistic neural
network (PNN) which has considerable simplicity and efficiency
over existing pattern classifiers is used. Further optimization is
proposed to improve the performance of the PNN algorithm.
Performance analysis and comparisons with the existing VHO
algorithm are provided and demonstrate a significant improve-
ment with the proposed algorithm. Furthermore, incorporating
the proposed algorithm, a structure is proposed for VHO from
the medium access control (MAC) layer point of view.

Index Terms— Vertical handoff, Handoff, Mobile positioning,
Overlay networks, 4G wireless networks, Heterogeneous net-
works.

I. INTRODUCTION

In this section, we describe the handoff and vertical handoff
(VHO) problems with their associated challenges, related work
pertinent to this subject along with the paper’s contribution.

A. Handoff and its Associated Problems

Handoff process is an important resource management
module in most wireless networks. A new handoff process
considered for the next generation of wireless networks is
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VHO. While the handoff process defines the transfer of
an active mobile connection between cells within a single
layer (also referred to as horizontal handoff), VHO defines
this process between different layers [1]–[5]. Throughout this
paper the term handoff is used mostly instead of horizontal
handoff for writing simplification but it is important to mention
that the two terms are analogous. Layered cell structure idea
suggests using different cellular networks with different sizes
and possibly different technologies, such that the user can still
preserve its connection while moving out of the coverage of
a lower layer, because it is still in the coverage of an upper
layer. Another benefit of such networks is the capability of
adapting network parameters to user’s specifications, such as
speed and demanded service. Using different types of networks
(heterogeneous networks), their coordination, integration and
VHO procedures is a significant challenge for beyond 3G and
4G wireless networks [6], [7].

Research on handoff is mainly categorized in two parts. In
the first, handoff is addressed from the upper network layers
point of view, which focus on data transfer and performance
of network protocols, such as internet protocol (IP) and
transmission control protocol (TCP) [8]–[10]. Works in the
second category are done from the physical layer point of
view, and mostly deal with radio propagation characteristics
and handoff decision process. One significant characteristic of
wireless systems is the signal variations caused by the move-
ment of the mobile station (MS). The variations can cause
some unnecessary handoffs on cell boundaries, a phenomenon
referred to as ping-pong effect [2]. Such effect increases
network traffic load which indirectly leads to an increase
in the handoff blocking probability (HBP). The ping-pong
effect also causes power loss at the transmitters and receivers.
Crossover point is another metric used to compare different
VHO algorithms, and is defined as the distance between the
point where a handoff is made and the cell boundary. An
ideal algorithm makes handoff on cells and layers boundaries.
However, if the crossover distance is large, it can cause an
increase in channel interference and a degradation in the
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link Quality of Service (QoS). An idea for improving the
precision of the handoff algorithm and the crossover point
consists in exploiting the user position information. Different
localization methods can be applied for subscriber-positioning
in wireless networks. Localization methods can be classified
in self-, remote- and indirect-positioning, according to the
place where the measurements and evaluations take place [2].
In self-positioning systems, the handset itself performs the
measurements and the necessary evaluations to finally estimate
its own position. In remote-positioning systems, the fixed part
of the network takes the measurements and estimates the
terminal’s position. Finally, in indirect-positioning systems the
MS takes the measurements and transmits them to the base
station (BS) for evaluation.

B. Related Work and Contribution

In [11], a policy-based VHO is proposed where different
metrics are taken into consideration for the process of decision
making in VHO such as user preferences and direction of
the MS. Despite the distinctive feature of this work, the
cost function does not consider signal variations and cellular
boundaries, hence there is a high probability of ping-pong in
the related algorithm. In [12], a VHO designed with fuzzy
logic is proposed, which uses global positioning system (GPS)
to obtain location information. In [13], a handoff scheme for
multimedia networks has been proposed, however the work
has been done just for flat networks and not for overlay
networks. In [14], a VHO has been proposed considering
channel distribution. This algorithm does not have a strategy
for reducing the ping-pong effect and HBP. In [15], a location
estimation technique based on pattern recognition is proposed
to define optimum points for handoff. This algorithm is not de-
signed for overlay networks and considers location estimation
within cellular boundaries, which needs heavy calculations
for advance selection of desired handoff locations. Another
weak point in the latter algorithm is exploiting minimum
distance criteria for pattern classification, and as it will be
seen later detection error probability of this method is too
high. In [16], the authors have proposed a received signal
strength (RSS) classifier for path identification with appli-
cation to handoff decision in multi-service networks. Their
scenario only considers a restricted system consisting of two
layers with only two cells. As a result, studying the effect of
different network parameters on the pattern classification is
not possible. In [18], a location estimation technique based
on pattern recognition is proposed with probabilistic neural
network (PNN) to be used with handoff algorithm similar
to what is done in [15]. The algorithm considers only the
traditional cellular structure with one layer and a simple
scenario using only four BSs, and its handoff decision strategy
is also different. Finally, [20] proposed an intelligent handoff
algorithm using grey prediction and fuzzy decision. The grey
prediction is used to predict the future RSS which is applied to
a fuzzy decision system for handoff decision. This algorithm
is designed for conventional single layer networks and needs
significant computing resources.

In this paper, we propose an algorithm that improves the
ping-pong effect and the crossover point. First, user location

AP

l1    l2    l3 L                   ln

BS

Picocell

Microcell

Direction of mobility 

First Layer 

Second Layer 

Fig. 1. The idea of using pattern recognition for vertical handoff.

is estimated with a pattern recognition technique, and then
location information is used in the VHO algorithm to de-
duce the right time and the right place at which the VHO
should take place. The positioning technique proposed in
this work is based on pattern recognition and we consider
an indirect-positioning method. This technique is the most
cost-effective technique and can be easily integrated into any
wireless network process module [17]. Pattern recognition-
based positioning can be a practical solution for underground
and confined environments where using GPS is not possible.
Our algorithm uses different RSS samples of BSs to construct
the pattern classes. Since shadow fading is constant for a given
path between a BS and a given point, pattern recognition
techniques can be applied to mobile positioning algorithms.
Due to the fact that the shadow fading is constant, the averaged
signal samples of MSs, which travel along the same path will
be similar and the averaged signal samples can be stored
in nearby BS database. These samples are used later for
positioning purposes using pattern recognition. Because of
outstanding features of intelligent techniques, we use PNN
as our pattern classifier similar to the work in [18]. Another
contribution of this paper is the optimization process done for
the pattern recognition part, which along with the proposed
VHO algorithm shows significant performance improvement.

The aforementioned process is categorized in the physical
layer part of the network. As for the upper network layer point
of view, we propose a structure for VHO between universal
mobile telecommunication systems (UMTS) and wireless local
area networks (WLAN), incorporating the location information
in the signalling. The proposed algorithm can be generalized
for any wireless system and is not necessarily restricted to
UMTS and WLAN. As a matter of fact, this paper extends the
approach in [19] which deals with physical layer based VHO.
Moreover, we include the typical VHO structure proposal be-
tween UMTS and WLAN which discusses the corresponding
procedures in network layers.

In the next section, the proposed idea for VHO in overlay
networks is presented. In section III, further details on the
PNN classifier are discussed. In section IV, the simulation
environment and parameters are explained, and in section V
performance analysis and simulation results are provided.

II. THE PROPOSED METHOD

In this section, the proposed method for VHO is discussed
from physical layer and upper layers point of view.
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Fig. 2. The proposed algorithm for vertical handoff from UMTS to WLAN.

A. From Physical Layer Point of View

Fig. 1 illustrates the idea of using pattern classes for VHO
in overlay networks. Let’s assume that a given path (e.g., a
road, a passage, a corridor or a mine gallery) within a wireless
network coverage is divided into smaller blocks. Each block
is called a pattern class, 𝐿, and is the representative of a small
location area. As the MS travels along the specified path, it
collects RSS samples for different cells in different layers with
a specific sampling rate. During a training phase, a MS travels
along a particular path and collects averaged signal samples
from nearby BSs. Let 𝜉𝑖𝑘 = [𝜉𝑖𝑘0 , 𝜉𝑖𝑘1 , ..., , 𝜉𝑖𝑘𝑁max−1]

𝑇 denote
the averaged samples of 𝑖th BS in 𝑘th layer, 𝐵𝑖𝑘. The total
number of samples recorded from each BS is 𝑁max and 𝑁𝑤

is the block’s length. Hence, the number of classes is given
by:

𝐶 =

⌊
𝑁max

𝑁𝑤

⌋
, (1)

where ⌊.⌋ denotes the upper integer rounding operator. For
each block, signal samples of different cells in different layers
are arranged in vectors called pattern vectors, which are then
used to train the PNN. Each pattern vector is identical to
its block and is unique for that block in the area. After
collecting all signal samples and forming the pattern vectors,
the algorithm can run in online mode as MSs move along the

path. When a complete pattern vector is formed, it will be
classified within one of the existing pattern vectors. Knowing
the pattern class number, we can decide on the handoff time
so that to avoid unnecessary handoffs caused by uncertainty.
But before that, we should somehow make sure about the
correctness of the classification. For this purpose, we compare
previously detected patterns with the current pattern number.
If the difference is within a tolerable factor, 𝑇𝑀 , the classified
pattern is considered as correct and consequent decisions can
be made: ∥∥∥𝑙̂𝑛 − 𝑙̂𝑛−1

∥∥∥ ≤ Δ𝑙𝑇𝑀 , (2)

where Δ𝑙 is the distance between adjacent pattern vectors and
𝑙̂𝑛 represents the 𝑛-th pattern vector.

B. From Upper Network Layers Point of View

The conventional method for discovering coverage and
making the decision to trigger an upward or downward VHO,
is primarily based on radio frequency (RF) measurements [3].
The basic approach consists of a MS currently connected to
an upper layer and scanning for coverage by a lower layer.
Upon discovering WLAN coverage through beacons sent by
access points (APs) and receiving a router advertisement from
the associated router, a downward VHO is activated. During
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Fig. 3. The proposed algorithm for vertical handoff from WLAN to UMTS.

the MS’s entrance into a WLAN cell, it remains connected to
the current AP until a degradation in the signal-to-noise ratio
(SNR) is sensed. The medium access control (MAC) layer
is responsible for locating other APs. If another AP within
the same hotspot is found, a layer 2 (L2) handoff (a handoff
indicating that the packet header is processed up to data
link layer) takes place without notifying the home network.
However, if the AP belongs to another hotspot, then a Layer
3 (L3) handoff (a handoff indicating that the packet header
is processed up to network layer) is needed. A horizontal L3
handoff to a visited WLAN network includes notifying the
MS’s home UMTS network, of the MS new location. On the
other hand, if the discovery stage fails to locate other APs with
strong beacons, an upward handoff is activated when the SNR
value falls below a specific threshold. Upon such activation,
the UMTS adapter uses RF measurements to discover and
evaluate UMTS cells, and then triggers the L3 handoff once
the discovery stage completes successfully. According to the

relevant literature, there exist several schemes for evaluation
of RF measurements to determine the best time to activate a
handoff in homogeneous and heterogeneous networks [2].

Fig. 2 shows our proposed VHO algorithm from UMTS
to WLAN. This algorithm is a general algorithm including
upper layers point of view and is proposed to improve the
performance of conventional algorithms. In Fig. 3, a similar
algorithm for VHO but from WLAN to UMTS is proposed.
These algorithms are a combination of the conventional algo-
rithm in [21] and the above presented proposal for physical
layer.

As illustrated in Fig. 2, the MS scans for coverage perma-
nently using its WLAN network adaptor. If a strong signal is
detected, the MS forms the pattern vector and notifies UMTS
terrestrial radio access network (UTRAN) in step (1a), and
then transfers the pattern vector to UTRAN. In step (1b), while
UTRAN is notified, it estimates the location of the user (2),
with the proposed algorithm, and checks for the correctness of
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Fig. 4. The hierarchical cell layout in two-dimensional space.

the pattern sequence (3). If the detected sequence is correct,
decisions will be made in step (8) and the MS is notified (9)
to do a VHO of type L3 to WLAN. If there is no need for
handoff, MS continues scanning for WLAN coverage as usual,
and if RSS becomes less than a threshold, step (11), UTRAN
will be notified to ignore the calculations. From UTRAN’s
point of view, in step (3), if the location estimation is not
approved, a dwell timer will be used for handoff optimization
and reduction of signal power fluctuations. The process is as
follows: a constant value is set for this timer (1a), and when
the algorithm enters UTRAN mode, the timer starts its count
down. In step (4), the value of the timer is checked, if it reaches
zero a handoff is established, otherwise the algorithm waits for
few seconds. This interruption is considered for the purpose
of reducing unnecessary calculations in UTRAN. After this
interruption, step (11) at the MS side will be checked; if
the abort flag was set, UTRAN mode calculations will be
terminated, otherwise the algorithm returns back to UTRAN
loop in step (2), and calculations and evaluations restart.

As for the Fig. 3, most parts of the algorithm are similar to
downward VHO, the only difference is the utilization of the
SNR for the detection of signal power degradation in WLAN
cells.

III. SIMULATION ENVIRONMENT

In this section we discuss the structures and parameters
considered for the PNN pattern classifier, radio propagation
environment and VHO algorithm.

A. Pattern Classifier Structure

Minimum distance algorithm for pattern recognition does
not provide enough accuracy. In order to achieve higher
accuracy and lower execution time, neural networks are chosen
for pattern classification. Neural networks have already been
applied to various pattern recognition problems. Generally
speaking, they can be regarded as techniques for nonlinear

function approximation; pattern recognition can be regarded
as a special case of function approximation where the function
values form a discrete set. The output 𝑦𝑛 of the 𝑛-th neuron
in PNN structure is given by [18]:

𝑦𝑛 = 𝑒
− ∥𝑋−𝑊𝑛∥2

𝜎2
PNN . (3)

This activation function is a Normal function where 𝑋 =
[𝑥1, 𝑥2, ..., 𝑥𝑁𝑃

]
𝑇 is the input vector to be classified

or given to the network for training. In (3), 𝑊𝑛 =
[𝑤𝑛,1, 𝑤𝑛,2, ..., 𝑤𝑛,𝑁𝑃

]
𝑇 is the weight vector for 𝑛-th neuron

in the network and 𝜎2
PNN is the smoothing parameter of the

PNN. This parameter is in fact the bias value of the network.
As it gets larger, the Normal function’s slope gets smoother
and several neuron’s may respond to an input vector. In this
case, the network acts like it is taking a weighted average
between target vectors whose design input vectors are closest
to the new input vector. On the other hand, if the value is
small, only the neuron with the weight vector nearest to the
input vector will respond and the network will function as a
minimum distance algorithm. It is worth to mention that the
main reason for choosing PNN for this algorithm among all
other neural networks, is their high ability of classification,
their very low computational complexity and their highest
convergence time for this application. These features make
PNN favorable to be implemented even at the mobile set
processor unit for minimum delay real-time processing.

B. General Model Specifications

For our simulations, we consider a multi-layer cellular
environment as shown in Fig. 4. It consists of two layers.
The upper layer which is referred to as macrocell, has 3 cells
and can be a network like UMTS. The lower layer, called
microcell, has 27 cells and can be WLAN. Furthermore, it is
assumed that the speed of the MS is known. Spatial sampling
is used, which means that signals are sampled at constant
distances. Four paths are considered as different scenarios.
The user travels along each path and its position segment is
estimated. This information can later be applied to the VHO
algorithm to decide about the time and place of inter-layer
or inter-cellular handoff. For simulations, we used MATLAB
software and a set of functions called RUNE [22]. The time
model in our simulator is a discrete-time step model. The
model for the received signal (in dB) is given by:

𝑃 (𝑑) = 𝑃𝑡 + 𝛼− 10𝛽𝑙𝑜𝑔(𝑑) + 𝑓𝑖(𝑑) + 𝑆(𝑑), (4)

where 𝑃𝑡 is the effective transmit power, 𝑑 is the distance to
the transmitter, 𝛼 is the path loss constant and 𝛽 is the path
loss exponent. In (4), 𝑓𝑖(𝑑) is the log-normal shadow fading
factor and 𝑆(𝑑) denotes the Rayleigh fading parameter.

For each point in space, samples of shadow fading are the
same and depend upon the following correlation function:

𝑅𝑓𝑓 (Δ) = 𝐸{𝑓(𝑑+Δ)𝑓(𝑑)} = 𝜎2
𝑠𝑒

− ∣Δ∣
𝑑0 , (5)

where 𝜎𝑠 is the standard deviation of shadow fading and 𝑑0 is
the correlation distance. Samples of this fading have a normal
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TABLE I

MAIN PARAMETERS USED IN THE SIMULATIONS

Parameter Microcell Macrocell

Cell radius (m) 250 2500

Number of clusters 1 9

Attenuation at 1 meter distance, 𝛼 (dB) -40 -31

Thermal noise floor, 𝑁0 (dBm) -118 -118

Distance attenuation coefficient, 𝛽 (dB) 3.3 4

Standard deviation of shadow fading, 𝜎𝑠 (dB) 7 6

Correlation distance, 𝑑0 (m) 20 20

Sampling distance (m) 0.8 0.8

distribution. To model these samples in one-dimensional space,
we use the following recursive function:

𝑓𝑖(𝑛) = 𝑥𝑖(𝑛) + 𝑒−
𝑉.𝑇
𝑑0 𝑓𝑖(𝑛− 1), (6)

where 𝑉 is the average user velocity, 𝑇 is the sampling period,
𝑑0 is the correlation distance and 𝑥𝑖 is a Gaussian random
variable with zero mean and standard deviation given by:

𝜎 =

√
1− 𝑒

−2.𝑉.𝑇
𝑑0 𝜎𝑠. (7)

In a practical system, there is often a correlation between the
lognormal shadow fading for the links between one MS and
the BSs, modelled by assigning one random fading component
related to each link, 𝐺𝑖𝑗 , and one fading component related
to the MS, 𝐺𝑀 . These are then added according to the
expression [22]:

𝐺 =
√
𝜌 𝐺𝑀 +

√
1− 𝜌 𝐺𝑖𝑗 , (8)

where 𝜌 defines the effect of each component. In order
to compensate the effect of Rayleigh fading, an averaging
window is considered according to:

𝑃 (𝑛) =
1

𝑛𝑤

𝑛∑
𝑖=𝑛−𝑛𝑤−1

𝑃 (𝑖), (9)

where 𝑛𝑤 is the averaging window size.
Table I indicates the parameters used in the simulations.

C. VHO Algorithm Specifications

Although PNN classifier has better performance than mini-
mum distance classifiers, it can further be improved. We pro-
pose three methods for this purpose. The first technique sorts
input data (training or test data) in an ascending or descending
order before they are fed to the PNN network. In this way,
random effects in the propagation will be compensated to some
extent. The second technique consists of multiplying the test
data by a magnitude factor (MF) before classification because
training data sets, which are in fact averaged signal samples,
have a small variation in scale and this magnitude factor will
compensate this variation. The third technique uses the same
averaging window size for training data or test data. The value
we have chosen for the neural network bias is 10, so that
the network takes into consideration the effect of all nearby
neurons. The averaging window size is 10 in all simulation
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scenarios. The tolerance factor (TM) is set to 1, which means
that only if the recent classified pattern completely matches
the previous pattern, it will be valid.

In all scenarios, results of the proposed algorithm have
been compared with the existing VHO algorithm. By the term
existing algorithm, we refer to current available hysteresis
based handoff and VHO algorithms, such as those in UMTS
and Global System for Mobile Communications (GSM) stan-
dard [7], where a handoff is made by comparing different RSS
values from different BSs. In the existing algorithm, if MS is
in the lower layer and the lower layer signal becomes weaker
than a threshold, handoff is made to the upper layer, and if
the MS is in the upper layers and a stronger signal is detected
in lower layer, handoff is made to lower layer. These two
thresholds are both set to -45dB, which is the approximate
carrier power at cell boundary in our simulation environment.
For cells inside a layer, handoff is made to the BS which has
the strongest signal plus a hysteresis value. This handoff is
called horizontal handoff, and hysteresis is set to 15dB for
both layers.

In the simulation environment, first the variables are defined,
then PNN is trained with signal samples collected in the
specified path. In online mode, at each iteration, the user
location is updated and the new RSS matrix is calculated.
If there are enough samples to construct the pattern vector,
the latter is made and classified. If the tolerance factor is also
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correct, the algorithm enters into the proposed VHO algorithm
mode and decides about handoff according to cell boundaries
defined with path blocks. If there are not enough samples or
that the classified pattern is not correct, the program continues
with the existing VHO algorithm.

IV. SIMULATION RESULTS

A. Evaluation of the Proposed VHO Algorithm

We present simulation results pertaining to the optimization
methods for the pattern classification proposed in section III.C
along with the algorithm proposed in section II.A, within the
simulation environment elaborated in section III.

Fig. 5 shows the effect of using different combinations of
proposed optimization techniques on pattern detection error
probability (DEP) versus averaging window size. Totally, 6
combinations have been considered and the pattern vector
sequence is [WLAN (2 4 18)]. It is observed that the pro-
posed optimization tools have a great effect on reducing the
error probability, and their simultaneous use reduces the error
probability to zero for averaging windows higher than 3.

We evaluate the performance of our VHO algorithm for
four paths illustrated in Fig. 4. In Path 1, the emphasis is on
maximizing WLAN or lower layer usage in order to maximize
the received bandwidth and minimize the connection costs. For
this path, we used signals for WLANs number 2, 4 and 18 to
make the pattern vector (in some figures we have replaced
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WLAN with W and UMTS with U for more clarity). To
reduce channel interference and increase QoS, handoff points
are defined on cells (horizontal handoff) and layers (vertical
handoff) boundaries.

In Fig. 6, networks connection for Path 1 is shown. The first
plot shows the ideal connection for each of 4000 points in the
path. The second plot shows the performance of the proposed
algorithm, and the third one shows the performance of the
existing algorithm. It is obvious that in the proposed algo-
rithm unnecessary handoffs and ping-pong effect are reduced
significantly. Similarly, in the proposed algorithm, crossover
distance is much less than the existing algorithm and almost
identical to the ideal connection pattern.

Fig. 7 shows the percentage of connection times for each
BS in Path 1. For ideal planned connection scheme, there
are only connections to WLANs 2, 3, 4, 17 and 18 (with
the same connection time for each) and UMTS cells number
2 and 3. Comparing bars in Fig. 7, we observe that the
proposed algorithm connection time is much similar to the
ideal case and that it does not transfer unwanted connections
to other BSs. Here we define a metric called, WLAN usage
factor. It shows the percentage of time, during which a MS is
connected to WLAN (for Path 1, a higher value is desirable).
For the proposed algorithm, this factor is 56.1% and for the
existing algorithm it is 53.4%, so we have 2.7% improvement.
Unnecessary handoffs for Path 1 are 30 times for the existing
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algorithm and 3 times only for the proposed algorithm; this
also shows 90% reduction in ping-pong effect. If plots in Fig. 6
are compared, we note that the layer crossover distance is
reduced 4 times.

Figs. 8 to 11 show similar graphs for Path 2 and Path 3. In
Path 2, for ideal connection, no VHOs are considered because
the status will not be stable. WLAN 11 and UMTSs 1 and
2 are used to build the pattern vector in Path 2. For this
path, there was 66% reduction in horizontal handoffs and 70%
reduction in ping-pong VHOs. Path 3 is similar to Path 1,
however it is interesting for studying the effect of horizontal
handoffs between WLANs. Cells considered for forming the
patter vector are WLAN 2, 17 and UMTS 3 for this path
and reduction values for horizontal handoff and VHO for this
path are 100% and 40%, respectively. Path 4 is interesting to
take just horizontal handoffs into consideration, which results
in 76% reduction in ping-pong effect. Because Path 4 is far
enough from WLANs, the number of VHOs is zero in this
case.

V. CONCLUSION

A new location-based vertical handoff algorithm (VHO)
has been proposed from physical layer point of view for
wireless heterogeneous networks. This algorithm uses signal
samples of different wireless technologies in the coverage
area to construct a patter vector. Later, this vector is used for
localizing the MS position by means of a probabilistic neural
network. Location information is then applied to the VHO,
for more exact decisions on the time to trigger the handoff
procedure. Moreover, we proposed procedures for upward and
downward vertical handoff between WLAN and UMTS from
higher network layers point of view. In our simulations, we
studied several paths in a hierarchial structure of UMTS and
WLAN cells. For maximizing the user received bandwidth,
the best strategy that can be defined is maximizing WLAN
usage. Minimizing ping-pong handoffs between layers was
another goal of this work. Our algorithm shows significant
improvement over existing techniques, especially that we have
designed it for handoff procedures in heterogeneous networks.
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Abstract—Based on the studies on downlink resource 
allocation in point to multi-point (PMP) mode in the 802.16e 
systems, an efficient downlink resource allocation algorithm 
with low complexity is proposed to maximize the system 
throughput, which takes the advantage of frequency-
selective fading property in orthogonal frequency division 
multiple (OFDM) networks. The proposed algorithm not 
only provides the traffic rate as high as possible, but also 
satisfies the minimum reserved traffic rate for non-real-time 
services. The simulation shows that the proposed algorithm 
performs better in terms of assuring individual QoS and 
offering fairness among users at the cost of slight 
degradation in throughput.  
 
Index Terms—radio resource management, downlink 
resource allocation, QoS, PMP, 802.16e 
 

I.  INTRODUCTION 

It is well known that one of the most challenging 
technical problems for future wireless systems is to 
provide various services to meet the requirement of an 
increasing number of consumers while ensuring 
individual quality of service (QoS). Owing to the scarce 
frequency spectrum, resource allocation has been 
considered as one of the key technologies for increasing 
utilization rate of the limited power and spectrum in 
future wireless networks. According to the IEEE 802.16e 
standard, the medium access control (MAC) layer 
supports both point to multi-point (PMP) mode and mesh 
mode [1, 2], between which the former is the primary 
topology structure. The downlink transmission operates 
on a PMP basis, and data for MSs need to be transferred 
by a central BS via a wireless link. The PMP mode 
provides a comparatively high traffic rate, since network 
resources can be shared among users. As a result, 
broadband wireless access systems widely adopted the 
PMP mode in the last few years. 

The MAC layer in IEEE 802.16e network uses the 
conception of service flow, which provides unidirectional 

packet transmission [1]. A service flow is characterized 
by a set of quality of service (QoS) parameters such as 
latency, jitter, and throughput assurances. Owing to the 
low traffic rate and high error rate in a wireless link, as 
well as user's mobility, a QoS-guaranteeing resource 
allocation algorithm becomes one of the key techniques 
in broadband wireless network. Consequently, to support 
various applications under limited radio resources and 
time-varying channel, a dynamic resource allocation, 
which can achieve both higher system spectral efficiency 
and better QoS, has been identified as one of the 
imperative tasks in wireless communication since a few 
years ago. 

Letaief and Zhang provide an overview of recent 
research on dynamic resource allocation, especially for 
MIMO and orthogonal frequency division multiple 
(OFDM) systems [3]. They propose an algorithm to 
maximize data rate for a given power budget with a target 
BER. The proposed scheme in [4] adjusts the power to 
meet the predefined delay requirement, which is one of 
the decisive factors to guarantee end-to-end delay. Ref. [5] 
proposes an efficient subcarrier and power allocation 
algorithm, which formulates necessary conditions of 
downlink scheduling for proportional fairness in 
orthogonal frequency division multiple access (OFDMA) 
systems. However, since it considers power allocation 
after subcarriers’ allocation for assuring individual QoS 
and subsequent proportional fairness (PF) allocation, it 
adds a lot of complexity. As we know, in a scenario with 
high SNR, the performance of allocating power evenly to 
each subcarrier is almost equivalent to that of the classic 
optimal power allocation algorithm, at the same time the 
complexity is reduced greatly. Ref. [6] utilizes a user and 
connection based scheme to improve transmission 
efficiency and guarantee quality of service. It schedules 
the user with the highest priority first and the allocation 
starts from the maximum deviation channel, with the 
result that the QoS requirement of the user with low 
priority may not be met. The target QoS of resource 
allocation in [7] corresponds to a minimum user data rate, 
a target bit-error rate and a maximum BER-outage 
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probability. Ref. [8] distributes subcarriers and bits 
among users based on their different quality of service 
requirements and traffic type. Though they provide an 
efficient resource allocation for the users with different 
traffic class, the system throughput may reduce greatly. 

In order to meet the requirements of non-real-time 
polling service (nrtPS) in IEEE802.16e network, a 
downlink resource allocation algorithm is proposed to 
maximize the system throughput, which takes the 
advantage of frequency-selective fading property of 
OFDM networks. What’s more, the proposed Delta 
algorithm combines the key QoS parameters of nrtPS and 
assures the required minimum data rate for each user. 
Under the circumstances of using non-real-time polling 
service in PMP-based OFDM networks, such items as 
subcarrier/bit allocation statistics, throughput and fairness 
index are compared and analyzed by using four different 
resource allocation algorithms. The four algorithms are 
Delta, MT [3], fixed modulation and code scheme 
(FMCS) algorithm based on 16 quadrature amplitude 
modulation (QAM) and maximum throughput confined 
by minimum traffic rate (MTMR) [9]. The simulation 
shows that though the proposed Delta algorithm sacrifices 
few throughput, it comes close to the best MT algorithm 
in terms of system throughput and the best FMCS 
algorithm in terms of fairness index. And Delta algorithm 
meets QoS demand of the minimum reserved traffic rate 
for all users at the same time. Besides, its complexity is 
reduced greatly, which makes it appropriate for 
application in non-real-time business. 

The remainder of this paper is organized as follows. 
Section 2 briefly describes the basic consideration of an 
adaptive radio resource allocation algorithm based on 
OFDM system. In view of QoS characteristics of nrtPS 
defined in 802.16e protocol, a relevant adaptive 
allocation algorithm in the multi-carrier system is 
discussed and a downlink resource allocation algorithm to 
maximize the system throughput is introduced in section 
3. Section 4 presents simulation result for the proposed 
Delta and other three algorithms. Finally, the paper is 
concluded in section 5. 

II.  BASIC CONSIDERATIONS 

Power is one of the important resources in wireless 
communication system. The system capacity directly 
depends on BS’s transmitting power. In OFDM system, a 
scheduler needs to provide the power allocation of each 
subcarrier as well as subcarrier assignment. The classic 
optimal power allocation algorithm is called Water-filling 
theorem [10], of which the basic idea is allocating to the 
channels of good quality as more power as possible, the 
ones of bad quality relatively less. However, according to 
information theory, it is easily proved that allocating the 
power to each subcarrier on average can dramatically 
reduce the complexity of the resource allocation just at 
the cost of slight degradation in system capacity. 

Assume that there are J independent parallel Gaussian 
channels, of which noise power are respectively N1…NJ. 
According to Shannon’s formula, the capacity of J 
channels is  
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where Pj denotes the signal power of channel J, and 
satisfies the equation of power limitation 
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By the method of Lagrange multipliers, we can get the 
power allocation method which can maximize the system 
capacity: 
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From (2), the less the noise power of each channel is, 
the more power each channel can obtain and vice versa. 

In order to simplify the power allocation scheme, we 
assume that the power is high enough. Hence, 

PNJ

j j =−∑ =
+

1
)(γ

 retrogresses to: 
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Then it is easy to get the equation: 
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Substituting (5) into (3) yields the channel capacity: 
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From (6), the channel capacities obtained from average 
power allocation algorithm and water-filling power 
allocation algorithm are roughly equivalent at high SNRs. 
As a result, in order to simplify the algorithm, it is 
generally regarded that the channel capacity with the 
average allocation algorithm approximately equals to the 
best allocation result at high SNRs. In OFDM system, we 
can allocate the power to each subcarrier on average, and 
then consider the assignment of carriers and bits together, 
which can reduce the complexity of adaptive allocation 
algorithm to a large extent. 

Ⅲ.  RESOURCE ALLOCATION ALGORITHM BASED ON 
MAXIMUM THROUGHPUT 

A.  Algorithm Description 
Generally speaking, the target of an algorithm in multi-

carrier system is maximum throughput, or best fairness 
index, or tradeoff between them. This paper focuses on 
maximizing system throughput and guaranteeing the 
minimum reserved traffic rate of non-real-time polling 
service, and only downlink OFDM system is considered. 
Assume that the number of users served by a BS in a cell 
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is K, and the number of subcarriers available is N. At 
transmitting terminal, data from K users will be mapped 
to subcarriers and bits, i.e., different subcarriers with 
corresponding bits will be allocated to different users. An 
adaptive algorithm can allocate resource for each 
subcarrier at transmitting terminal on condition that 
channel state is always given. We define ρk,n as the 
occupying identifier of a subcarrier, whose value is 1 
when the nth subcarrier is occupied by the kth user, 
otherwise ρk,n equals 0. Besides, ck,n signifies the number 
of bits available for the kth user on the nth subcarrier. 

After inverse fast Fourier transform and adding cyclic 
prefix, signal is transmitted through the downlink. 
Generally, when the duration of cyclic prefix is larger 
than maximum multipath delay spread, inter signal 
interference can be eliminated and then every subcarrier 
is supposed to be experiencing flat fading in the channel. 
It is assumed that channel state information is acquired 
through dedicated control channel. With cyclic prefix 
removed and fast Fourier transform, users can obtain their 
own data information from relevant subcarrier, according 
to subcarrier allocation and modulation information. 

When a system has a target bit error rate (BER), there 
exists a relationship between BER and ck,n as follows: 

),,( ,,, nknknk hpBERfc =                     (7) 

where pk,n is the transmitting power needed when 
allocating the nth subcarrier to the kth user, hk,n is the 
magnitude of channel gain, and function f indicates a 
mapping relationship. 

For every OFDM subcarrier, there is: 
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For user k, the number of bits transmitted on this 
subcarrier is 
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Based on the analysis mentioned above, the problem 
that the proposed algorithm needs to solve can be 
concluded as: 
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while it should also submit to the following restraint: 
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ck,n can be obtained from (10), and the minimum traffic 
rate for every user is confined in (11). From (12), we can 
see that a subcarrier can be occupied by at most one user. 
The target of the proposed algorithm is to obtain proper 
ρk,n and ck,n. Since ck,n is an integer and has non-linear 
relationship with ρk,n, the resolution of (10) belongs to 
non-linear problem. Here, ρk,n is supposed to be the 
average value of transmitting power, i.e., power is 
distributed evenly, as a result that calculation complexity 

is reduced and sub-optimal solution is achieved at the 
same time. 

When ρk,n is fixed, ck,n can be solved from (7). Firstly, 
we ignore the restraint of (11), and take only the target of 
maximum throughput into consideration. According to 
(10), subcarriers are only allocated to users who can 
provide maximum throughput to the system. Then, bit 
allocation is adjusted according to the minimum reserved 
rate of each user. The subcarriers occupied by QoS 
satisfied users needs to be allocated to those unsatisfied 
ones till QoS requirements of all users are satisfied. 
However, modulation order of some subcarriers must be 
set lower to satisfy QoS requirements of all users during 
the re-adjustment processing of subcarriers. What’s more, 
adjustment of subcarriers in this algorithm is supposed to 
obey the following rule, that is, always choosing the one 
that least affects the system throughput. 
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where Deltak,n is the criteria of judgment when 
adjusting bits, and * ,nk n

c  indicates the traffic rate available 

when subcarrier n is initially allocated to user k* . The 
flow chart of this algorithm is illustrated in figure 1. 
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Figure 1.  Flow chart of the Delta algorithm 
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B.  Description of Comparison Algorithms 
Here the three traditional resource allocation 

algorithms used for comparison with the proposed 
algorithm are introduced. 

Solution 1: Every subcarrier utilizes fixed modulation 
mode, that is, 16QAM. Ideally, each subcarrier carries 4 
bits, thus an OFDM signal carries 4N bits all together. 
We call this FMCS algorithm. 

Solution 2: Adaptive resource allocation targeted at 
maximum throughput, which has the same result as initial 
allocation of the proposed algorithm, is reputed as MT 
algorithm [3]. 

Solution 3: The allocation algorithm targeted at 
maximum throughput, token involved and restrained by 
minimum rate, with precedence judgment criteria is 
simplified, is called as MTMR algorithm [9]. It can be 
represented as follows: at time slot t, allocating subcarrier 
k to user *

nk . 
* 1

,arg max( ( )) 1,2,...n
n k k nk

k T c t n N−= ⋅ =      (14) 

Every time a subcarrier is allocated, users’ demand of 
minimum rate and the number of tokens should be 
updated. For example, when subcarrier n is allocated, the 
number of tokens for user k is updated as follows: 

( ) max{0, ( 1) ( )}k k k kT t T t r c t= − + −       (15) 

where ∑
=

=
N

n
nkk tctc

1
, )()(  represents the number of 

bits which are already allocated to user k at time slot t, 
Tk(t) represents the service demand of the user, and ck,n(t) 
is the real transmission capability of subcarrier n 
allocated to user k. 

Ⅳ.  SIMULATION AND ANALYSIS 

In order to evaluate the performance of the proposed 
allocation algorithm, the simulation scenario mainly 
focuses on non-real-time polling service (nrtPS). The 
proposed Delta algorithm will be compared with other 
three algorithms (i.e., FMCS, MT and MTMR) in fairness 
index among users, allocation of subcarriers and bits, and 
system throughput. 

A.  Simulation Environment 

TABLE I.   
PARAMETERS IN SIMULATION 

Parameter Value 
The number of users (K) 6 ~ 22 Users 
The number of subcarriers (N) 256 
Modulation mode allowed BPSK / QPSK / 16QAM / 

64QAM 
Target BER (BER) 10e-4 
Service model nrtPS 
QoS property: Min traffic rate 
(bits/symbol) 

Uniform distribution over the 
interval (65, 90)  

 
This simulation scenario contains 256 subcarriers for 

data transmission and supports four modulation 
techniques including BPSK, QPSK, 16QAM and 
64QAM, where the highest modulation order is six. In 

simulation, the radius of a cell is 1000m, the maximal 
transmitting power of a BS is 43dbm and the system 
target BER is set to 10-4. For the service model, assume 
that each user has only one nrtPS connection, of whose 
packet the size ranges from 65bit/symbol to 
90bit/symbol. Table 1 shows the parameters in detail. 

B.  Results and Discussion 
At first the fairness index among users of the four 

algorithms (Delta, MT, FMCS and MTMR) is analyzed. 
Here the Min/Max fairness index is used to measure the 
fairness of different algorithms. Its definition is as 
follows: 

}max{
}min{

i

i

s
s

F =                           (16) 

where F represents the fairness index, iS denotes the 
throughput achieved by user i. 

Figure 2 illustrates the relationship between Min/Max 
fairness index and the number of users by using the four 
different algorithms. 

 
Figure 2.  Relationship between Min/Max fairness index and the 

number of users 

In simulation, the number of users changes from 4 to 
22. As shown in figure 2, with the number of users in a 
cell increasing, the Min/Max fairness index of the four 
algorithms all trends to rising. Especially, for FMCS 
algorithm, when the user number goes up to a certain 
value (K=16 in this simulation), the fairness index 
reaches 1. This is because not only it uses a fixed 
modulation, but also its resource allocation is similar to 
the polling of packet scheduling algorithm. Thus the 
fairness index is supposed to be the highest. The fairness 
of the other three ascends steadily. Comparatively, the 
fairness index of MTMR algorithm is slightly lower 
than Delta and MT algorithms, by 1% under the worst 
circumstances (K=14-16). The proposed algorithm, Delta 
algorithm, is rather equivalent to MT algorithm in system 
fairness, but when the user number is rising (K>=18), 
Delta algorithm shows superior performance. 
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Through several simulations, the statistics indicate that 
Delta algorithm and MT algorithm perform 
approximately the same in scenarios when users are 
relatively few. This is because every user in this scenario 
can be met QoS demand of minimum traffic rate, that is 
to say, there are always enough subcarriers to allocate 
and thus the adjustment of bits’ allocation for QoS 
provision is unnecessary. However, Delta algorithm 
reaches a better result for bit allocation when the number 
of users increases to a certain amount. Figure 3 illustrates 
the number of bits per symbol allocated to each user in a 
scenario of 10 users. The results of Delta algorithm and 
MT algorithm hardly differ from each other. What’s 
more, both of them meet QoS demand of minimum traffic 
rate. Theoretically, if QoS demand of each user differs, 
FMCS algorithm, which focuses on fairness index among 
users, will ignore the restraint of QoS provision. 
Therefore, when adopting FMCS algorithm, the traffic 
rates of user 4 to user 9 are a little bit lower than the 
required minimum traffic rate. The statistics acquired by 
using MTMR algorithm fluctuate largely. For example, 
the traffic rates of user 1 and user 4 are comparatively 
high, while those of user 3 and 10 are too low to satisfy 
the requirement of minimum traffic rate. The reasons why 
the result of subcarriers’ allocation differs so much are 
mutual influence during the allocation of adjacent 
subcarriers, as well as the update of the number of tokens. 

 
Figure 3.  Number of bits per signal allocated to users in 10 users’ 

scenario 

Figure 4 shows the number of bits per symbol 
allocated to each user in 15 users’ scenario. The result of 
MTMR algorithm still fluctuates largely. When the user 
number is increasing, there are some users experiencing 
“hungry” by using whether MTMR, FMCS, or MT 
algorithm, whose target is to maximize the system 
throughput. While Delta algorithm, an improvement of 
MT algorithm, allocates fewer bits to certain users than 
MT algorithm, it satisfies QoS requirements of minimum 
traffic rate of all users. In addition, Delta algorithm has 
generally achieved as high traffic rate as possible, this is 
because Delta algorithm is designed to adjust allocated 
subcarrier appropriately to meet the requirements of the 

users who have not obtained the minimum reserved 
traffic rate on the premise of maximizing the system 
throughput. 

 
Figure 4.  Number of bits per signal allocated to users in 15 users’ 

scenario 

Figure 5 shows system throughput in scenario of 10 
users. As FMCS algorithm requires special modulation 
mode, it gets a relatively small throughput, approximately 
1020 bit/symbol. Figure 5 also proves the conclusion 
mentioned before, that the performances of Delta 
algorithm and MT algorithm are quite the same when the 
number of users in the scenario is small. However, the 
throughput of MTMR is slightly smaller than that of 
Delta algorithm. 

 
Figure 5.  System throughput in 10 users’ scenario 

Figure 6 indicates system throughput in scenario of 15 
users. The tendency is nearly the same as that of 10 users’ 
scenario. Note that the performances of Delta algorithm 
and MT algorithm are both better than that of MTMR 
algorithm. 
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Figure 6.  System throughput in 15 users’ scenario 

Ⅴ.  CONCLUSION 

Based on MT algorithm, this paper proposes a new 
resource allocation algorithm with low complexity, which 
not only provides the maximum traffic rate as much as 
possible, but also guarantees the minimum reserved 
traffic rate for non-real-time services. Through 
simulation, the proposed Delta algorithm is compared 
with MT, FMCS and MTMR algorithms in fairness index 
among users, allocation of subcarriers and bits, and 
system throughput. The simulation indicates that Delta 
algorithm, as a promotion of MT algorithm, achieves 
QoS provision at the cost of slight degradation in 
throughput, at the same time does well in fairness index 
among users too. Particularly, in scenario with a 
relatively large number of users (above 10 in this 
simulation), Delta algorithm exceeds over the other three 
in comparison. 
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Abstract— One of the major concerns with multicarrier 
CDMA (MC-CDMA) systems is the high peak to average 
power ratio (PAPR) that can lead to degraded transmission 
power efficiency. Based on the well known fact that suitable 
allocation of user spreading codes can be used as a PAPR 
reduction tool, we  in this contribution, investigate the 
PAPR property of a recently proposed spreading code set 
called “Orthogonal Binary User (OBU) Codes”. Considering 
different levels of active user densities, we present code 
allocation table consisting of selected OBU code 
combinations yielding low PAPR. On the basis of analytical 
and simulation results, we show that the presented  code 
allocation table is capable of making the system perform 
better than the well known Walsh-Hadamard codes from 
both PAPR and BER perspectives.  
 
Index Terms— PAPR, MC-CDMA, Spreading codes, 
Orthogonal binary user codes, Walsh-Hadamard codes, 
BER. 
 

I.  INTRODUCTION 

Recently, the demand for high-speed wireless 
multimedia services is growing very rapidly and hence 
different advanced multiple access technologies are 
drawing significant attention. Multicarrier code division 
multiple access or MC-CDMA is one such multiple 
access method which is an amalgamation of orthogonal 
frequency division multiplexing (OFDM) and code 
division multiple access (CDMA) techniques.  
Considering its capability of offering the combined 
features of OFDM and CDMA, MC-CDMA appears to be 
a strong candidate as a multiple access method for future 
generation wireless communication systems.  

But one problem of implementing multicarrier based 
systems is the large value of peak to average power ratio 
(PAPR). Since transmitter power amplifiers are often 
operated near the saturation region, occurrence of high 
peaks in power envelop of the transmitted signal can lead 

to severe BER degradation due to non-linear 
amplification. On the other hand, if amplifiers are 
operated in the linear region their power efficiency is 
degraded. Hence, it is desirable that the transmitted signal 
possesses reduced peaks and in order to achieve this 
objective, researchers have suggested methods like signal 
clipping, selected mapping, partial transmit sequences 
etc. [1-3].  

In this context, MC-CDMA systems offer one 
additional degree of freedom over OFDM systems, i.e., 
the choice of spreading codes. It has been shown before 
that the transmitted signal amplitude of MC-CDMA 
systems is closely related to the collective non-periodic 
auto-correlation and cross-correlation values of the 
underlying spreading codes and hence the selection 
process of spreading codes itself can be used as a tool to 
characterize the value of PAPR [4, 5].  

A survey of related literature reveals that investigations 
concerning the PAPR issues of MC-CDMA systems, 
especially with relation to spreading codes, are being 
carried out mainly from two perspectives. Firstly, 
studying comparative crest factor (CF) or PAPR of 
different orthogonal and non-orthogonal spreading code 
sequences like Walsh-Hadamard (WH), Golay 
Complementary, Orthogonal Gold and Zadoff-Chu [4-7] 
and exploring adaptive usage of codes belonging to 
different code family [7]. And secondly, searching for 
low PAPR producing codes by investigating different 
code allocation strategies through the selection of 
different combinations of codes from a specific code set 
[5, 8, 9]. All these schemes show peak reduction 
capability but necessitate some trade off also. For 
example, applying the concept of adaptive usage of WH 
and Golay Complementary codes, [7] had proposed a 
scheme that proved efficient from peak reduction 
perspective but required transmission of significant 
amount of side information causing possible negative 
effect on the system throughput. Again, based on the 
observation that WH codes show lowest PAPR for 
systems working at full load capacity, recently [13] 
proposed a scheme where a system is made to work 
always at full load by artificially introducing data 
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symbols from inactive users. This system shows 
acceptable PAPR reduction, but it is also obvious that it 
will suffer from high multi-access interference (MAI) and 
will require high transmission power. Another recent 
work explores the advantage of different combinations of 
WH codes through cyclic shift of code sequences for 
every transmitted symbol [14]. But the introduced 
mechanism only looks for certain spreading code 
combinations ignoring a quite large number of other 
possible combinations. Apart from the computational 
complexity, it also requires transmission of side 
information on every occasion a user symbol changes. 
Thus for higher order modulation the system complexity 
will be very high. On the other hand, [5, 9] proposed WH 
sequence based code allocation table for reduced PAPR 
where creating the code allocation table is a one time 
activity which is performed before the system goes into 
operation and thus the requirement of side information is 
much less compared to [7, 14]. 
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Figure 1. MC-CDMA Transmitter. 

In light of the issues discussed so far, we were 
motivated to explore the effects of new spreading codes 
in reducing the PAPR problem of MC-CDMA; a 
potential future multiple access systems capable of very 
high data rates.   In this endeavour, here in this study our 
objective is to consider a recently proposed orthogonal 
set of binary code sequences called orthogonal binary 
user (OBU) codes [10]. Re-organizing the structure of our 
previous work [15] based on the OBU code set, here at 
first we demonstrate the construction of  code allocation 
table as was done in [5, 9]. Then we propose a different 
variant of code allocation strategy with less 
computational complexity yet near about same 
performance.   We analyze both single and multiuser 
scenario, compare the peak property of OBU code with 
that of WH codes both analytically and with simulation. 
Finally, we show that codes from our constructed code 
allocation table perform better compared to 
corresponding WH codes from both PAPR and BER 
perspectives.  

II.  SYSTEM DESCRIPTION 

The transmitter block diagram of a downlink MC-
CDMA system is shown in Fig. 1 [7, 9]. Here, 

[ ])()(
2

)(
1

)( ,..,, k
M

kkk dddd =  denotes M modulated data 
symbols of the kth user, Kk ,....,2,1= . These serial 
data symbols are at first converted into M parallel 
symbols. As a result, the symbol rate is reduced by a 
factor of M. After this serial-to-parallel conversion, each 
symbol is frequency domain spread by a user spreading 
code [ ])(k

L
)(

2
)(

1
)( ,..,, kkk cccC =  where L denotes the length 

of the spreading code. It means every symbol on each of 
the M parallel paths is copied L times and then multiplied 
by each chip of the spreading code simultaneously. In the 
next stage, frequency domain spread data symbols from 
all the other users are added on an element-by-element 
basis. The summed spread symbols from all the users are 
then fed into a frequency interleaver. The function of the 
interleaver is to achieve frequency diversity by placing 

chip-symbol elements that correspond to the same symbol 
on subcarriers that are a distance M apart. After 
frequency interleaving, the symbol elements are fed into 
an MxL point IFFT block for OFDM operation. The 
output samples are then converted back into serial data to 
generate the complex baseband signal s(t). This signal for 
an MC-CDMA symbol 0≤t≤Ts, can be expressed as, 
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The definition of PAPR for an MC-CDMA symbol is 
given by (2). 
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ts
PAPR sTt≤≤=  (2) 

In this connection, another parameter of interest is the 
crest factor (CF) whose relationship with PAPR is 
expressed by (3). 

 PAPRCF =  (3) 

This parameter has been used in some of the previous 
related studies [4-6] and we in this study also consider CF 
as the measure of variation of the transmission signal’s 
envelop. 

III.  SPREADING CODES  

As mentioned before the focus of this study is the 
OBU code set. For comparison, we chose WH code set 
since they have been studied extensively in the past. For 
example references [5-7] showed that Golay 
complementary codes show better PAPR performance 
compared to other orthogonal codes at low active user 
density but WH is a better choice at medium or heavy 
user densities. Moreover, with respect to employing WH 
codes in multiuser environment, significant improvement 
in PAPR has been reported through methodical allocation 
of user code other than selecting them in a straight 
forward manner [5, 8, 9, 14].  
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A.  Walsh-Hadamard Codes (WH Codes)  
Walsh-Hadamard code is generated from a Hadamard 

matrix whose rows form an orthogonal set of codes. The 
codes sequences in this code set are the individual rows 
of a Hadamard matrix. Hadamard matrices are square 
matrices whose entries are either +1 or -1 and whose 
rows and columns are mutually orthogonal. If N is a non-
negative power of 2, the NxN Hadamard matrix, is 
defined recursively as follows.  
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B.  Orthogonal Binary User Codes 
Reference [10] proposed these codes and reported that 

they were constructed through performing search 
operations in the binary sample space that consisted of 
zero mean and linear phase codes only. Later they were 
expanded for non-linear phase code also [11]. In contrast 
to WH codes, the OBU codes do not necessitate the 
condition that there can be only one code in the set for a 
given number of zero crossings. Again, for WH codes, 
decimal values of all n-bit codes are multiples of either 
2(n/2) + 1 or 2(n/2) - 1. OBU codes do not impose this 
restriction. Rather, efforts were made to reduce the 
number of codes that fulfill this criterion in order to avoid 
codes that are common to WH codes. Following all these 
principles, the authors of [10] have shown that for a given 
code length, more than one OBU code sets can be 
formulated. In this context, one may remember that for a 
given code length there exists only one set of WH codes. 
Since shorter code length implies smaller binary sample 
space, there exist a considerable number of short OBU 
codes that are common with same length WH codes. But 
this number reduces as the code length becomes higher. 
Table I shows an example of a typical 16 bit OBU code 
set. For the sake of convenient representation, 

TABLE  I. 
EXAMPLE OF 16 BIT ORTHOGONAL BINARY USER CODE SET 

Code index Decimal notation 
1 65535 
2 383 
3 3727 
4 39321 
5 12979 
6 42405 
7 50115 
8 15683 
9 21717 

10 43605 
11 52275 
12 23333 
13 61455 
14 26393 
15 26857 
16 38505 

the codes are shown as decimal numbers. All the 
occurrences of “-1” bits in a code sequence is at first 
replaced by “0” bits and then the decimal equivalent of 
the code sequence is calculated and shown on the table. 

III. ANALYTICAL STUDY  

In the context of PAPR, one important property of 
spreading codes is its aperiodic auto-correlation value. If 
we consider the L-bit long xth code 

[ ])()(
2

)(
1

)( ,..,, x
L

xxx cccC =  from a code set having P distinct 

code sequences, the aperiodic auto-correlation  is 
given by,  
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where [ ]* refers to the conjugate operation.  
Figure 2 depicts the comparative collective aperiodic 

auto-correlation of 16 bit OBU and WH codes. It shows 
that OBU codes in general exhibits lower values of 
aperiodic auto-correlation than that of WH codes. 

In MC-CDMA system, since the power spectrum of 
spreading code is related to the transmitted signal 
amplitudes, PAPR can be estimated by analyzing the 
correlation properties of those codes. Based on this 
principle, [9] proposed an algorithm for finding code 
combinations resulting in least PAPR. Following that 
algorithm, the comparative minimum normalized peaks 
of WH and OBU codes are shown in Fig. 3. It is evident 
that some selected OBU code combinations possess better 
aperiodic auto-correlation values than corresponding WH 
codes combinations and hence show lower peak values 
for all most all the user cases.  

However, in multiuser environment, where multiple 
codes are used simultaneously, apart from aperiodic auto-
correlation, a message dependent parameter called the 
collective aperiodic cross-correlation has significant 
effect on PAPR [5]. This parameter is defined by, 
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Figure 2: Comparative aperiodic auto-correlation. 
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 Figure 3: Minimum normalized peak for different active user level. 
 
However, in multiuser environment, where multiple 

codes are used simultaneously, apart from aperiodic auto-
correlation, a message dependent parameter called the 
collective aperiodic cross-correlation has significant 
effect on PAPR [5]. This parameter is defined by, 
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where, b (x) and b (y) are message symbols from the xth and 
the yth user respectively and  is the aperiodic 
cross-correlation between xth and yth codes given by, 
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In the first method, users are assigned specific 
spreading codes from all the available spreading codes in 
such a manner so that the resultant crest factor (CF) 
becomes minimum. This approach considers each user 
case discretely and formulates code combinations 
yielding least CF for those cases. For example, if the 
number of active users is k and the total number available 
spreading codes is N, 

In our study, we consider 16QAM as the modulation 
method where the number of possible distinct message 
symbols is large compared to BPSK or QPSK. Thus in 
addition to the just presented analytical result, a 
comprehensive simulation is performed. 

IV. SPREADING CODE ALLOCATION METHODOLOGY 

Considering the architecture of Fig. 1 and our previous 
discussion with respect to spreading codes, the symbols 
just prior to interleaving can be represented as, 

 (8) 
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where, we have considered the length of  spreading codes 
equal to that of total number of maximum possible users. 
Here, the spreading codes have been allocated on a plain 
sequential manner, i.e., user index and code index is 
same. But it is possible to check other combinations of 
code allocation as discussed below resulting in different 
values of PAPR. 

If we consider a code set consisting of 16 unique 
orthogonal code sequences and 8 active users in the 
system, we find that there can be as many as  
 

1287016
8 =C

n16

 unique different possible ways of allocating 
codes to the users. And since the collective aperiodic auto 
and cross correlation values of these combinations may 
vary, so may the CF produced by them. As a result, 
finding the best code combinations, i.e., the combinations 
that produce lowest CF, is of interest. But, recalling the 
fact that the collective aperiodic cross correlation is 
dependent on message symbols [5], a perfect estimation 
of lowest CF producing code combination requires 
consideration of all possible message combinations along 
with all possible code combinations. For example with 
16QAM modulation, if n number of users each send 1 
symbol,  no. of different symbol combinations is 
possible.  So, the number of possible code sequence-
symbol combination comes to  x . The second 
term increases exponentially with increasing n. But, since 
higher user density results in less PAPR [5-7], relatively 
low values of n is of prime concern. 

16
nC n16

We define two alternative methods of the spreading 
code allocation strategies. We name the first method as 
best code allocation and the second one as the optimum 
code allocation method. 

A  The Best Code Allocation Approach  

[ ])()2()1( ,...,, kCCC  is chosen 

from [ ])()2()1( ,...,, NCCC  so that the CF of the transmit 
signal is minimum. When choosing the best spreading 
combination, the effect of user data is also taken into 
account by considering random combinations of input 
symbols from all users. 

The method is illustrated in Fig. 4. Here, as soon as the 
state of the user case changes, the entire code set is 
searched to find the new code combination producing 
lowest CF. For example, if the number of users change  

 
1. Start with user case n = 1. 

2. Select a code combination having n number of code sequences from  
total available N codes. within the N length code set . 

3. Generate  random 16 QAM data frames for all n users 

4. Apply those code sequences to perform MC-CDMA operations. 

5. Calculate CF from the time domain signal. 

6. Repeat steps 3 to 5 for a predefined number of  times and calculate 
average CF.

7. Repeat steps 2 to 6 for Cn
N – 1 times for all other combinations. 

8. Record the lowest CF and corresponding code combination. 

9. Increment n by 1 and repeat steps 2 to 8 for all other possible values 
of n.

Figure 4. Principle of the best code allocation approach. 

 

540 JOURNAL OF COMMUNICATIONS, VOL. 5, NO. 7, JULY 2010

© 2010 ACADEMY PUBLISHER



1. Start with user case n = 1. 

2. Select a single code from total available N-(n-1) codes within the N 
length code set 

3. Generate  random 16 QAM data frames for all n users 

4. Apply those code sequences to perform MC-CDMA operations. 

5. Calculate CF from the time domain signal. 

6. Repeat steps 3 to 5 a predefined number of  times and calculate 
average CF. 

7. Repeat steps 2 to 6 for Cn
N-(n-1) – 1 times for all other combinations. 

8. Record the lowest CF and corresponding code combination. 

9. Increment n by 1 and repeat steps 2 to 8 for all other possible values 
of n. 

Figure 5. Principle of the optimum code allocation approach. 
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V. SIMULATION MODEL AND PERFORMANCE EVALUATION  

 4 to 5, 436816  possible code combinations 5 =C
searched to fin one.  

A drawback of this method 
w user, besides allocating code to this user, it 

necessitates that all users who were in the system before 
the change of user case occurred also get their spreading 
codes reassigned since the new code combination may 
not preserve the previously allocated codes. This may 
result in an additional overhead from switching and 
resource allocation perspective and thus may increase the 
system complexity to a higher extent. 

B  The Optimum Code Allocation Appr
In contrast to the first approach, this
nsiders change of user cases as a continuous process. 

Here, codes allocated to users on a particular user case 
are marked as used and new users are assigned codes 
only from those codes that have not been allocated yet. 
Returning to the previous example, when the number of 
users changes from 4 to 5, already allocated user codes 
are not included in the search space for finding the code 
to be allocated to user number 5. As a result, only 

1212
1 =C  code combinations are now searched to find the 

bination. This approach has the drawback of 
showing possible inferior CF performance compared to 
the previous approach as the search space is limited. But 
computational complexity for building the code 
allocation table is reduced and also no additional 
overhead related to dynamically changing already 
allocated user codes is present as was the case with the 
other approach. The scenario is depicted in Fig. 5. We 
call it optimum code allocation approach since it 
optimizes system complexity at the cost of possible 
higher crest factor.  

In general for bo
ansmits the code allocation table to a new user along 

with the user index. Then, for the best allocation 
approach, a notification is sent to all existing users 
whenever a new user arrives. But in the second approach, 
the existing users do not need any notification in case of 
new arrivals.  

TABLE II. 
SIMULATION PARAMETERS 

Modulation scheme 16 QAM 
Spreading code length 16 

No. of symbols per frame 4 
No. of subcarriers 64 

Non-linear amplifier model SSPA 
Level of non-linearity, r 3 

 
Our simulation was based on the transmitter model 

shown in Fig. 1 In addition, for analyzing bit error rate, 
we considered a solid state power amplifier (SSPA) 
model [12], an AWGN channel and a simple correlator 
based receiver architecture. The salient simulation 
parameters are listed in Table II. And the non-linear 
characteristic of the amplifier is given by (9). 
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where, x is the amplitude of the input signal, A is the 
saturated output level and r is the parameter that decides 
the level of non-linearity. For fixing amplifier operating 
point we considered the parameter output back-off (OBO) 
which is given by. 
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where, Psat out is the saturation power referred to the 
output and Pout is the output power. 

A.  Single User Scenario 
In the context of uplink communication, since the 

signals from individual users are amplified by different 
amplifiers, every spreading code sequence of a particular 
code set is examined individually. Our simulation result 
shown in Fig. 6 illustrates the comparative CF values of 
WH and OBU codes. Here, CF values for all the 16 
distinct sequences available from 16 bit long WH and OB  
code set are plotted and compared on an individual basis. 
The results show that 50% of OBU codes generate a 
lower CF than corresponding WH codes and 93.75% of 
OBU codes produce a lower or equal CF than 
corresponding WH codes. Comparison was also done 
with the help of complementary cumulative distribution 
function (CDF) of CF considering all the code sequences. 
This is depicted in Fig. 7 and it clearly shows the superior 
CF properties of OBU codes over WH codes. 

B.  Multiuser Scenario 
In a synchronized downlink communication 

environment, the base station transmits a signal that 
constitutes of summed signals of multiple users spread by 
different spreading codes. Hence the CF property of the 
transmitted signal, as mentioned before, is determined by 
the collective properties of individual spreading codes.  
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Figure 6. Crest factor of 16 bit long codes. 

 
We constructed the code allocation table for OBU codes 
considering a multiuser system that can support a 
maximum of 16 simultaneous users. For each possible 
user cases, i.e., 1 to 16, we simulated the system 
considering 4 random 16QAM symbols per frame. Thus 
one MC-CDMA symbol consisted of a minimum of 4 to a 
maximum of 16x4=64 QAM user symbols spread by 16 
bit long spreading codes. We put more emphasis on the 
spreading codes by examining their all possible 
combinations and for each of this combination the user 
symbol effect is included by considering 100 frames 
random data. 

Table III shows the code combination values resulting 
from the two allocation approaches. Here, the 
combination values are represented in hexadecimal 
format [5] which is explained using an example. Let us 
take the particular user case of a total of 5 active users in 
the system. The best code combination value for this case 
reads (6901)16. When this hexadecimal number is 
converted into its binary equivalent, it becomes (0110 
1001 0000 0001)2. This binary string has the bit value of 
“1” in its 2nd, 3rd, 5th, 8th and 16th position from the 
MSB and it implies that the combination of codes having 
the indices of 2, 3, 5, 8 and 16 (refer to Table I) produces 
the lowest CF for all possible combinations. 
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Figure 7.  Comparative CDF of crest factors. 

TABLE III. 
THE CODE ALLOCATION TABLE 

No. of active users Best combinations Optimum combinations 
1 0x0100 0x0100 
2 0x0102 0x0102 
3 0x0112 0x0112 
4 0x4806 0x0912 
5 0x6901 0x4912 
6 0x6816 0x6912 
7 0x6916 0x6916 
8 0x16E9 0xE916 
9 0x16EB 0xE917 
10 0x96EB 0xE997 
11 0xD7E3 0xE99F 
12 0xBFE9 0xE9DF 
13 0xF7F9 0xEBDF 
14 0xDFDF 0xFBDF 
15 0xFFFD 0xFFDF 
16 0xFFFF 0xFFFF 

 
 
For the same user case, the optimum combination 
displays the values of (4912)16, i.e., (0100 1001 0001 
0010)2 which means codes having the indices of 2, 5, 8, 
12 and 15 represent the code combination with the lowest 
CF value resulting from the optimum allocation 
approach. Again, if we move to the next user case and 
check the optimum combination value, we find that it 
shows (6912)16, which when converted to binary is (0110 
1001 0001 0010)2. By comparing this value with that of 
the previous user case we find that only the code with an 
index of 3 has been added without any change to the 
already allocated code indices. But for the best allocation 
approach, comparing the same two user cases it is found 
that there are changes associated with more than one bit 
positions in the binary strings representing the code 
combinations. These two observations confirm the 
difference between the two code allocation approaches 
that was mentioned earlier. 

Figure 8 illustrates the comparative results of different 
code allocation approach for OBU codes. As is evident 
from this figure, sequential allocation shows very poor 
CF values at low user densities but its performance 
gradually improves elsewhere. By sequential allocation 
we refer to allocation of codes in the same order as found 
on the code set table. 
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Figure 8. Crest factor of OBU codes for different allocation method. 
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Figure 9. Comparative crest factor at low user density. 

 
That means user k is assigned the code sequence having 
the index k and so on. CF plots for the other three cases 
found in this illustration are not sequential, i.e., user 
index and code index are necessarily not the same. In this 
respect, the worst allocation corresponds to those code 
combinations which yield maximum CF. This finding 
came up when different combinations were being tested 
for CF comparison. It is understandable that these are the 
least desired combinations. The unintended presence of 
these code combinations can be eliminated by avoiding 
random code allocation. 

Now, the last two graphs of Fig. 8 are of special 
interest as they correspond to best and optimum code 
allocation approaches. Compared to sequential allocation 
approach, both of them show an improvement in 
performance. Specifically in the region of low user 
density their superiority over sequential approach is 
noticeable. It is interesting to notice that optimum 
combination approach demands less computational and 
implementational overhead compared to best allocation 
approach and yet demonstrates almost the same 
performance.  

Best code combinations formulated from WH codes 
have been reported before [5, 9]. Since the problem of 
WH codes is to generate higher peaks at low user density, 
we decided to perform a relative CF comparison of best 
code combinations of OBU and WH codes focusing on 
relatively lower number of total active users.  For this 
simulation, we chose a user density of <=37.5% and 
compared the complementary CDF of CF of those two 
best code combinations as shown in Fig. 9. From this 
figure, we find that best combinations of OBU codes 
perform better than the corresponding WH best code 
combinations. 

Finally, Fig. 10 shows the comparative BER depicting 
the effect of power amplifier non-linearity on the peak 
produced by the two best combination spreading codes. 
The BER simulation was carried out by concentrating on 
the region of low user density by selecting the case of 4 
active users. Two different level of amplifier OBO, i.e., 
3dB and 6dB were investigated, and for both the cases the 
results show that the best combinations of OBU codes are 
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Figure 10. Comparative bit error rate 

 
less affected by amplifier non-linearity than the 
corresponding WH best code combinations.  From these 
results, it is obvious that selected code subsets from the 
OBU code set exhibit better performance than WH code 
subset. 

VI. CONCLUSIONS 

Multicarrier systems often possess high peaks in their 
time domain signal that may lead to non-linear 
amplification and there by cause severe BER degradation.  
CF is a parameter that quantifies the peaks in a signal and 
with the help of this parameter, we analyzed the 
comparative performances of WH codes and OBU codes 
in the context of an MC-CDMA system that uses a non-
linear amplifier and works under the influence of an 
AWGN channel. We found that in a single user scenario 
the OBU codes produce lower CF values than WH codes.  

And for a multiuser environment, when spreading 
codes are applied in a sequential manner, the OBU codes 
show decreasing CF with increasing user density. Being, 
motivated by the approaches of [5, 9], we constructed 
code allocation tables by selecting low CF producing 
code subsets. In this context, we also introduced the 
optimum allocation approach that minimizes system 
complexity yet achieves good performance. Our 
analytical and simulation results showed that selected 
code combinations from the OBU code set exhibit better 
performance than corresponding WH codes. On the basis 
of our study results and the fact that OBU code and non-
linear phase Walsh like orthogonal codes give better 
performance than WH codes in conventional single 
carrier CDMA systems [10, 11], we affirm that for 
multiuser MC-CDMA systems, use of specific OBU code 
combinations as spreading codes can lead to considerable 
reduction in CF and thus result in improved system 
performance.  

The code allocation table only considers increase in 
user cases. In case of decrease in the number of users 
some codes will be released. It is important to consider 
this scenario also in order to have a more efficient and 
practical code allocation procedure. We consider it as a 
scope of future work.  
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Abstract—A mobile ad hoc network is a collection of 
autonomous nodes that communicate with each other by 
forming a multi-top wireless network. Different from 
conventional wireless networks, the resource of the nodes in 
ad hoc networks is limited and there may be tens of 
thousands of low-power energy constrained nodes in ad hoc 
networks. As such, the costs of the nodes resource and the 
network size should be taken into consideration when 
constructing a group key agreement protocol in the ad hoc 
networks. In this paper, an efficient and scalable group key 
agreement protocol based on layer-cluster group model for 
mobile ad hoc networks was proposed. In this protocol, 
multi-linear map is employed on layer-cluster structure to 
establish and allocate group key. So that it can not only 
meet security demands of larger mobile ad hoc networks 
but also improve executing performance.  
 
Index Terms—ad hoc networks, layer-cluster, group key 
agreement, multi-linear map 
 

I. INTRODUCTION 

 Wireless ad hoc networks are becoming 
progressively popular as they have the ability to form 
“on the fly” and can dynamically handle the joining or 
leaving of nodes in the network. However, the use of 
wireless links gives chances to attacks ranging from 
passive interception, replaying, and data interpolation, 
denial of service and identity forgery. In addition, 
wireless ad hoc networks usually operate in a wide open 
space and their topologies change frequently, so that the 
nodes are prone to be compromised. Because of these 
attacks, security measures should be adopted to protect 
the ad hoc communications.  

Most security requirements, such as privacy 

authenticity and integrity, can be addressed by building 
upon a solid key management framework [1]. A secure 
group key agreement is the prerequisite for the security 
of these primitives, and thus essential to achieving secure 
infrastructure in ad hoc networks.  However, the larger 
size of the group and the dynamic character of group 
changes pose a challenge on group key management 
research for wireless ad hoc networks. 

Nodes in wireless ad hoc networks are usually low 
power devices that run on batter power and become 
unusable after failure or energy depletion. As a result, 
there is a need to employ energy-efficient group key 
agreement protocol in order to increase the overall 
network longevity. 

Furthermore, given the potentially large number of 
mobile devices, scalability becomes another critical issue. 
The scalability problem can be solved by partitioning the 
communicating devices into subgroups, with a leader in 
each subgroup, and further organizing the subgroups into 
hierarchies [2]. 

 In this paper we propose a new group key agreement 
protocol , aimed at addressing a lightweight and 
fast solution in ad hoc networks. In protocol , the 
network is partitioned into several clusters to construct h 
layers. On this layer-cluster model, multi-linear map is 
employed to establish group key which can not only 
meet security demands of mobile ad hoc networks but 
also reduce the communication costs.  

LCML
LCML

The rest of this paper is organized as follows. In 
section II, we discuss related works on group key 
agreement protocols for ad hoc networks. Section III 
presents our key agreement protocol. In section IV, the 
security of the proposed protocol is discussed. We discuss 
the performance in section V, and conclude the paper in 
section VI. 
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wireless ad hoc networks has received a significant 
amount of attention in literature. Since the foundational 
Diffie-Hellman (DH) protocol [3], several other 
protocols have been proposed for the group case. The 
first group key agreement protocol known as ING 
protocol was proposed by Ingemarsson et al. [4] in 1982. 
Following their work, Steiner et al. [5, 6, 7] proposed a 
family of protocols known as Group Diffie-Hellman 
(GDH.1, GDH.2 and GDH.3). In these protocols, the last 
group member servers as a controller and performs most 
of the computation on behalf of other group members in 
the group, therefore it needs more energy compared with 
other group members. Due to the limitation of the nodes 
energy the GDH protocol is inappropriate to the ad hoc 
networks. Kim et al. extended the work of a tree-based 
key agreement scheme by Perrig [8] to design a 
Tree-Based Group Diffe-Hellman (TGDH) protocol in 
[9]. Compared with GDH, it scales down the number of 
exponentiations and received messages required by the 
last group member to avoid excessive computational and 
communication costs required by one node. But TGDH 
protocol still requires each group member to perform 
large modular exponentiations and transmit/receive large 
messages.  So the TGDH protocol is also inadequate for 
ad hoc networks. Kim et al. also proposed another 
tree-based key agreement scheme named as STR [10], 
which is quite similar to TGDH. In 2005, an efficient 
GKA protocol for low-power mobile devices was 
proposed by Cho et al [11]. However, this protocol 
requires a special member Un to perform high 
computation on behalf of other members in the group. In 
the same year, Teo et al. [12] proposed an 
energy-efficient and scalable group key agreement 
scheme named as C-H protocol, which claimed that it is 
adapted to the large ad hoc networks. Although the C-H 
protocol logarithmically scales down the number of 
exponentiations, it increases the communication costs, 
compared to the GDH protocol and TGDH protocol. 
Based on their work, Zhang et al. [13] proposed a new 
protocol CH-ECC. In this protocol, the elliptic curve 
cryptosystem is employed by circular hierarchical group 
model to establish group key. So that it scales down the 
costs of communication. However the scalability 
problem is not taken into account in this protocol.  

In order to solve the scalability problem, Jason H. et al. 
proposed a scalable key management and clustering 
scheme for ad hoc networks [2]. In this protocol, the 
communicating devices are divided into subgroups, with 
a leader in each group, and then organizing the 
subgroups into hierarchies. On this hierarchic structure, 
Diffie-Hellman protocol is used to establish group key. 
While this is one of the most recognized energy-efficient 
clustering protocols, its performance can be further 
enhanced.  

Dan Boneh and Alice Silverberg studied some 
questions in linear algebra and cryptography and then 
presented several applications of multi-linear forms to 
cryptography [14].  

Now, we give a definition of a  multi-linear map. 
Let  be a cyclic additive group of prime order and 

 be a cyclic multiplicative group of same order . 
We assume that the discrete logarithm problems (DLP) in 
both and are intractable. A map  is a 

 multi-linear map if it satisfies the following 
properties [14]: 

d
1

2

)

2z G∈

G p

2G p

1G 2G 1: de G G→
d

1. Multi-linear: For  

and ,  

*
1,..., d pa a Z∀ ∈

*
1 1,..., dP P G∀ ∈ 1 ...

1 1,..., 1,...,( ) ( ) da a
d d de a P a P e P P=

2. Non-degenerate: if   is a generator of 
then  is a generator of ; 

1P G∈

1G ,...,(e P P 2G
3. Computable: There exists an efficient algorithm to 

compute for . 1,...,( )de P P *
1 1,..., dP P G∈

Based on their work [14], some group key 
management protocols were proposed [15, 16]. A 
common advantage of those protocols is that the 
one-round multi-party key exchange can be easily 
performed. In addition the security of those protocols 
always based on the Decisional Multi-linear 
Diffie-Hellman problem and Decisional Multi-linear 
Diffie-Hellman Assumption.  

Definition1. The Decisional Multi-linear 
Diffie-Hellman (DMDH) problem is given 

and , to decide whether 1 2 1, , ,..., dP a P a P a P+（ ）

1 2 1...( , ,..., ) da a az e P P P +=  or not. 
Definition2. Decisional Multi-linear Diffie-Hellman 

Assumption claims that for any polynomial time 
algorithm  and any , the advantage 

of  in solving the Decisional 
Multi-linear Diffie-Hellman problem is negligible, where 

 is the probability that  can distinguish 

T 1d >

, ( )T dDMDH t T

, ( )T dDMDH t T
1 2 1...( , ,..., ) da a ae P P P +  from 2z G∈ . 

Although Dan Boneh and Alice Silverberg point out 
those multi-linear maps is hard to build we believe that 
this issue can be solved by new techniques soon.  

III. LAYER-CLUSTER KEY AGREEMENT 
PROTOCOL 

A. Notation and Terminology 
We use the following notation throughout the rest of 

this paper: 
h: total number of layers in the group model; 
Li; ith layer for i∈[0,…,h-1] in the group model; 
n: group size i.e. the total number of the nodes in the 

group model; 
n1: total number of subgroups when the group size is 

n; 

iLtsg : total number of subgroups at layer Li; 
( )iL
jSG : jth subgroup at layer Li ( j∈[0,…, 

iLtsg -1]); 
( )i

j

L
SGU : subgroup controller of the jth subgroup at layer 

Li; 

iLub : the upper bound of the size of subgroup at layer 
Li; 
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iLlb : the lower bound of the size of subgroup at layer 
Li; 

( )Li
jSG

t : total number of subgroup members in jth 

subgroup at layer Li, ( )Lii ij
L LSG

lb t ub≤ ≤ ; 

( )
( , )

iL
j kU : kth member of Li and it in subgroup ( )iL

jSG  ( k

∈[0,…, -1]); ( )

1

0

Li

Li
j

tsg

SG
j

t
−

=
∑

{m}e: a symmetric key encryption scheme; 

B. Description of layer-cluster group model  
In order to secure group communication for a large ad 

hoc network containing n users, the proposed protocol 
( ) adopt a layer-cluster group model as shown in 
Fig.1.  

LCML

Denote the highest layer as L0 while the lowest layer 
as Lh-1. In the layer-cluster group model each layer Li (i
∈[0,…,h-1]) consists of subgroups denoted as ( )iL

jSG (j

∈ [0,…, 
iLtsg -1]) and each subgroup ( )iL

jSG  have 

some subgroup members denoted as ( )
( , )

iL
j kU , in which k 

represents the position of the subgroup member at the 
layer Li. The size of subgroup ( )iL

jSG  is restricted by a 
lower and an upper bound. Each layer has one lower and 
upper bound which will be used across all the subgroups 
in that layer. And each layer can has different a pair of 
bound. Denote the minimum 

iLlb  among all 
iLlb  (i∈

[0,…,h-1]) as and the maximal minlb
iLub  among all 

iLub (i∈ [0,…,h-1]) as  in layer-cluster group 
model. Further the subgroups in each layer should be 
disjoint. 

maxub

 

 

 

 

 

 

 

 
Fig.1. An illustration of the layer-cluster group model with h=3 

In the layer-cluster group model a cluster is 
represented by a subgroup and a cluster member is 
represented by a subgroup member. In each subgroup all 
the subgroup members are arranged in a ring and let the 
subgroup member which represents the cluster head be 
the first member. Each subgroup ( )iL

jSG  is managed by 

a subgroup controller ( )i

j

L
SGU  who is also the first 

member of that subgroup, i.e. =1

( )
0

( )

( ,   1)

i
j

LiSGss

L

j t
U −

=

+∑
( )i

j

L
SGU  ( j∈

[1,…, 
iLtsg -1]). The subgroup controller of all the 

subgroups in layer Li except the highest layer Li≠L0  join 
the layer Li-1. So the subgroup members ( )

( , )
iL

j kU  in each 
layer except the lowest layer Li≠Lh-1 are also subgroup 
controllers  of subgroup  at the next 

layer L

1( )i

k

L
SGU + 1( )iL

kSG +

i+1, i.e. ( )
( , )

iL
j kU = .  1( )i

k

L
SGU +

C. Group key agreement protocol based on 
layer-cluster group model 

In this section, we propose a new group key 
agreement protocol ( ) based on layer-cluster 
group model for ad hoc networks. This protocol 
comprises three phases as follows: 

LCML

1:Phase  the proposed protocol  starts at the 
lowest layer L

LCML
h-1. The process of subgroup key agreement 

in subgroup  at the lowest layer L1( )
0

hLSG −
h-1 is described 

in details as follows: 
1. Every subgroup member  of subgroup 

 chooses an integer  randomly as its 
private key.  

1( )
(0, )

hL
kU −

1( )
0

hLSG − *
(0, )kr Z∈ p

2. Every subgroup member  computes its 

public key  and broadcast it to subgroup .  

1( )
(0, )

hL
kU −

(0, )kr P 1( )
0

hLSG −

3. After subgroup member  obtain all public 

keys of other subgroup members in  it can 
compute subgroup key  as follows:  

1( )
(0, )

hL
kU −

1( )
0

hLSG −

( )1
0

LhSG
K −

(0, )
( )1 ( )10 0

(0,0) (0, 1) (0, 1) (0, 1)( ,..., , ,..., ) k
Lh LhSG

r
k k tSG

K e r P r P r P r P−
−

− + −=

    
since 

(0,0)
( )1 ( )10 0

(0,1) (0,2) (0, 1)( , ..., )Lh LhSG

r
tSG

K e r P r P r P−
−

−=

(0,1)

( )1
0

(0,0) (0,2) (0, 1)( , ..., )
LhSG

r
te r P r P r P

−
−=  

L0 

(0, )

( )1
0

(0,0) (0, 1) (0, 1) (0, 1)( ,..., , ,..., ) k

LhSG

r
k k te r P r P r P r P

−
− + −=   

 
( 0,0) (0,1) (0, 1)( )1

0

...

... ( , ,..., )
t LhSG

r r r

e P P P
−−

= =

L1 

According to similar methods mentioned above, other 
subgroups at the lowest layer Lh-1 can obtain their 
subgroup keys respectively. 

L2 

cluste cluster 
b

cluster 
h d

2 :Phase  Each subgroup member ( )
( , )

mL
j kU  of 

subgroup  at the layer L( )mL
jSG m (m∈[h-2,…,0]) will 

run the subgroup key agreement protocol similar to 
Phase1 to obtain its subgroup key . Because the 

subgroup member 

( )Lm
jSG

K

( )
( , )

mL
j kU  is also the subgroup controller 

 of subgroup  at the next lower layer 

L

1( )m

k

L
SGU + 1( )mL

kSG +

m+1, so each subgroup member ( )
( , )

mL
j kU  possesses the 

subgroup key  of the subgroup  at the 

layer L

( )1Lm
kSG

K +
1( )mL

kSG +

m+1. Therefore in the phase2 each subgroup 
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member ( )
( , )

mL
j kU  will use the hash value of the subgroup 

key  as its private key to compute the subgroup 

key , instead of choosing a new integer randomly. 

This phase continues until all subgroup members 

( )1Lm
kSG

K +

( )Lm
jSG

K

0( )
(0, )

L
kU  

in the subgroup 0( )
0

LSG  obtain the final group 
key .  ( )0

0
LSG

K K=

3 :Phase Each subgroup member  at the highest 
layer L

0( )
(0, )

L
kU

0 encrypts the final group key  using 

the subgroup key  of subgroup 

( )0
0

LSG
K K=

( )1L
kSG

K 1( )L
kSG  and 

broadcast  to its respective subgroup 
( )1

{ }
LSGk

KK 1( )L
kSG  

at the layer L1. 
At the layer Lm for m∈[1,…, h-2] each subgroup 
( )
( , )

mL
j kU  first decrypts the encrypted message received 

from its subgroup controller  who belongs to a 
subgroup in the layer L

( )m

j

L
SGU

m-1 and concatenated its subgroup 
key  follow the decrypted message. Because the 

subgroup member 

( )Lm
jSG

K

( )
( , )

mL
j kU  is also the subgroup controller 

 of subgroup  at the next lower layer 

L

1( )m

k

L
SGU + 1( )mL

kSG +

m+1, so each member ( )
( , )

mL
j kU  can encrypts the message 

using the subgroup key and broadcast the 

encrypted message to its respective subgroup  
at the layer L

( )1Lm
kSG

K +

1( )mL
kSG +

m+1. This process will end when all 
subgroup members 1( )

( , )
hL

j kU −  at the lowest layer Lh-1 have 
obtained the final group key and the corresponding 
subgroup keys by decrypting the encrypted message 
received from its subgroup controller 1( )

( , )
hL

j kU −  who 
belongs to a subgroup in the layer Lh-2. 

D. Re-Keying Operations 
1. Member joins. When a new node Un+1 wants to join 

the group and there existing a subgroup  
contains less than subgroup members at the lowest 

layer L

1( )hL
jSG −

1hLub
−

h-1, then the node Un+1 join this subgroup . 
This subgroup will run the subgroup key agreement 
protocol to get the new subgroup key. And the 
corresponding subgroups at the layer L

1( )hL
jSG −

m (m [∈ h-2,…,0]) 
above this subgroup will also run the subgroup key 
agreement protocol to update their corresponding 
subgroup key. After updating of group key K, all the new 
subgroup keys and the new group key K will be 
broadcasted down the layers to corresponding subgroup 
members securely using symmetric key cryptography.  

If all the subgroup  at the lowest layer L1( )hL
jSG −

h-1 

contains subgroup members, then construct the 
layer-cluster group model again and run the  

protocol to establish and allocate new group key. 

1hLub
−

LCML

2. Member leaves. Let 1( )
( , )

hL
j kU −  be a subgroup member 

who wants to leave the subgroup . In this 

subgroup, other subgroup members 

1( )hL
jSG −

1( )
( , )

hL
j tU − (t≠k), after 

receiving the leaving requirement from subgroup 
member 1( )

( , )
hL

j kU − , will delete the information of subgroup 

member 1( )
( , )

hL
j kU −  and run the subgroup key agreement 

protocol again to refresh the subgroup key . 

Moreover, all the corresponding subgroup keys above 
this subgroup will be updated. And then all new keys will 
be broadcasted down to corresponding subgroup member 
securely. 

( )1Lh
jSG

K −

IV. SECURITY ANALYSIS 

The security of protocol  is based on 
decisional multi-linear Diffie-Hellman assumption and 
the security of the symmetric key encryption scheme.  

LCML

In the subgroup key agreement protocol, every 
subgroup member broadcast its public key to the 
subgroup. So every subgroup member can obtain other 
subgroup member’s public keys in the subgroup to 
compute the subgroup key by using DMDH assumption. 
Obviously the security of subgroup key agreement is 
based on DMDH assumption. Assume that the adversary 
want to get the subgroup key, he need to extract the 
subgroup member’s private key from its public key in 
which is equivalent to solving an instance of discrete 
logarithm problem. Obviously the adversary can not 
obtain any private key of subgroup member then it can 
not obtain the subgroup key. 

In the group key agreement process the subgroup 
member ( )

( , )
mL

j kU  of subgroup  at L( )mL
jSG m (m ∈

[h-2,…,0]) uses the hash value of the subgroup key 
 as its private key to run the subgroup key 

agreement protocol. This process will end when the 
subgroup at the highest layer L

( )1Lm
kSG

K +

0 has computed its 
subgroup key K . Obviously, based on the security of 
subgroup key agreement protocol an adversary will not 
be able to obtain the subgroup key and he will 

not be able to get the subgroup key  at L

( )1Lm
kSG

K +

( )Lm
jSG

K m too.  

In the protocol , the final group K and the 
respective corresponding subgroup keys are encrypted 
and broadcasted down the layers to corresponding 
subgroup members using symmetric key cryptography. If 
the symmetric key encryption scheme is secure against 
chosen ciphertext attacks, then the adversary will not be 
able to obtain the group key unless he is able to 
successfully break the secure encryption scheme. 

LCML

Theorem1. Protocol  provides forward secure 
and backward secure.  

LCML

Proof. forward secure: Let A  be an active adversary 
who has been a member of some subgroup during some 
previous time period. Now assume the adversary A  
tries to read the subgroup traffic after he has left. A  has 
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with it the old group key and a series of corresponding 
subgroup keys. However, he can not read the subgroup 
traffic, since the protocol updates group key and all 
corresponding subgroup keys that A  previously knows. 
So the adversary A  can not read the subgroup traffic 
after he has left unless he join the subgroup again which 
provide the forward secure.   

backward secure: In  protocol, when LCML A  
joins a subgroup, this subgroup and all the corresponding 
subgroup above this subgroup will update their subgroup 
keys so the adversary A  cannot derive any previous 
subgroup key and previous group key before he join the 
subgroup. Then the adversary A  can not read the 
previous subgroup traffic before he joins the subgroup 
since he does not know any previous subgroup keys and 
the group key. According to the analysis above, the 
protocol  provides the backward secure.  LCML

V. COMPLEXITY ANALYSIS 

We compared the computational overhead and 
communication costs of our proposed protocol with 
TGDH, GDH and C-H [12]group key agreement 
protocols. In Table 1, the computational overhead refers 
to the number of modular exponentiations and the 
number of DMDH operations required to compute the 
final group key and the communication cost is 
represented by the number of messages transmitted and 
received. Furthermore, as mentioned in [17, 18], 
compared with the computational overhead of symmetric 
key cryptography, the computational overhead of 
modular exponentiations are several orders of magnitude 
higher. So we neglect the computational complexity of 
symmetric key encryption/decryption as compared to 
modular exponentiat -ions. In table 1, the notation c 
refers to the number of members in each subgroup in 
protocol C-H and the notation h is presented the number 
of layers or the height of the tree. Furthermore, the users 
refer to the all subgroup members in each subgroup 
across the lowest layer Lh-1.  

For TGDH protocol, it requires each user to perform 
2h modular exponentiations, send and receive h 
messages respectively. In the TGDH protocol the height 
of the tree is  however the number of layers 
in the  protocol is

2logh = n
nLCML

min 1loglbh ≤ . For example, 
for a group size n=220=1048576, the height of the TGDH 
tree is  while the number of layers in 

 protocol is  with n

20
2log 2 20h = =

LCML 15
8log 2 5h ≤ = 1= 32768, 

=8 and . Compared with TGDH protocol, 
the proposed protocol  reduces the computation 
cost and the messages need to send. 

minlb max 32ub >
LCML

As shown in Table 1, the C-H protocol requires each 
user to perform three modular exponentiations, transmit 
two messages and receives c+2 messages. A subgroup 
member in the (m∈[1,…,h-2]) has to compute 
3(h-m) modular exponentiations, transmit 3h-3m-1 
messages and receive (h-m)(c+1)+1 messages 
respectively. While a subgroup member in 

the

( )mL
jSG

0( )
0

LSG requires to perform 3h modular 
exponentiations, send 3h-1 messages and receive h(c+1) 
messages. Compared with TGDH, the C-H protocol 
scales down the number of exponentiations and the 
transmitted messages, but increases the number of 
received messages. In our proposed protocol, each user 
requires to perform one modular exponentiation and one 
DMDH operation, transmit one message and receive less 
than 

1hLub
−

messages. A subgroup member in the 

(m∈[1,…,h-2]) has to compute h-m modular 
exponentiations and h-m DMDH operations, transmit 
2(h-m)-1 messages and receive less than 

( )mL
jSG

max ( )ub h m−  

messages respectively. While a subgroup member in 
the 0( )

0
LSG requires to perform h modular exponentiations 

and h DMDH operations, send 2h-1 messages and 
receive less than max( )ub h 1−  messages. Obviously, our 
proposed protocol  scales down the 
communication costs as compared to the C-H protocol. 

LCML

 

TABLE 1 

COMPUTATION AND COMMUNICATION COST 

 Exp. DM
DH 

Messages 
sent 

Messages  
to be  

received 
TGDH 2h 0 h h 

U -U 3 0 2 3 n-21

Un-1 2 0 1 2 GDH
U n n-1 0 1 n

0( )
0

LSG  3h 0 3h-1 h(c+1) 
( )mL
jSG m∈

[1,…,h-2]
3(h-
m) 0 3(h-m)-1 (h-m)(c+1)+1C-H 

users c+2 3 0 2 
0( )

0
LSG  h h 2h-1 max( )ub h≤ −1  

( )mL
jSG m∈

[1,…,h-2]
h-m h-m 2(h-m)-1 max ( )ub h m≤ −LCML

 

 
1hLub
−

≤1 1 1 users 

VI. CONCLUSION 

In ad hoc networks, secure group key agreement 
protocols play a key role. They are one of the most 
crucial technologies for ad hoc networks. However, most 
existing group key agreement protocols require either 
centralized key servers or expensive public key 
operations, which make them unsuitable for ad hoc 
networks. In this paper, we proposed a new group key 
agreement protocol based on DMDH assumption and 
layer-cluster group model. Compared with TGDH, GDH 
and C-H group key agreement protocols, the proposed 
protocol  improve the executing performance. 
So it is more suitable for ad hoc networks. 

LCML
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Abstract— Wireless networks are a growing technology due 
to its ability to receive data in areas where it is very hard to 
plug-in using wires. TCP Reno assumes in his congestion 
algorithms that the packet loss is the major cause of 
network congestion. In wireless networks, this is not correct 
because having a high bit error rate leads also to a packet 
loss. Link layer approach is one of the most efficient 
proposed solutions to maintain TCP over wireless networks. 
For example, having hybrid ARQ type 1 with Fano 
decoding, which is an error correction technique, is very 
appropriate and is of concern in wireless networks due to its 
capability of offering decoding steps, which are dependent 
to the channel state. In this paper, we propose a novel 
queuing model to see the effect of employing Fano decoding 
on the buffer of wireless access or end points since it is a 
very effective network parameter and cannot be neglected.  
Our queuing model is concerned not only about those 
departed packets after being decoded using Fano algorithm, 
but also the way packets arrive to the wireless access or end 
point systems. An analytical study has been conducted to 
derive a general form expression for the average number of 
packets residing in the system’s buffer.  On the other hand, 
a simulation study using programming language has been 
performed to validate our analytical results.  
 
Index Terms— Expected queue size, Fano decoding, partial 
decoding, queuing analysis and simulation, TCP 
performance.  

I.  INTRODUCTION 

Wireless networks have become very popular 
nowadays for a lot of reasons, most importantly the 
flexibility to set up a network where it is difficult using 
wired networks.  TCP (transmission control protocol) is 
the main protocol to deliver the service with 
completeness, no errors, and fast delivery enhancements. 
It was originally designed for wired networks.  TCP Reno 
is the typical congestion control mechanism that is 
implemented by end hosts.  TCP congestion schemes 
limit the connection throughput by interpreting the loss of 
the packet as an indication of congestion [1], [2]. This is 
correct for wired networks where the transmission media 
is noiseless, but in wireless networks the media is noisy 
by nature [3].  Even low BER (bit-error-rate) may 
generate packet loss as a result of DUP ACKs (duplicate 
acknowledgments) and timeout.  Consequently, the 

sender, which is not wireless-aware, shrinks its 
congestion window due to a congestion mark 
understanding.  Hence, multiple corrupted packets may 
decrease the sending rate of the TCP sender dramatically.  

 
The following are the major approaches that have been 

done to improve TCP over wireless networks [4]: Split 
mode, Snoop protocol, and link layer.  In the split mode, 
there are two separate TCP streams. In this approach, a 
certain packet may be acknowledged by the access point 
without reaching its destination. This violates the 
semantic of TCP as being an end-to-end scheme [2].  This 
further leads to extra overhead for wireless access points 
by adding a new layer (i.e., transport layer) to manage 
that. In snooping protocol, the idea of ELN (explicit loss 
notification) has been introduced [5]. This is done by 
activating an ELN flag in the TCP header to distinguish 
DUP ACKs received by sender. It is set when these DUP 
ACKs come as a result of a noisy environment. In this 
case, the congestion algorithms will not be invoked and 
the congestion window will be kept large. It works 
efficiently only when the error rate is low [6].  Moreover, 
it has a limitation of possibly false notification, especially 
when there are multiple packets lost in a window [6]. In 
the last approach, a set of algorithms have been 
associated with ARQ (automatic repeat request) (i.e., 
hybrid ARQ of type 1) to enhance the TCP performance 
over wireless networks through the MAC (media access 
control) sub-layer of wireless access and end points and 
most importantly the convolutional decoding algorithms 
[4]. These decoding algorithms are considered error 
detection and correction algorithms and are of interest in 
wireless networks much more than the CRC (cyclic 
redundancy check) error detection technique. In this 
paper, we investigate the last approach from a queuing 
point of view. In other words, we study the effect of 
employing decoding algorithms on the buffer of access or 
end points since it is a very important network parameter 
and may affect the network performance badly if it is not 
taken into consideration.   
 

Convolutional codes are a category of channel coding 
that are described by adding extra bits to the original data 
for bit flipping prevention over a noisy channel [7].  A 
convolutional coder includes L-stage shift register and x 
codeword blocks modulo-2 adders [8]. Hence, it has a 
constraint length of L. There are two important decoding 
(error detection and correction) algorithms for 
convolutional codes, the maximum-likehood decoding 
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(Viterbi's algorithm) and sequential decoding [8]. These 
algorithms increase the ratio of good packets to the total 
number of received packets. Moreover, they may 
decrease overall message latency since correcting 
corrupted packets helps to reduce the number of 
retransmissions and accordingly network congestion. 
Consequently, the TCP performance over wireless 
networks is improved. Convolutional coding with Viterbi 
decoding is very popular and is considered the 
predominant FEC (forward error correction) technique 
that is widely employed in satellite and mobile 
communications [8], [9].  It is characterized by affording 
a fixed decoding time. Therefore, it is unable to provide 
faster decoding for a received codeword sequence that 
ontains fewer errors.   c

 
Fano decoding was developed by Fano [9] and came 

as an efficiency improvement to a sequential decoding 
algorithm that was developed by Wozencraft [9]. Fano 
algorithm has advantages over Viterbi decoding 
algorithm because it is operated at a variable decoding 
rate and has computational and storage requirements that 
grow linearly as a function of the constraint length rather 
than exponentially as the case of Viterbi decoding [10]. 
Moreover, it has been proven that under high SNR 
(signal-to-noise ratio), the Fano decoding consumes less 
power than the Viterbi algorithm [11]. Actually, the 
complexity of Fano algorithm becomes dependent on the 
channel state (noisy or pure) [10], [12], and [13]. The 
brief description of this algorithm is as follows [10]: 
Once the codeword sequence is received by the decoder, 
a comparison is made with the codeword allowed by the 
decoder according to the encoder state diagram. Each 
codeword sequence is divided into groups where each 
group consists of m digits. Fano algorithm works in a way 
similar to the code tree. It chooses the path for which the 
sequence group has the shortest hamming distance (i.e., 
difference in bits between encoder output and the 
received sequence group is minimum).  This process is 
repeated until groups end. If a lot of errors appear through 
this process then it becomes impossible to have a match 
for the received sequence.  This is an indication that the 
wrong path is chosen. Thus, back and forth steps have to 
be done to avoid getting an accumulatively high number 
of errors.  

 
It is well known that every intermediate hop has a 

buffer to absorb the variable packet processing rate. In 
this paper, we propose a new queuing model that 
describes packet arrivals and departures of a wireless 
system uses Fano decoding. The maximum decoding time 
has to be variable since it depends on how high the 
percentage of errors is. In our queuing model, the decoder 
is described as having not only an upper variable 
decoding limit (T), but also a lower variable decoding 
limit (K). The minimum decoding time of Fano decoding 
is also variable (i.e., not constant) since it depends on 
how low the percentage of errors is. We consider in our 
queuing model that the channel state is also variable. 
Having a Fano decoder with upper and lower operating 
decoding limits that are variable and adaptive with the 

channel state is very efficient and suitable for noisy 
media such as wireless networks. Furthermore, it gives 
generality for our system in terms of queuing theory. Our 
major aim of this queuing model is to find a closed form 
expression of the average number of packets waiting in 
the system’s buffer. The system is assumed to be of 
infinite capacity. Hence, it becomes very necessary to 
find the average number of packets in the buffer waiting 
to be served so that it can be selected as a value to be 
operated on. It is clear that the value of system capacity 
(buffer size) cannot be chosen randomly since choosing 
too large or too small may degrade the performance of 
the system significantly.  The average packet waiting 
time increases when the system capacity gets large. Thus, 
many retransmissions may occur due to a timeout limit 
from the sender side although there is no packet loss.  On 
the other hand, many retransmissions may occur due to 
packets being discarded because of small system 
capacity. Hence, choosing a suitable buffer size may also 
improve TCP performance over wireless networks. Our 
queuing model works with not only Fano decoding, but 
also any other decoding algorithm of variable complexity 
such as Low-density parity-check and Turbo decoders. 
We also provide an expression of the maximum possible 
packet arriving probability in order to keep the decoder’s 
buffer stable, which then is verified through the results of 
our general form expression of the average buffer size. 
Moreover, we simulate our proposed queuing model 
using Matlab programming to validate our analytical 
observations and results. To the best of our knowledge, 
our queuing model, analysis, simulation, and results are 
completely new and there is no similar work to ours. 

II.  ANAYTICAL STUDY 

In our analytical study, we provides details about the   
system model, system assumptions and probability state 
transitions, system steady-state transition probabilities, 
and system analysis that are very helpful to recognize our 
proposed general form expression for the average queue 
size.  

A.  System Model 
 

To model the system (decoder and queue), a discrete-
time Markov chain is used. A Markov chain is a 
stochastic process [14] (bunch of random variables) with 
a very limited memory [14]. However, in our model, the 
time is portioned into equal time slots where at least a 
packet is allowed to arrive in any arbitrary time slot. 
Hence, Bernoulli process is the best to describe arriving 
packets. The arriving probability arrives with probability 

)(λ  and does not with probability ).1( λ−  The decoder 
can start decoding a packet after its arrival immediately 
on the succeeding slot if there are no packets waiting in 
the queue. Since Fano algorithm offers variable decoding 
time which is dependent to the channel state, Pareto 
distribution, which is a heavy-tailed distribution, is 
considered to be the best to describe the decoding time 
[15]-[17]. In this distribution, there is a parameter called 

).(β  When the value of this parameter gets high, the PDF 
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To describe the behavior of Fano decoding using 
queuing theory with high level of generality, the Pareto 
parameter, packet arriving probability, maximum 
decoding limit, and minimum decoding limit should be 
variable. We have already introduced elementary 
analytical results for the average buffer size but for the 
special case where at least four decoding time slots are 
required to finish decoding [24]. In this work, we start 
first by assuming that packets need at least two decoding 
time slots to finish decoding (i.e., minimum decoding 
limit) as shown in (1) and (3). Consequently, we become 
able to generalize our close form expression for the 
average buffer size to be a function of upper variable 
decoding limit (T), channel condition , packet arriving 
probability

)(β
)(λ  in addition to lower variable decoding 

limit (K), which is presented in subsection  E. We present 
in this work to the extent level details of how to reach 
that general form.  It is important to state that the number 
of state probabilities increases when the upper variable 
decoding limit (T) increases (as shown in Fig. 1) while it 
is not the case for lower variable decoding limit since it 
has just a relation with 

(probability density function) of Pareto distribution goes 
to zero early. From the decoder side, this means 
dispatching low decoding time. On the other hand, when 

)(β gets low, the PDF goes to zero late. Considering 
decoder side, this implies dispatching high decoding time.  
Hence, we can take advantage of that by connecting 

)(β to the SNR of the channel [12], [18]. Thus, when 
SNR is high, this indicates we have low noise power. 
Therefore, low decoding time is required. We will lose 
the system’s generality if this lower decoding time is 
considered to be fixed as assumed in [19]. However, 
when SNR is low, this implies that the noise power is 
high. Thus, high decoding time is needed. However, once 
a packet reaches that upper bound decoding limit and 
needs more, it is considered to be partially decoded and 
lost which is the same as assumption used in [19]-[21]. 
One way of recovering those packets is to resend them 
during the slots follow immediately getting partial 
decoding [20], [22].        
 
B.  System Assumptions and Probability State Transitions 
 .jμ  Therefore, the step 

transitions always get different when that lower limit is 
changed. 

The states of this discrete-time Markov model are 
represented by (n, j) as employed in [19], [23], where n 
describes the number of packets in the system including 
the packet being decoded, and  j stands for the number of 
slots elapsed in decoding the packet currently in service. 
We assume two major notations to understand the 
probability state transitions shown in Fig. 1. The 
probability that the decoding process is completed in j+1 
slots is referred to and the probability that the 

decoder finishes decoding in j+1 slots given that 
decoding takes more than  j slots is notated as

 
According to our initial assumption saying that any 

packet needs at least two decoding slots, 
                                           (5) .00 =F

.01

1+jc

.jμ Thus, 

the conditional probability is: 

.
)1(

1

j

j
j F

c
−

= +μ                                (1) 

Where  refers to the distribution of decoding time 
and it can be represented as follows: 

jF

 
),(1 rFj jTPF −=                     (2) ,1 Tj ≤≤

Where  is the slot duration and assumed to be 1, T is 
the maximum decoding slots allowed for decoding. 
Hence, 

rT

.
2

}Pr{)(
β−

⎟
⎠
⎞

⎜
⎝
⎛=>=

jjtjPF
                  

(3) 

Note that the decoding time of Fano decoders has the 
Pareto distribution where β  is called the Pareto 
parameter and it is a function of SNR [1], [20] of the 
wireless channel which means that if SNR gets low, then 
the wireless channel gets worse. However,  represents 
the minimum decoding time needed by the decoder to 
decode a packet.  

2

.2,
2

≥=∑
=

jcF
j

i
ij                             (4) 

=F

,)1(1
2

1∏
=

−−=−
j

i
ijF μ .2≥j

jc

⎩
⎨
⎧ ≤≤−

= −

Otherwise.               

TjFF
c jj

j ,0

,2,1

jnp ,

                                           (6) 
It can clearly be shown that, 

                       (7) 

And the probability is given by 

                       (8) 

C.  System Steady-state Transition Equations 
 

All states found in Fig. 1 are neither transient nor null 
recurrent. Thus, stationary (limiting, equilibrium, or 
steady-state) probabilities exist [14].  Let is the 
probability that the decoder has n packets in its queue 
including the packet being decoded which is in the jth slot 
of decoding. Accordingly, the steady-state transition 
equations are given below. 

,)1()1(
1

1
,10,00,0 ∑

−

=

−+−=
T

j
jj ppp λμλ

              
 (9) 

,0,0 =jp
                                   

 (10) 

[ ] ,)1( 0,0

1

1
,2,10,1 pppp

T

j
jjj λλλμ +−+=∑

−

=             
(11)

                      
,pp 0,11,1 )1( λ−=                            (12) 
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(1-λ)

(1-λ)

λp0,0

(1-λ)(1-μ
1 )

p1,T-1
(1-λ)(1-μ

2 )

λμ
1

p1,2

(1-λ)
(1-λ)(1-μ

1 )

p2,T-1

(1-λ)(1-μ
2 )

p1,0

p2,2

p1,1

(1-λ)
(1-λ)(1-μ

1 )

p3,T-1

(1-λ)(1-μ
2 )

p3,1

p2,0

λμ
1

λμ
1

p2,1

p3,0

p3,2

 
 
 

 
,pp jjj 1,11,1 )1)(1( −−−−= μλ            (13) ,12 −≤≤ Tj 

[ ,)1(
1

1
,1,0, ∑

−

=
+−+=

T

j
jnjnjn ppp λλμ ] n,≤2              (14) 

 ,)1( 0,0,11, nnn ppp λλ −+= −                   (15) n,≤2
 

       
[ ] ,ppp jnjnjjn 1,11,1, )1()1( −−−− +−−= λλμ

                                                                                                                                                 

,12,2 −≤≤≤ Tj   n            (16) 

Taking into consideration that the conditional probability 
to finish decoding in T  slots given that at least required 

1−T  slots, which refers to 1−Tμ , is equal to one. 

D.  System Analysis 
 

According to Fig. 1, dependency between states is 
visible.  To solve the problem of discovering intelligent 
way to find the average number of packet in the queue, 
the following generating functions are defined: 

,)()()()(
1

2
100,0 ∑

−

=
+++=

T

j
j zPzPzPpzP .12 −≤≤ Tj   (17) 

Where, 

,)(
1

,∑
∞

=

=
n

n
ini zpzP               (18)       .10 −≤≤ Ti                 

and  is the generating function that denotes for the 
number of packets in the queue waiting to get served.  It 
is important to refer to the well known fact that 

[20], [25]. Thus, we can evaluate the average 
number of packets in the queue by taking the derivative 

)(zP

1) =1(P

 

 

Figure 1: Probability state transitions of decoder’s queue with maximum and minimum decoding limits of T  and  respectively. The summation of 

outgoing links of all states is equal to one. 

2

of  at )(zP 1=z  [19], [20], [25], and [26]. However, 
referring to (18), we can write 

.)(
2

0,0,10 ∑
∞

=

+=
n

n
n zpzpzP                  (19)    

Substituting (11) and (14) for  and  into (19), we 0,1p 0,np

get 
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After rewriting, we get 
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The rightmost summation can be written as 
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1
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z
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n

n
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∞

=
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(22) 

Assuming, 
.1)(  zzf λλ+−=                             (23) 

After finding the term , found at (9), 
 
in 

terms of  and substituting it along with (22) and (23) 
into (21), we find 

∑
−
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−
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Applying the fact that ,11 =−Tμ  
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For           where j=1  we have, 
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Substituting (12) and (15) into (26) yields 
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We can rewrite (27) as follows 

        
(28) 

The leftmost summation can be simplified as 

        (29) 

Hence, 

                         (30) 
Deriving an expression for j>1, 
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Substituting (13) and (16) into (31) gives 

.         
(32) 

After rearranging, we get 

                
(33)

 

 Utilizing the same principle used in (22) and (29), we get 
 

μ         (34) 
 
 
Applying (7), we recursively get 
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Substituting (35) into (24) and applying (1) yields 
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 Where,   
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Finally, we get 
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After substituting (30), (35), and (38) into (17), we get 
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We can get the value of after applying the fact 
that
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1)1( =P on (17). Hence, we get 
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Substituting z=1 into (23) and (37), and considering (4), 
we get 
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After applying L’Hospital's law just once, we conclude 
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Where, 

       
(45)

 
Thus, after substituting (44) into (40), we finally 
conclude
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The average number of packets in the decoder’s queue is 
found by taking the derivative of (39) and then 
substituting for =z
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After taking the derivative of  found at (38), we get 
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By using L’Hospital's law twice, we get 
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Taking the derivative of (37) and then substituting for 
z=1 when using (23)
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Also for the second derivative when applying further the 
fact that                                  0)( =′′ zf

Finding )1(P′  from (57), we get the general expression 
for the average buffer size with complete variable 
parameters,  
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 Hence, we finally get Where, 
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Substituting (44), (46), and (53) into (48) leads to the 
final expression of the average number of packets in the 
buffer  
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And, 

E.  Average Buffer Size with Variable Lower Bound 
Decoding Limit 
 

Due to the nature of wireless links of being 
uncontrollable and noisy (i.e., high BER) because of 
many different conditions such as multipath interference, 
urban obstacles, mobility of wireless end points, large 
moving objects, as well as weather conditions, it becomes 
interesting to derive further a new general form of 
average number of packets in the buffer of a decoder that 
is also bounded by variable K  which denotes to 
minimum decoding limit. With refereeing to our analysis 
in subsection D (where K=2) and our previous analysis 
[24] (for K=4), we conclude that (39) will be modified to 
include any value of K as follows, 
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The term will be just associated with  when 

 (for details, see how to derive (35)). When 
applying the fact that , we can get after updating 
(40) according to our previous modified equation (i.e., 
(57)) the following, 
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Moreover, 

K.j           F
j
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Kij ≥−=− ∏

=
−− ,)1(1 )1(μ             (67) 

III.  ANAYTICAL RESULTS 

Fig. 2 shows the effect of operating different upper 
bound decoding limits, packet arriving probabilities, as 
well as channel conditions on the buffer size when 
working on a value of two for lower bound decoding 
limit (notice the semilogy shape adapted). However, the 
increase in the average number of packets, when packet 
arriving probability increases, is noticed. This can be 
explained by more arriving packets than the buffer can 
serve.  The upper bound decoding limit has a noticed 
impact on the average number of packets in the buffer. 
Once this limit becomes larger, the number of packets 
waiting for decoding gets also larger. For example, the 
average buffer size, when λ  is 528.3, 5.43, and 
1.324 for T ,60,90  = and respectively (given30 ).6.0=β   
When comparing plots (a) with (b), the effect of changing 
the channel condition is shown. The decrease 
in

)(β
β means the channel gets worse. Thus, higher decoding 

time is needed. Consequently, all packets may reach the 
upper bound decoding limits and this leads to increase in 
the average number of packets waiting in the buffer.  As 
values selected from Fig. 2 to verify that, the average 
buffer size, when ,2084.0=λ  is 333 and 5.622 for 

2.β 0=  and respectively (given .  60. )5=T
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Figure 2: Average number of packets in the buffer versus packet arriving probability  for different T and)(λ . .6.0= .2.0=β   (a)  β  (b)  β  
 

Figs. 3 and 4 show the average number of packets in 
the decoder’s buffer for different lower bound decoding 
limit , upper bound decoding limit , channel 
condition 

)(K )(T
),(β and packet arriving probability ).(λ Our 

major goal is to see the effect of changing K on the 
average buffer size for different values of , , λT and .β  
The increase in the average buffer size is clearly seen as 
long as increases for fixed values of K , , λT and .β   This 
is expected since increasing  leads to having more 
packets in the buffer waiting for service. The decrease 
in

K

β  as seen in Fig. 3 causes a noticed increase in the 
average buffer size for all values of . Table I provides 
values for the average buffer size when choosing 
different values of 

K

λ  to be compared in both subplots of 
Fig. 3 under different  As a summary, the average 
buffer size increases for any value of when

.K
K β decreases. 

In Fig. 4, the effect of decreasing T which leads to a 
decrease in the average buffer size is noticed when 
compared to Fig. 3 for the same values of , , λK and .β  
Table I also presents values for the average buffer size for 
different values of T (60 and 15). For fixed values of 
λ and β , the average buffer size decreases as 
T decreases for all values of .  K
 

There is one more observation is shown in Table I 
(also can be extracted from Figs. 3 and 4). The value of 
average buffer size is 365.3 when )7.1,60( == β T  and 
6.304 when )7.1,15( == β T  while the value of average 
buffer size is 1.744 when ( )7.2,60 == β T and 1.591 
when ).7.2,15 ==( β T

19330
 Does that mean, for 

.0=λ and , we should employ a buffer size 
near 7 for 

2=K
7.1=β  and 2 for 7.2=β  regardless of the 

value of The answer is yes for the case of ?T 7.2=β  but 
is no for .7.1=β  It is yes because there is no much 
difference obtained in the average buffer size and this is a  
good indication that the channel is not so noisy because 

of relatively high value of β .  For the other part of the 
answer, which is no, and that is because if we select 7 
when T=60, then many packets will get partially decoded 
and accordingly will be considered to be lost and need to 
be retransmitted since the buffer size is too small. This is 
an indication that the channel becomes so noisy since β  
is low. Thus, we can summarize that the value of 
T becomes less sensitive to the change of average buffer 
size when β  gets larger.  
 

It is shown from Figs. 2, 3, and 4 that the average 
number of packets goes to infinity after reaching certain 
limit of packet arriving probability ( . max )λ  The increment 
chosen for λ  in Figs. 2, 3, and 4 is 0.00001 just to be able 
to find exactly the value of .maxλ  Table II provides these 
limits for Figs. 3 and 4. As shown in this table, maxλ is 
decreased when  increases for fixed values of K T and .β  
On the other hand, maxλ increases as T  decreases for 
fixed values of  and .K β  Lastly, maxλ increases when 
channel condition gets better for fixed values of T and 

 .
 

K

One important comment about the values of ,maxλ  
when 15=T and ,12=K which are 0.06829 and 0.06913 
for β =1.7 and β =2.7 respectively. These values are the 
closest pair found in Table II. Does that mean that the 
values of the average buffer size around these values of 

maxλ do not differ much? We would like to state that 
although these values seems to be close to each other, it is 
necessary to know that when maxλ  gets low, the average 
buffer size will differ with just a small increase of packet 
arriving probability )(λ . For example, when 

06826.0=λ (a bit lower than maxλ  for both cases), the 
average buffer size is about 897.7 and 37.1 for β =1.7 and 
β =2.7 respectively. 
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Figure 3: Average number of packets in the buffer versus packet arriving probability including fixed and different working and  60=T K β.
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Figure 4: Average number of packets in the buffer versus packet arriving probability including fixed and different working and  15=T K β.

TABLE I.  AVERAGE NUMBER OF PACKETS IN THE BUFFER FOR VARIOUS SYSTEM PARAMETERS.  

 60T == ,7.1β  60T == ,7.2β  5,7.1 1T ==β  5,7.2 1T ==β  
Packet arriving 
probability )(λ  

Lower bound decoding 
limit  )(K

Average buffer size Average buffer size Average buffer size Average buffer size 

0.19330 2 365.3 1.744 6.304 1.591 
0.10640 4 799.2 1.899 3.242 1.547 
0.05813 8 196.3 2.186 1.616 1.318 
0.04151 12 611.2 2.551 1.048 1.022 

                                                     TABLE II.   UPPER LIMIT OF PACKET ARRIVING PROBABILITY ( ) maxλ  FOR VARIOUS SYSTEM PARAMETERS. 

 60T == ,7.1β  60T == ,7.2β  5,7.1 1T ==β  5,7.2 1T ==β  
Lower bound decoding limit  )(K maxλ  maxλ  maxλ  maxλ  

2 0.19380 0.26470 0.21220 0.26730 
4 0.10650 0.14530 0.12610 0.15050 
8 0.05834 0.07646 0.08057 0.08678 

12 0.04155 0.05232 0.06829 0.06913 
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Figure 5: Maximum allowable packet arriving probability versus lower bound decoding limit (K) for different values of T  and  .β

 
To illustrate the case of existing ,maxλ we can refer to 

load or system utilization which is defined in general [25] 
as the result of multiplying packet arrival rate with packet 
service rate for any system (server with its buffer). Also it 
is very important that the result of this product should be 
less than or equal to one in order to keep the buffer stable 
[14], [25]. In our proposed model, the system utilization 
is the packet arriving probability times the average 
decoding time, which is .λτ Hence, we conclude that 
there is maxλ  which equals to  for system stability. 
Consequently, when 

)/1 τ
,
(

maxλλ > then the average queue 
size will go to infinity and this is what happens in Figs. 2, 
3, and 4. The expression for average decoding time )(τ is 
found at (61). 
 

Fig. 5 shows the maximum allowable packet arriving 
probability in order to preserve the stability of the system 
versus lower bound decoding limits. The decrease in 

maxλ  is noticed when increases. This indicates that the 
buffer gets larger. For a fixed value of and  the 
decrease in

K
K ,T

maxλ is seen as long as β decreases. Also, it is 
shown that maxλ is decreased, for a fixed value of K and 

,β when T  increases. Hence, we can see that there is an 
effect of changing β  and T  on the buffer size by 
getting, as a result, various values of .maxλ Moreover, the 
results just explained of Fig. 5 (a) and (b) totally agree 
with our previous results and explanations about Figs. 2, 
3, and 4. Table III is done to prove that through providing 
real numbers. It can be clearly seen that the results of this 
table, which are taken by applying the expression τ/1 , 
for maxλ  are completely the same as the values found in  
Table II, which are obtained when applying our general 
form for the average buffer size, for maxλ with the same 
selected values of ,β ,K andT  .

TABLE III.   
MAXIMUM ALLOWABLE PACKET ARRIVING PROBABILITY FOR FIXED 

T AND DIFFERENT K AND .  β

60 T ,7.1  60T ,7.2== = =β β  
Lower decoding limit 

 )(K
maxλ maxλ  

2 0.19380 0.26470 
4 0.10650 0.14530 
8 0.05834 0.07646 

12 0.04155 0.05232 

IV.  SIMULATION RESULTS 

The simulation of the previously modeled system is 
done through Matlab. A software-based approach is 
considered in order to validate our analytical 
observations. Throughout the duration of the simulation, 
Bernoulli RNG (random number generator) is invoked to 
simulate packets’ arriving process as well as Pareto RNG 
which is programmed through utilizing the approach of 
inverse cumulative distribution function [27] to simulate 
packets’ decoding time. As soon as a packet is recorded, 
the decoder starts decoding it at the beginning of the next 
time slot if it is not busy. The number of packets in the 
system buffer is managed until the duration of the 
simulation by defining a vector which is updated in every 
time slot where there is a possible packet arrival, a packet 
gets decoding, or both together at the same time slot. 
Consequently, the average number of packets can be 
found. However, Fig. 6 describes the average system 
buffer size obtained through simulation when employing 
different channel conditions, packet arriving probabilities, 
and upper bound decoding limits. The chosen value of 
lower bound decoding limit is the same as used in Fig. 2.  
The simulation time chosen is  time slots.  It is 
important to know that smooth results are obtained when 
choosing larger simulation time. This simulation has been 
run for four days with an increment of 0.01 for

5104x

.λ
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Figure 6: Average number of packets in the buffer versus packet arriving probability  for different upper bound decoding limits and channel 

condition. Simulation time =  (a)  

)(λ

.104 5x .6.0=β  (b)  .2.0=β
  

Actually, the simulation period is dependent on the 
increment selected for .λ  The simulation has been 
performed on Intel Core 2 Duo 3.0 GHZ with a 2MB 
cache and 2 GB RAM. However, it is noticed that the 
average number of packets in the buffer increases as the 
packet arriving probability and the upper bound decoding 
limit increase. It is also seen an increase in the average 
number of packets as channel condition gets worse (i.e., 
β  decreases).  

 
One interesting observation can be made, which is the 

average number of waiting packets in the buffer reaches 
gradually to the working simulation time (i.e., maximum 
number of simulation slots) after being around a certain 
value of packet arriving probability which is mentioned 
in our analytical results as .maxλ  In other words, the 
average buffer size moves gradually towards the duration 
of the simulation around 2.0=λ  for )2.0 ,5( == βT  and 

23.0=λ  for ).6.0= ,5( = βT  Also, it does so before 
1.0=λ  for (T = 30, 60, and 90) when 2.0=β  and  

with considering the notice that a faster move is the case 
when 

6.0

β  decreases. While the case of T=15, the average 
buffer size moves around a limit after 1.0=λ  for 6.0=β  
and before 1.0=λ  for .2.0=β  All of these simulation 
facts agree fairly with those shown in Fig. 2 as a result of 
heory.  t

 
The trend of moving gradually towards the duration of 

the simulation can be explained due to the finite number 
of simulation time slots  where there is a 
maximum one packet that can arrive during any certain 
time slot. Hence, in the best case, a maximum of  
packets is the result.  It is necessary to mention that if we 
increase the duration of the simulation (no matter what is 
the increase), the average buffer size will move gradually 
to that duration also around the mentioned limits of 

)104( 5x

5104x

.λ  

This means reaching to infinity which verifies the same 
trend prescribed in theory as shown in Fig. 2.  

V.  CONCLUSION 

In this paper, a hybrid type 1 ARQ with Fano decoding 
at the MAC layer of wireless access and end points is 
considered as an end-to-end improvement over wireless 
networks. A queuing analysis and simulation study are 
proposed for the system (queue and decoder) of wireless 
access and end points to obtain results about the expected 
number of packets in the system’s buffer when Fano 
decoding or any other variable complexity decoding 
algorithms is implemented. This performance metric 
(average buffer size) has a severe impact on the wireless 
system performance and overall wireless network 
performance when it is chosen randomly. In the 
analytical study we derive a general form expression for 
the average size of the buffer that belongs to the Fano 
decoder, which is bounded by maximum and minimum 
variable decoding limits ( T and respectively), due to 
the unpredictable and noisy nature of wireless networks. 
This formulated expression is a function of not only 

and  but also 

K

T( ),K β(  and ).λ  Analytical results show 
that the average buffer size increases dramatically when 
channel condition decreases (i.e., gets worse) by 
reaching maxλ which then goes to infinity. The effect of an 
increasing in λ  on the average buffer size becomes less 
when β  increases. Both variables T and become 
highly sensitive to the increase of average buffer size 
when 

K

β decreases. Also, we provide results for a new 
derived form of maxλ that are totally the same as the maxλ  
results obtained through our general form expression of 
the average buffer size.  On the other hand, we provide 
results obtained through simulation for the average buffer 
size. We show that our results and explanations for both 
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Abstract— In this paper the performance of bit-interleaved
coded modulation-iterative decoding (BICM-ID) based co-
operative network is analyzed over Rayleigh, Nakagami-m
and Rician fading channels. In this system coding diversity
is obtained through BICM and spatial diversity through
cooperative relaying network. The analysis is performed
for the relays operating in both amplify-and-forward (AF)
and decode-and-forward (DF) modes. The bit error rate
(BER) bound of multiple-relay cooperative system with the
serial concatenated BICM-ID using the set partitioning (SP)
and Gray mapped (GM) labeling for M -ary Phase Shift
Keying (M -PSK) modulations over Nakagami-m fading
channels is obtained. For the numerical results of union
bound on BER, moment generating function (MGF) based
approach is used. The expression of MGF derived for
Nakagami distribution is then extended to Rayleigh and
Rician fading channels. The comparisons of BER theoretical
and simulation results are also shown. The performance of
bit-interleaved low-density parity-check coded modulation
with iterative decoding (BILDPCM-ID) based cooperative
system, using low-density parity-check (LDPC) code instead
of convolutional code, is also analyzed in term of bit-error
rate (BER). The performance comparisons of BICM-ID
and BILDPCM-ID based systems are shown using the set
partitioning (SP) labeling for 8-PSK modulation scheme by
performing Monte Carlo simulation.

Index Terms— Bit-interleaved coded modulation, Bit-
interleaved low-density Parity-Check coded modulation with
iterative decoding (BILDPCM-ID), Cooperative Networks,
Nakagami-m distribution, Moment generating function.

I. I NTRODUCTION

Wireless communication faces the main challenges of
spectral efficiency, link reliability, power on the terminal
and complexity. In order to address all such problems, the
cooperative communication is most potential candidate in
the next generation wireless systems [1] [2].

In cooperative communication, the spatial diversity as
in multiple-input multiple-output (MIMO) is achieved
by involving a number of relays between source and
destination. This involvement helps to achieve the high
data rate and make the overall system more reliable in
term of bit error rate (BER) and throughput. The relay
node operates over two strategies i.e. Amplify and forward
(AF) and decode and forward (DF). Both modes of
transmission are well-matched for high order modulation
(i.e. 8-PSK,16-QAM etc) and coding rates at source and
relay. To obtain the maximum throughput, the transmitter

Manuscript received February 11, 2010; revised April 15, 2010.

and relay both raise its modulation order depending on
the reliability of the channel condition between source-
relay and relay-destination [3]. Hence, the communication
system efficiently exploits the higher order modulation to
further enhance the system throughput, which makes the
system more efficient.

Bit-interleaved coded modulation (BICM) is a coding
scheme that obtains the code diversity by effectively
utilizing the hamming distance structure of binary codes
when used in the combination of higher order modulation
over fading channels. Hence, the reliability of the coded
modulation in fading scenario could be further improved.
The performance evaluation and principles of the design
for bit-interleaved coded modulation is explained in [4].

In [5], the author identified that pitfall of BICM
is reduced free Euclidean distance because of random
modulation inbuilt in bit-interleaved scheme. To address
this problem, a simpler approach of iterative decoding
(ID) is used with a serial concatenation of encoding,
bit-wise interleaving and high order modulation. In [6],
bit-interleaved space time coded modulation with itera-
tive decoding (BI-STCM-ID) is introduced for MIMO
system. Hence, the performance of the BICM can be
further improved by iterative decoding (BICM-ID) using
hard decision feedback [7] and achieves significantly
reduced receiver complexity as compared to turbo codes,
as BICM-ID needs only one set of encoder/decoder.

The BICM-ID switches a2M -ary signaling channel to
M parallel binary channels. With appropriate bit label-
ing, hence, a large binary Hamming distance between
coded bits can be indirectly interpreted in to a large
Euclidean distance. Consequently, this comprehends high
diversity order, large free Euclidean distance and effi-
ciently combines powerful binary codes with bandwidth
efficient modulation. BICM-ID improves BICM by more
than1-dB and provides excellent performance over both
Gaussian and fading channels, with iterative decoding [8]
[9].

In this regard, BICM-ID will be most promising candi-
date when cooperative communication employs the higher
order modulations over fading channels. The BICM-ID
based cooperative system further allows different modula-
tion i.e.8-PSK, QAM,16-QAM and also support different
types of coding for cooperative transmission instead of
conventional convolutional codes like space-time codes
(STC) [6], Turbo codes [10] [11] and low density parity
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ûu

c
1−π

x y�
�
�

 !"�

1
srh

sdh

N
srh d

N
rh

drh
1

��
� #���$����������%$�� ��
����������	��������$��������
����&����'��(

 !"�

Figure 1. BICM-ID Based Cooperative Network.

check codes (LDPC) [12], [13]. In coded cooperation
[14]- [15] the users are considered as the relay devices,
that receive and decode the information bits of its neigh-
boring user, re-encode and retransmit to the destination
with additional parity bit for its neighbor users. If it is not
possible for user to decode the information of its partner
then it reverts to the non-cooperative mode.

The BICM based relay network using bilayer LDPC
codes is introduced in [12]. Where, the fading scenario
is ignored. In [16], we briefly analyze the performance
of BICM based cooperative networks over AWGN and
Rayleigh fading channels. The results are further extended
to bit-interleaved space time-coded modulation for user
cooperation diversity (CO-BISTCM) and two STC based
transmission protocols are proposed for the system [17].
The idea of BICM and LDPC for DF mode is also
presented in [18]. In [13], a bit-interleaved low density
parity-check (LDPC) coded modulation with iterative
demapping and decoding is introduced, using LDPC
codes.

In this article, our main contribution is to analyze a sin-
gle user serial concatenation of BICM-ID with multiple-
relay cooperative system. The performance analysis of
the proposed system is carried out by obtaining the
theoretical bounds and verified with simulation results.
The analytical results consist of BER curves of BICM-ID
based cooperative system over Rayleigh, Nakagami-m and
Rician fading channels forM -PSK modulation schemes.
The capacity of the system is analyzed by performing
Monte Carlo simulations for various fading channels.
The analysis is performed for both AF and DF relaying
schemes.

Currently, an explosion of attention has been seen in the
field of relay coding to further enhance the capacity per-
formance. So, in this regards we also present a novel ap-
proach of bit-interleaved low-density parity-check coded
modulation with iterative decoding (BILDPCM-ID) based

cooperative system in which we explore the possibility of
using LDPC codes (instead of convention convolutional
codes) with combination of BICM-ID and AF half duplex
relay protocol. LDPC codes are very famous for their
capacity-approaching performance for conventional single
user communication channels. The main inspiration of
LDPC codes is to practically apply the random coding
theorem of Shannon by implementing a set of random
parity check constraints on information bits [19].

This paper is further organized as follows: the next
section presents the system model; section III shows the
theoretical results for the MGF of branch metric. The
simulation and analytical discussion is made in section V.
Finally, section VI includes the conclusion of our work.

II. SYSTEM MODEL

The system is composed of three main components:
user (U), relay network (R) and destination (D). A single
user BICM-ID based multiple-relay cooperative system
model is given in Fig. 1 and each block is explained
below.

A. BICM Transmitter at User and Relay:

The BICM Transmitter has further three modules dis-
cussed as follow:
Encoder:Two encoders are employed for U and R rep-
resented by Enc-U and Enc-R respectively. The Enc-U
first takeskc bit information blocku from the user and
generatesnc-bit codeword̄c1 ∈ C1 and similarlyc̄2 ∈ C2

form Enc-R, where bothC1 and C2 are binary codes.
Note that, each encoder has two types, The convolutional
encoder is used for BICM-ID and LDPC encoder for
BILDPCM-ID scenarios.
Interleaver: Both code-wordsc̄1 and c̄2 are then bit
interleaved byπ-U and π-R respectively, to obtain the
interleaved codeword. A one-to-one correspondence is
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setup by interleaver in BICM technique i.e.π : t→ (t́, i)
here i identifies the bit position in the symbol label,
t́ is the time ordering of the modulated symbol and
t represents the time ordering of bit sequence before
interleaving. Here, bit wise interleaving has the main
objective, of maximizing the diversity order of the system
by breaking the correlation of sequential fading coefficient
[12].
Modulator: After interleaving, the bits are mapped onto
symbols byM -PSK binary labeling maper at U and R
µ1 : (0, 1)`1 → χ1 andµ2 : (0, 1)`2 → χ2 and modulated
over the signal setsχ1 ⊂ V q1 and χ2 ⊂ V q2 , where`
is the number of bits per symbol,q is the dimension of
complex Euclidean spacesV q1 andV q2 . Both modulators
at the U and R are memory less and denoted byMod-
U= (µ1, χ1) andMod-R= (µ2, χ2) respectively. Where
the size of the signal set is given by|χ| = M = 2`.

B. The Tanner graph of BILDPCM-ID

The Tanner graph of BILDPCM-ID system shown in
Fig.2 represents both BICM-ID and LDPC codes. The
corresponding bits and symbols have some restrictions.
Here, the message passing occurs back and forth between
symbol nodes and bit nodes that can be considered as
the procedure of iterative decoding. The interesting thing
which can be noticed form BILDPCM-ID Tanner graph
is that different bit nodes are attach to each symbol node
but there are no cycles between the symbol node and bit
nodes except some minimum length of the cycles that
termed as girth as shown in Tanner graph. These girths
affects the BILDPCM-ID error performance at low coding
rates.

Figure 2. Tanner graph of BILDPCM-ID

C. Relay Network

The modulated signal is transmitted over the relay
network. Consider the multiple-relay cooperative system
as shown in the Fig. 3. There are TotalN number of
relays. The relays are operating in amplify-and-forward
(AF) mode (transparent relaying) with fixed gain or
decode-and-forward (DF) mode (regenerative relaying).
In AF mode each relay receives a signal from user and
retransmits after amplifying the signal to the destination.

In the DF mode, the signal is decoded, re-encoded and
finally retransmitted to the destination.

������

����

	��
���
�
�

Figure 3. Relay Network.

1) Relay Links:We consider that all components op-
erate on TDMA based two time frame protocol for trans-
mission and reception as discussed in Section 2.2.2. The
proposed system consist of three types of linksU → Rn,
U → D, andRn → D wheren is n-th relay among the
multiple relays. For simplicity we assume that the links
are itemize with j= (0, 1, 2) respectively.

Each terminal U, R and D are equipped with single
antenna for transmission and reception. The mechanism
of various signal transmission is designed on the bases
of positive integersq1, q2, andqD dimensional complex
Euclidean spacesV q1 ,V q2 and V qD respectively and
transmission-reception of the single antenna can be mod-
eled by allocating all these constraints to one. Similar to
the MIMO channel model, the relay link with high order
complex modulated signal (i.e. MPSK, and MQAM) can
also be designed by setting all dimensionq1 = 1,q2 = 1
andqD = 1 for a single antenna on U, R and D.

Now the transmission/reception is carried out in two
time frames. In first time frame, U transmits signal
sequencēx1 = (x1,1, · · · , x1,f1) to R and D, while in
the second time frame R forwards the signal sequence
x̄1 = (x2,1, · · · , x2,f2) to the destination. Wheref1 and
f2 are the transmissions during first and second time
frames.
ysrn and ysd are the signals sequences received at R

and D respectively in the first time frame whileyrnd is the
received signals sequences at D in the second time frames
(discussed detail in later section) from corresponding links
U → Rn, U → D, andRn → D. Here the number of
relaysn = 1 · · ·N wheren is n-th relay andN denotes
the total number of relays. These links considered to be
follow the frequency-flat fading channel distribution. The
perfect channel state information (CSI) is assumed at the
receiver of relay and destination and transmitter have no
channel knowledge.

2) Channel Model:As shown by [5], [4], It is assum-
ing in BICM system model that, ideal interleaving permits
the transmission of code sequence through parallel binary
input channel, where each bit position in the labeling
map corresponds to that of parallel binary input channel.
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Keeping in view, we can also consider the BICM with
ideal interleaving assumption in our BICM-ID based
cooperative communication system. So, in this regards
our system is composed ofN + 1 sets of orthogonal
parallel channels corresponding toU → D andRn → D
links with characteristics of independent and memory
less binary input, where each bit location in theχj

corresponds to each channel in a set of parallel channels.
The conditional probability density function (PDF) of
binary input channel when selectedi bit position in label
mapping is given by [4]:

pθj (yj |b, i) =
1

2`j−1

∑
z∈χj(i;b)

pθj (yj |z) (1)

where θj denotes channel state,i = (1, 2, · · · , `j), b ∈
(0, 1), j = 1, 2 and yj is received signal sequence at D
from j-th link.

It is assumed that the fading channels remain the
same over the duration of two time slots i.e. slow-flat
fading coefficients. Channel coefficients follow Rayleigh,
Nakagami-m and Rician distributions. For Nakagami fad-
ing factor,m = 1 andm = (K + 1)2/(2K + 1) [20]
(whereK is the Rice factor), the channel coefficients
follows Rayleigh and Ricean distribution, respectively.
Nakagami-m distribution is a versatile statistical repre-
sentation, that can model a variety of fading channels, like
Rayleigh, Rician and one-sided Gaussian distribution. It
is also assumed that perfect synchronization and channel
state information (CSI) are available at the receiver.hxy is
the path gain throughX → Y link and for |hxy| follows
Nakagami distribution with probability density function
(pdf) given by [21]:

f(|hxy|) =
(

m

E(|hxy|2)

)m 2|hxy|2m−1

Γ(m)
×

exp
(
−m|hxy|2

E{|hxy|2}

)
(2)

whereE{|hxy|2} = 1, Let αsd = |hsd|2, αrd = |hrd|2
andαsr = |hsr|2 are gamma distributed random variables
and its pdf is given by:

f(αxy) =
2mmαm−1

xy

Γ(m)
exp(−mαxy) (3)

whereΓ(.) is a gamma function. It is assumed that all the
terminals transmit through orthogonal channels [22] using
time division, frequency division or code division. The
received signals at the destination are (N+1) independent
copies of transmitted signal.

3) Transmission Protocol:The transmission protocol
used here is proposed by Nabaret al. [23]. In first time
frame U broadcasts its information to R and D, and in
second time frame only R operating in AF or DF mode,
forwards the signal to D and U kept silence during second
time frame. By doing so, we save the resources in second
time frame.

The received signal at the destination in time slot 1 is
given as:

ysd = hsd

√
Esdx+ wsd (4)

where ,Esd is the transmitted bit energy andwsd is
additive white Gaussian noise at terminalD, i.e. wsd ∼
CN (0, N0). The received signal at then-th relay in time
slot 1 is given by:

ysrn
= hsrn

√
Esrn

x+ wrn
(5)

where,wrn
∼ CN (0, N0).

Amplify-and-Forward (AF) scheme:By using the AF
relay scheme in second time slot, the relay normalizes
the received signal from source and forwards to the
destination. The received signal throughn-th relay (Rn)
in time slot 2 is given as [24]:

yrnd =
1
ωn

√
ErdEsr

Esr +N0
hrndhsrnx+ wrnd (6)

whereωn =
√

Erd|hrnd|2
Esr+N0

+ 1, is a noise normalization
factor for n-th relay path,wrnd ∼ CN (0, N0) for
n = 1, 2, · · · , N and E{|hsrn

|2} = 1. Source (S)
transmits same signal to all the relays (R) with same
power (Esr). It is assumed that all the relays are
transmitting the signal to the destination with the same
power i.e. Erd. Hence the amplification factor is the
same for all the relays (N ). N is also the number of
independent signals received atD in the second time slot.

Decode-and-Forward (DF) scheme:In DF scheme, the
relay forwards the decoded signal, when it successfully
decodes the signal in time slot2. Here we assume ideal
case the relay knows whether the transmitted symbol
is decoded correctly or not. The received signal at the
destination fromn-th relay is given by [24]:

yrnd =
√
Êrndhrndx+ wrnd (7)

where Êrnd = Erd on correctly decoding the signal,
otherwiseÊrnd = 0.

General: In general the input/output equations can also
be written as:

Y = Hx + W (8)

where

YT =
(
ysd yr1d · · · yrN d

)
1×(N+1)

The channel gain is represented as:

HT =
(
A B1 · · · BN

)
1×(N+1)

WT =
(
wsd wr1d · · · wrN d

)
1×(N+1)

whereA =
√
Esdhsd and

Bn =


1

ωn

√
ErdEsr

Esr+N0
hrndhsrn ; for AF√

Êrndhrnd; for DF

wheren = 1, 2, · · · , N and T denotes the transpose of
the matrix.
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D. BICM-ID Receiver at Relay and Destination

Similar to BICM Transmitter, The reversed components
are installed at the R and D such as:
Demodulator: Bit metric calculation is carried out by
employing two demodulatorsDem-R andDem-D at R
and D respectively.
Interleaver: The third interleaverπ-D is installed at the
D to reduce the error propagation in iterative decoding
as shown in Fig.1 by removing the correlation among
sequentially coded bits and the bit associated with the
same channel symbol [7].
Deinterleaver:Two deinterleaversπ−1-R andπ−1-D are
at R and D respectively.
Decoder: The decoderDec-R is at R andDec-D is at
D. Note that the iterative decoding implements on D,
hence onlyDec-D involves in iterative decoding but both
decodersDec-R andDec-D separately decodes convolu-
tional and LDPC codes for BICM-ID and BILDPCM-ID
scenarios repectively.

At the destination maximal ratio combiner (MRC) is
used to combine the received signal coherently and then
noise normalization is performed. The BICM decoder
with iterative decoding is installed at the destination. The
block diagram of the BICM-ID decoder is shown in the
Fig. 1. The hard decision of the information bits is made
from the soft information. The de-mapper generates the
extrinsic logarithmic likelihood ratios (LLRs). The LLRs
are then de-interleaved and fed to the SISO a-posteriori
decoder. The iterative decoding is carried by feeding back
the posterior probability (MAP) through the interleaver to
de-mapper for the next iteration. The output of demapper
will be given as:

Lk = log

∑
xk∈S

(1)
k

f(Y |xk)p(xk)∑
Xk∈S

(0)
k

f(Y |xk)p(xk)

where p(xk) is the probability of signalxk ∈ S and
f(Y |xk) = Dp(Y |xk), D is a constant andp(Y |xk)
is the probability that Y is received given thatxk is
transmitted.S(1)

k and S(0)
k represent the set of symbols

havingk-th bit equal to1 and0, respectively. Fig. 8 shows
the gray and set partitioning (SP) labeling maps for8-
PSK modulation. At the second pass decoding, given the
feedback of bits2 and 3, the constellation of bit2 is
confined to a pair of points shown in Fig. 8. Therefore as
far as bit1 is concerned,8-PSK channel is translated into
a binary channel with a BPSK constellation selected by
the two feedback bits from the four possible signal pairs.
Similarly we can proceed for bits2 and3.

III. M OMENT GENERATING FUNCTION (MGF) OF

BRANCH METRIC

We review the bit metric for the viterbi decoding in
BICM-ID based cooperative system over Nakagami-m
fading channels and evaluate the conditional MGF of
the metric difference. The BICM-ID based cooperative
system uses viterbi decoding with branch metric, given
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Figure 4. Labeling methods for8-PSK a) Gray mapped (GM) b) Set
partitioning (SP) [8].

as [4]:

λi
b = min

x∈χi
b

‖Y −Hx‖2 (9)

where ‖.‖ denotes the Euclidean norm of matrix. The
metric difference relative to componentx andz is given
as:

∆(x, z) = ‖Y −Hx‖2 − ‖Y −Hz‖2 (10)

For BER calculation, the MGF of metric difference can
be given as [25]:

Φ∆(x,z)(s) = E{exp(−s∆(x, z))} (11)

The total MGF can be written as:

Φ∆(x,z) = Φ∆(x,z)direct
× Φ∆(x,z)2−hop

(12)

where Φ∆(x,z)direct
is the MGF for direct path and

Φ∆(x,z)2−hop
is the MGF for2-hop path. The MGF for

direct path is given as:

Φ∆(x,z)direct
= Eαsd

{
e−sEsdd2

Eαsd(1−2sN0)
}

(13)

where,d2
E = ‖x− z‖2 is the squared Euclidean distance.

AF Scheme:For AF scheme, the MGF for2-hop path
is given as:

Φ∆(x,z)2−hop
= Eαsrn

{
e−
PN

n=1
se1d2

E
e2+1 αsrn αrnd(1−2sN0)

}
where e1 = ErdEsr

Esr+N0
and e2 = Erd

Esr+N0
. Equation (12)

should be averaged over all channel realizations to get
the unconditional MGF, by assuming thatαsd, αsr and
αrd to be independent random variables. Whenαrd is
given, (11) can be written as:

Φ∆(x,z)|αrnd
(s) = Eαsd

{
e−sEsdd2

Eαsd(1−2sN0)
}
×

Eαsrn

{
e
−
PN

n=1
se1d2

E
e2αrnd+1 αsrn αrnd(1−2sN0)

}
(14)
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Φ∆(x,z)|αrnd
(s) =

1(
1− sEsdd2

E

m (2sN0 − 1)
)m × 1(

1− se1d2
E

e2m (2sN0 − 1)
)mN

N∏
n=1

(
1 +

m∑
v=1

Cv

(αrnd + λ(s))v

)
(17)

Φ∆(x,z)(s) =
1(

1− sEsdd2
E

m (2sN0 − 1)
)m (

1− se1d2
E

e2m (2sN0 − 1)
)mN

×

(
1 +

m∑
v=1

mmCvλ
m−vψ(m,m− v + 1,mλ)

)N

(18)

Φ∆(x,z) =
(

1
1− sEsdd2

E(2sN0 − 1)

)
×
(
− (1 + e1)

k
.e

1
k .Ei(−

1
k

)
)N

(19)

After averaging (11) with respect toαsd andαsr, (14)
can be written as:

Φ∆(x,z)|αrnd
(s) = 1�

1−
sEsdd2

E
m (2sN0−1)

�m ×

∏N
n=1

1�
1

se1d2
E

(e2αrnd+1)m
αrnd(2sN0−1)

�m (15)

After some simple mathematical steps, (15) can be written
as:

Φ∆(x,z)|αrnd
(s) = 1�

1−
sEsdd2

E
m (2sN0−1)

�m ×

1�
1−

se1d2
E

e2m (2sN0−1)

�mN

∏N
n=1 (1 +G(αrnd)) (16)

where G(αrnd) =
gm−1αm−1

rnd +···+g1αrnd+g0

(αrnd+λ(s))m with

λ(s) = 1

e2−
se1d2

E
m (2sN0−1)

and gm−1, · · · , g1, g0
are real constants. After decomposing into partial
fraction, (16) can be written as (17). whereCv =

1
(m−v)!

dm−v

dαm−v
rnd

((αrnd + λ(s))m
G(αrnd)) |αrnd=−λ(s).

By averaging (17) overαrnd, we get the unconditional
MGF as given in (18) for Nakagami-m fading
channels. wherek = e1 + se2d

2
E(2sN0 − 1),

λ(s) = 1

e2−
se1d2

E
m (2sN0−1)

,Ei(.) is an exponential integral

function andψ(., ., .) is the confluent hypergeometric
function of the second kind [26].
Form = 1, i.e. Rayleigh distribution, (18) takes the form
as (19).Ei(.) is an exponential integral function [26].
For Rician distribution,m = (K + 1)2/(2K + 1) [20] in
(18).

DF Scheme:For DF scheme, the MGF for2-hop path
is given as:

Φ∆(x,z)2−hop
= Eαrnd

{
e−
PN

n=1 Êrndαrnd(1−2sN0)
}

After averaging (12) with respect toαsd and αrnd, the
unconditional MGF can be written as:

Φ∆(x,z)(s) =
1(

1− sEsdd2
E

m (2sN0 − 1)
)m ×

N∏
n=1

1(
1− sÊrndd2

E

m (2sN0 − 1)
)m

(20)

In most of the cases the relay decodes correctly at high
SNR values, i.e.̂Ernd = Erd. Hence at higher SNR (20)
can be written as:

Φ∆(x,z)(s) =
1(

1− sEsdd2
E

m (2sN0 − 1)
)m ×

1(
1− sErdd2

E

m (2sN0 − 1)
)mN

(21)

In (21), m = 1 andm = (K + 1)2/(2K + 1) [20] for
Rayleigh and Rician distributions, respectively.

Here we obtain the expressions for multiple relay
network and for both AF and DF operating modes. It is
clear from the MGF expressions that a diversity order of
m(N +1) is obtained forN -relay network in Nakagami-
m fading.

IV. B IT ERRORRATE (BER) BOUND

The performance analysis in our work is based on the
union bound analysis assuming Error free feedback [30]
and moment generating function (MGF) approach used
by [9], [27], [28] and [29]. The probability to decode a
received sequence as a codewordx with an error weightd
(hamming distance) given that a transmitted codeword is
z is known as pairwise error probability (PEP). The PEP
union bound for BICM can also be expressed in the form
of moment generating function (MGF) approach, given as
[4]:

f(d, µ, χ) ≤ 1
2πj

×
∫ α+j∞

α−j∞
[ψub(s)]d

ds

s
(22)
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whered is hamming distance of code and

ψub(s) =
1
`2`

∑̀
i=1

1∑
b=0

∑
x∈χi

b

∑
z∈χi

b̄

Φ∆(x,z)(s) (23)

Φ∆(x,z)(s) is the Laplace transform (MGF) of the metric
difference∆(x, z) between x and z.

As the iterative decoding give us a significant gain, so
it is very much interesting for us to evaluate the analytical
bound for the error free feedback performance which we
term as error floor (ef)to which the BICM-ID performance
converges at low BER.

Known ideal feedback for eachx ∈ χi
b, as there is only

one term inx ∈ χi
b̄

whose label has the same binary bit
values as those ofx except at thei-th bit location that
term is z̃ = z̃(x), where b̄ is the compliment ofb and
z̃ = z̃(x)denotes the nearest neighbor ofx. Therefore,
the PEP of the error floor of BICM-ID can be obtained
by removing the innermost summation in(11), and can
be written as [9]:

f(d, µ, χ) ≤ 1
2πj

×
∫ α+j∞

α−j∞
[ψef (s)]d

ds

s
(24)

where

ψef (s) =
1
`2`

∑̀
i=1

1∑
b=0

∑
x∈χi

b

Φ∆(x,z̃)(s) (25)

The union bound of probability of bit error as shown in
the Fig. 5 and 6 code of rateR = kc/nc is given as [4]:

Pb ≤
1
kc

∞∑
d=dH

W1(d)f(d, µ, χ) (26)

where the minimum Hamming distancedH andW1(d)
is the total input weight of error events atd . As
the harmonic mean of the minimum squared Euclidean
distance can also be increased by increasing in the euclid-
ean distance between signals through iterative decoding,
therefore, the error floor of BICM-ID is the horizontally
shifted version of the performance curve of BICM without
feedback.

V. RESULTS AND DISCUSSION

Now in this section, we present the analytical and sim-
ulation results. The analysis is performed in terms of BER
and achievable rates for the system with1/2 convolutional
encoder of generator sequencesg = [133 171], QPSK
and8-PSK modulation schemes with set partitioning (SP)
and Gray labeled mapping. The simulation results are
obtained for uncorrelated Rayleigh, Nakagami and Rician
fading channels by simulating107 information bits using
MATLAB and the numerical results of error floors are
calculated from (18) and (21). The simulation results are
taken for SISO decoder using the log-MAP algorithm with
iteration for decoding. The analysis are based on Monte
Carlo simulations.

Fig. 5 shows simulation results with analytical error
free feedback (EF) bounds for Nakagami-2 fading chan-
nels. It presents the performance of the system with2

relays operating in AF mode. These curves are simulated
upto 5 iterations using set-partitioning (SP) mapped8-
PSK modulation. The results show that iterative decoding
helps converging the BER curves to the bound obtained,
at 3-rd iteration the BER converges to the theoretical EF
bound given in (18). The error floor effect occurs at BER
less than10−4. It is clear from the results that the BER
curves are very tight to the asymptotic performances at
medium and high SNR. In these regions the theoretical
expression can be used.
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Figure 5. BER curves of BICM based2-relay cooperative network over
Nakagami-2 fading channels,8-PSK and SP labeling.

Fig. 6 shows the EF bound and the simulation results
for the same system over Rician fading channel for
different number of iterations. The BER curves converges
at SNR2dB in 3-rd iteration. In this case the error floor
occurs at SNR less than10−4, similar to the previous
case.
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Figure 6. BER curves of BICM based2-relay cooperative network for
over Rician fading channels,K = 10, 8-PSK and SP labeling.

Fig. 7 shows the comparison of BER curves for par-
tially and perfectly estimated decode-and-forward (DF)
cooperative network withm = 1 andm = 3. In perfect
DF, we assume the ideal case the relay knows whether
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the transmitted symbol is decoded correctly or not. The
variations of BER is shown for iterations1 and2.
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Figure 7. Comparison of Perfect and Partial DF over Nakagami-m
fading channels (m = 1, 3), with SP labeling8PSK andN = 1

For the performance comparison, the Monte Carlo
simulation results are provided for BICM-ID and
BILDPCM-ID based multiple-relay cooperative system
over Nakagami-m fading channels. LDPC codes of rate
1/2 length 2304 bits (LDPC short codes (SC)) from
WiMax standard and64800 bits (LDPC long codes (LC))
from DVB-S2 are used for BILDPCM-ID system. The
LDPC internal iterations are set to be 20 for BILDPCM-
ID system. The performance comparison of BILDPCM-
ID and BICM-ID based single-relay cooperative network
is shown in Fig.??. The simulation results are obtained
for Nakagamim(m = 1, 2) fading channels. From the
curves, it is clear that in the BILDPCM-ID scenario the
increase them factor will increase the gap of about
1dB which is much larger than that of BICM-ID. The
BILDPCM-ID gives significant improvement in the per-
formance as compare to BICM-ID at low SNR. The
results are shown for a single iteration of decoding at
the end-receiver.

VI. CONCLUSION AND FUTURE DIRECTION

We analyze the performance of BICM-ID based coop-
erative network over versatile Nakagami-m fading chan-
nels in terms of BER and achievable rates. The same
theoretical results are extended to Rayleigh and Rician
fading channels. The derivation of expression for the
theoretical bounds is based on the MGF approach. MGFs
of the metric difference of BICM-ID based multiple relay
network with orthogonal channels are derived. Maximal
ratio combining (MRC) is used at the destination to
get the advantage of spatial diversity. The analysis is
obtained forM -PSK modulation schemes. It is clear from
simulation results that a significant gain is achieved in
the performance of the system due to the cooperative and
code diversities by introducing the number of cooperating
relays and bit-interleaved coded modulation with itera-
tive decoding on user and destination side, respectively.
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Figure 8. Performance comparison of BILDPCM-ID (short and long
LDPC codes) and BICM-ID based single-relay cooperative network, for
m = 1, 2 and8-PSK.

Similarly, BICM-ID and cooperation brings a significant
improvement to the performance of the system. The
impact on the BER curves due to various number of
iterations are also shown. The results show that iterative
decoding converges the performance to the theoretical
bound obtained.

The performance comparisons of BICM-ID and
BILDPCM-ID based cooperative systems are also ap-
resented, using the set partitioning (SP) labeling for8-
PSK modulation scheme by performing Monte Carlo
simulation. we explored a novel approach of capacity-
approaching performance for cooperative single user com-
munication channels by exploiting iteratively decoded
BI-LDPC codes and got significant improvement in the
performance. Our work can be extended for higher order
modulation like16-QAM, 64-QAM. We can extend this
analysis under the effects of other constraints like signal
labeling and block length.
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Abstract— We introduce the deployment of IEEE 802.15.4a
in industrial field level communication, which is unexplored
so far. Impulse radio-time hopping ultra wide band (IR-
TH UWB) physical layer is robust against dense multi-
path fading and interferences. However, we propose an
adaption in medium access control (MAC) to meet the
major constraints of reliability and timeliness. The self
configuring MAC overcomes the difficulties and limitations
of specified carrier sense multiple access/collision avoid-
ance (CSMA/CA), slotted Aloha and guaranteed time slots
(GTS) mechanisms. Addressable TH codes in fixed time
slots of modified superframe structure are used to handle
asynchronous alarm requests during ongoing synchronous
transmissions. Traffic modeling is presented and we derive
the expressions for accessing delays of both the synchronous
and asynchronous data traffics. The realistic industrial non
line of sight (NLOS) channel environment of IEEE 802.15.4a
is employed and the respective power delay profile (PDP)
and cumulative density function (CDF) of instantaneous
signal to noise ratio (SNR) are found. Moreover, for large
number of resolvable multipath components (MPCs), we
also propose a reduced complexity adaptive SRake receiver,
which efficiently recovers the weak IR-TH UWB signals in
dense multipath propagation and strong noise. In addition,
we evaluate the error performance of the proposed receiver
architecture in comparison with conventional SRake and
additive white Gaussian noise (AWGN) correlation receivers.
Our simulation results show a significant performance im-
provement with very less number of SRake fingers.

Index Terms— Adaptive SRake receiver, field level industrial
network, IEEE 802.15.4a, industrial NLOS environment,
synchronous and asynchronous data.

I. INTRODUCTION

An industrial network is characterized as a three level
network. The lower most field level contains hardware,
software and protocols for an interconnection of sensors
and actuators with a master controller. It handles two
types of data traffic: synchronous and asynchronous with
both reliability and timeliness. The synchronous data
is updated periodically and deals with the transfer of
sensor and actuator states. Comparatively on the occur-
rence of alarms and emergency events, the low latency
asynchronous data appears aperiodically and is served on
high priority basis.

Among the most popular license free wireless technolo-
gies such as Bluetooth, ZigBee and IEEE 802.11, IEEE
802.15.4a impulse radio time hopping ultra wide band
(IR-TH UWB) physical layer (PHY) has a strong potential

Manuscript received January 31, 2010; revised April 18, 2010;
accepted May 11, 2010.

to bear harsh and rugged industrial environment. The
peculiar characteristics reduce intersymbol interference
(ISI) and the inherent discontinuity mitigates the effects of
large electromagnetic interventions. With small duty cycle
and very fine pulse durations, it is recommended in dense
multipath propagated industrial field level communication
[1]. Independent time hopping (TH) codes of different
data streams allow multiple access communication with-
out catastrophic collisions. The resultant drop off in data
rate is not so critical for small size data packets of field
level, where the major constraint is meeting deadlines
with correctness.

The wireless activities in industrial scenario were
mostly directed towards the involvement of IEEE 802.11
and its alternatives. Prospects and significance of UWB
in industrial applications were indicated in [2]- [4]. De-
ployment of IR-TH UWB in industrial adhoc networks
was focused in [5] and [6], but the efforts were merely
confined to a position based routing strategy. A packet
aggregating medium access control (MAC) protocol for
direct sequence spread spectrum (DSSS) UWB in field
level network was suggested in [7]. Carrier sense multiple
access/collision avoidance (CSMA/CA) was used as a
channel access mechanism to reduce the large acquisi-
tion time (time required by the receiver to achieve bit
synchronization with the transmitter) of the PHY.

However, the selected high data rate DSSS PHY is
more suitable for visualization and monitoring services
in upper levels of an industrial network [1]. CSMA/CA
requires clear channel assessment (CCA) by energy detec-
tion (ED), which is challenging in UWB PHY having low
power spectral density (PSD). Decorrelation and preamble
detection carrier sensing are also much more complex.
It was therefore declared in [8], that CSMA/CA is not
appropriate for such ultra wide bandwidth signals and
the use of other channel access mechanisms should be
investigated.

IEEE 802.15.4a medium access control (MAC) relies
on a superframe structure of 16 time slots. The first slot is
always reserved for synchronization and transmission of
control information through beacons. The remaining slots
are occupied either by a contention access period (CAP)
or a contention free period (CFP). Due to inherent re-
straints of CSMA/CA in UWB technology, use of slotted
Aloha is also allowed in CAP [9]. But, both the channel
access mechanisms for synchronous data transfer between
single master and abundant of slave nodes suffer from
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severe imperfections and render implementation complex-
ities and very high acquisition times. For low latency
applications, superframe structure provides a maximum of
seven time division multiple access (TDMA) guaranteed
time slots (GTS) in CFP. On request of slave nodes, they
are reserved and allocated by the main master controller.
But, due to the involvement of two way handshaking
signals and insufficient availability, their provision is inapt
for asynchronous data transfer.

Scattering and reflections with heavy metallic objects
in industrial (non line of sight) NLOS surroundings gen-
erate plenty of resolvable multipath components (MPCs)
and a dense power delay profile (PDP). In contrast to
office and residential environments, it imposes serious
complexity on optimum Rake receiver architectures. The
first ray also does not carry the maximum amount of
energy. Selective-Rake (SRake) utilizing the strongest
MPCs is therefore preferable over all-Rake (ARake) and
partial-Rake (PRake) receivers. SRake reception in IEEE
802.15.4a industrial NLOS channel model (CM8) was
simulated in [10]. It indicated an obligation of hundreds
of SRake fingers, but no solution to solve this problem is
yet proposed.

Motivated by above considerations and constrictions,
we bring in IEEE 802.15.4a in low data rate industrial
field level networks. However, some relevant adaption
is recommended to meet the deadlines of asynchronous
requests. A modified superframe structure with address-
able TH codes in TDMA based time slots is suggested.
It overcomes the problems of traditional CSMA/CA in
UWB technology and is capable of handling both the
synchronous and asynchronous data. We propose a self
configuring MAC protocol to transfer data without any
CCA and ED. Expressions of the respective access delays
are derived along with traffic modeling. Another substan-
tial contribution of our work is the evaluation of error
performance of IR-TH UWB in realistic IEEE 802.15.4a
industrial non line of sight (NLOS) environment of chan-
nel model 8 (CM8). The respective channel cumulative
distribution function (CDF) is found, which indicates
the distribution of instantaneous signal to noise ratio
(SNR) among very large number of resolvable MPCs.
We include an adaptive noise cancellation principle of
[11] to conventional SRake reception of IR-TH UWB.
The proposed adaptive SRake architecture cancels the
noise from weak UWB signals and improves SNR through
an adaptive recursive least square (RLS) algorithm. It
overcomes the complexity of [10] and shows a substantial
performance improvement as compared to conventional
SRake and AWGN correlation receivers.

The rest of the paper is organized as follows. Section
II gives an overview of the system model with complete
details of signal construction and industrial NLOS channel
model 8. Section III covers the proposed adaption and
modifications at the MAC layer. Traffic modeling and the
derivation of access delays are also included. Proposed
receiver architecture is specifically discussed in Section
IV. Numerical and simulation results are presented in

Section V. Section VI concludes the final remarks.

II. SYSTEM MODEL

We deploy IEEE 802.15.4a in field level communica-
tion between master controller acting like a personal area
network (PAN) coordinator and number of slave nodes.
They are all connected in star topology in IEEE 802.15.4a
industrial NLOS environment of CM8 as shown in Figure
1. All the nodes are fixed and consist of a transceiver
which either acts as a transmitter or a receiver. An antenna
array with a main lobe and a side lobe is utilized to obtain
the primary and reference inputs at the proposed adaptive
SRake receiver. Following [11], at the primary input, the
main lobe is used to supply the distant transmitted signal
corrupted by noise. Where as, the required correlated
version of primary noise at the the reference input is
acquired by its respective side lobe. Uncoded IR-TH

Figure 1. System Model

UWB, modulated using burst position modulation-binary
phase shift keying (BPM-BPSK) is employed for both the
synchronous and asynchronous data transfer at a center
frequency of 7.987 GHz of channel 11 of high band plan
[9]. In addition, a self configuring TH-TDMA MAC is
proposed to reduce the accessing delay of asynchronous
data classified into q = 1, ..., Q priorities.

The detail of signal construction using addressable TH
codes and IEEE 802.15.4a CM8 is as follows

A. Signal Construction using Addressable TH Codes

According to [9], data for coherent detection is modu-
lated as a two bit symbol using BPM-BPSK. It generates
a burst of duration Tburst using Ncpb consecutive pulses
with each pulse occupying a small chip interval of Tc=2
ns. The burst can be present in any of the possible Nhop

positions identified by independent TH codes, assigned to
synchronous and each priority of asynchronous data. The
code represents a sequence [cq0, c

q
1, ..., c

q
Nhop−1

] of integers
defining respective burst locations in a data stream.

Although, specified pseudo-random TH codes with an
unlimited number of independent sequences are very
popular but due to the absence of any structure are also
very difficult to address. Therefore, we assigned code to
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each qth priority class and synchronous data based on
code construction 1 as mentioned in [12].

cqj = (q + j − 1) mod Nq (1)

where Nq should be a prime number indicating the
code length or period with a value taken between 0 and
Nhop − 1.

The first data bit dqcjBPM encodes the position of the
burst in either half of the symbol duration TBPM , while
the second data bit dqcjBPSK indicates its polarity. It
generates a set of M=4 symbols using mb = 1, ...,M
biorthogonal transmitted signals. For symbol energy Es

and ptx(t) as the first derivative Gaussian pulse, sqctxmb
(t)

is the mth
b biorthogonal signal of qth priority using cth

TH code given as below

sqctxmb
(t) =

√
Es

Ncpb

∞∑
j=−∞

(1− 2dqcjBPSK)

Ncpb∑
x=1

ptx(t− cqjTburst − xTc − d
qc
jBPMTBPM ) (2)

These M=4 signals can be completely constructed by
m = M

2 = 2 orthogonal signals and their inverses. If
dqcjBPSK = 0 is kept in the above Eq.(2), sqctxm(t)

represents the mth equivalent orthogonal signal expressed
as

sqctxm(t) =

√
Es

Ncpb

∞∑
j=−∞

Ncpb∑
x=1

ptx

(t− cqjTburst − xTc − d
qc
jBPMTBPM ) (3)

In vector notation, these m signals can be shown by
nonzero value in their mth dimension as

sqctx1 = (
√
Es, 0) (4)

sqctx2 = (0,
√
Es) (5)

B. Industrial NLOS Channel Model 8

IEEE 802.15.4a industrial NLOS environment is avail-
able as CM8. The analysis is based on modified Saleh
and Valenzuela (SV) model for indoor multipath prop-
agation, which indicates that the grouping of objects in
the surroundings leads to clustering of MPCs. Using akl
and τkl as the gain and delay of kth component of the
lth cluster and Tl as the arrival time of lth cluster, the
channel impulse response is given by

h(t) =

L−1∑
l=0

K−1∑
k=0

akl δ(t− Tl − τkl) (6)

It is evident from Eq.(6) that for a carrier less baseband
IR-UWB, using pulse based transmitter and receiver, the
channel response is represented as a real pass band system
without considering the phase angles. It is in contrast to
complex baseband technique which is used to express
channel impulse responses of carrier modulated signals
[13]. Their reception involve the generation of in phase
and quadrature components. For amplitude variations,

complex Gaussian best accounts over a small area, with
an equivalent complex baseband Rayleigh distribution.

In the presence of large excess delays prevailing in
NLOS industrial, the conventional distribution is no more
valid for UWB bandwidth having fine time resolution
of delay bins. Alternatively, Nakagami distribution with
probability distribution function (PDF) shown in Eq.(7)
has been suggested for small scale fading with a Lognor-
mally distributed Nakagami ml factor [14].

pdf(z) =
2

Γ(ml)
(
ml

Ω
)ml z2ml−1 exp (−ml

Ω
z2) (7)

Where Γ(ml) is the gamma function and Ω is the mean
square value of the amplitude.

In other environments, the PDP appears with Poisson
distributed cluster and ray arrival times. In contrast, with a
single cluster in industrial NLOS channel, it is expressed
as

E{| akl |2} = (1− χ exp (− τkl
γrise

))

exp (−τkl
γ1

)
γ1 + γrise

γ1

Ω1

γ1 + γrise(1− χ)
(8)

Where χ represent the attenuation of first path. γrise and
γ1 respectively pertaining the rising and decaying time
constants with Ω1 as the integrated energy of first single
cluster.

For the statistics of small scale fading and complete
description of modified path loss functions, [15] can be
consulted.

III. THE PROPOSED MAC FRAMEWORK

The data and management services under IEEE
802.15.4a are respectively provided through physical layer
data-service access point (PD-SAP) and physical layer
management entity-service access point (PLME-SAP).

Each node either master or slave acts as a transceiver
present within the communication range of all the other
nodes of the network. They remain in receiving state

Figure 2. IEEE 802.15.4a message sequence for data transfer

with their transmitters disabled. However, if one wants to
transmit, a PD-DATA.request primitive is assigned by a
local MAC to its PHY as shown in Figure 2. In response,
the local PHY delivers the PD-DATA.confirm primitive
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to its MAC sublayer entity with a TX-OFF status. It
leads MAC to issue a PLME-SET-TRX-STATE.request
primitive to its PLME entity to disable the receiver (RX-
OFF) and enable the transmitter (TX-ON). On successful
change of state, physical layer service data unit (PSDU) is
generated and transferred to the peer PHY. Finally the PD-
DATA.indication primitive is generated by the receiving
PHY to its MAC sublayer entity.

A. Data Traffic

The asynchronous and synchronous data in our system
are modeled as

1) Asynchronous Data: It is classified into q = 1, ..., Q
classes with Q indicating the lowest asynchronous prior-
ity. The traffic arrival is modeled as a random Poisson
(Markovian) process with exponentially independent and
identically distributed inter arrival times. Each qth class
defines a separate queue with non preemptive Head On
Line (HOL) discipline. They are served by one server, the
master controller within fixed deterministic service time
of Ts and modeled as Markovian/Deterministic/single
server represented as M/D/1 traffic.

2) Synchronous Data: It has the lowest Q+ 1 priority
and can be interrupted by any asynchronous request. Due
to cyclic nature, it is updated periodically and is preferred
to be buffered rather then being queued [16]. The old data
present in the buffers is continuously replaced by the new
ones in every cycle. To achieve data efficiency, periodic
data does not need to be acknowledged as the receiver in
case of occurrence of any error can wait for the correct
data until the next cycle. The service time allowed is still
equivalent to duration Ts. Although it occurs periodically
but when executed with random asynchronous requests,
is also treated as M/D/1 traffic.

B. Modified Superframe Structure

The MAC is based on a modified superframe structure
and provides channel sensing functionality without incur-
ring any extra complexity and overheads of ED and CCA.
We assume the entire duration of the beacon enabled
modified superframe structure of Figure 3 as an active
period. All the slots are of fixed duration Ts with the
first slot reserved for beacons from the master controller.
The last 15 slots instead of being divided into CAP and
CFP are all occupied by TDMA based contention free
period. In normal operation, fixed scheduled synchronous

Figure 3. Modified contention free superframe architecture: Using TH
codes asynchronous access is ensured in the next time slot without CCA
and ED

data is transmitted on common TH code. On the occur-
rence of any alarm, the self configuring MAC delays the
synchronous transmission and assigns the very next slot to
the highest priority asynchronous request using a distinct
TH code sequence. It avoids the use of standard GTS
mechanism of [9] for low latency operations and hence
overcomes the delay dGTS expressed as a sum of

• dreq: time consumed in requesting a GTS from a
slave node.

• dalloc: on the availability and requirement, time
spend in allocation of GTS by the master controller.

• dack: time wasted in number of acknowledgment
transmissions.

Thus, the total delay dGTS incurred in GTS management
is averted, which is given as below

dGTS = dreq + dalloc + dack (9)

C. Self Configuring TH-TDMA MAC

All the nodes are assumed within the communication
range of each other having a complete knowledge of
assigned TH codes of synchronous and asynchronous
data. Although, the selected PHY efficiently supports
multiple access communication based on distinct TH code
sequences. But, for one to many or many to one directed
master slave field level communication, single detection
technique is more suitable. The operation starts from
synchronous transmissions on common code sequence
and continues as follows.

1) Identification: All the transmissions are completed
within interval of time slot Ts. The header of the data
packet holds the information about the used TH code. In
addition, respective TH sequence is always interspersed
in the end of data portion of every ongoing synchronous
or asynchronous transmission. It provides channel sensing
functionality and priority identification by all the receiv-
ing nodes without any ED and CCA.

2) Arrival: On the occurrence of alarm, the corre-
sponding node acquires the transmitting state and signals
the arrival of asynchronous request during the interspersed
coded portion of the data packet. It first uses the TH
sequence of the ongoing transmission which corrupts the
embedded common code and indicates an arrival. Later,
the alarm generating node employs respective self TH
code which is registered in non preemptive HOL queue at
all the receiving nodes. The transmission of cyclic data is
postponed from the next scheduled node for one time slot
and the alarm generating node transmits the data mixed
with its code sequence in the forth coming slot.

3) Self Organization: If the synchronous processing
has been resumed, the appearance of second asynchronous
request is dealt as previously. Otherwise, on the basis
of registered TH sequences, prioritized self configuring
transmitting decisions at each node are taken and the
respective alarms are sequentially processed. However,
every new asynchronous request delays the synchronous
transmission by one time slot.
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D. Formulation of Delay

Requests of same priority generated from all nodes,
form a separate queue with its respective arrival rate λq
and service rate µq . Due to TDMA, mean service time of
class q, T q is constant and equals to slot duration Ts. It
relates with µq and offered Poison traffic Aq as

µq =
1

Tq
, for ∀ q = 1, ..., Q (10)

Aq = λqT q (11)

Thus the total asynchronous traffic offered to cyclic
processing is given by

Aasy =

Q∑
q=1

Aq (12)

The corresponding accessing delays of asynchronous and
synchronous data on the basis of the proposed MAC are
analyzed and formulated as below

1) Delay in Accessing of Asynchronous Data: On be-
half of [17], the delay faced by an arbitrary asynchronous
request of priority ‘n’ in being served is the sum of three
factors
wc = delay due to current ongoing transmission.
wb = delay due to equal and higher priority requests that
arrive before ‘n’.
wa = delay due to higher priority requests that arrive after
‘n’.

a) Delay due to current transmission: This type of
delay is always equal to mean residual service time of
continuing request and can be determined using mean
value analysis [18].
In our case, the slot assignment for an asynchronous
alarm is either delayed due to ongoing synchronous or
asynchronous transmission. The sum of the probabilities
of being in either of two states would be 1 and the residual
time by using mean value analysis can be written as

wc = T res = psynT syn + pasyT asy (13)

The probability of occurrence of asynchronous data pasy
actually represents the total offered asynchronous traffic
Aasy . The average time values of both the synchronous
and asynchronous data respectively represented as T syn

and T asy are equivalent to slot duration Ts. Thus, wc is
given by

wc = (1−
Q∑

q=1

Aq)Ts +

Q∑
q=1

AqTs = Ts (14)

b) Delay due to equal and higher priority requests
that arrive before ‘n’: Considering the arrival of an
arbitrary asynchronous request with priority ‘n’, before
which the requests of equal and higher priorities are
already present. Let Nqb be the expected number of
requests from individual priority q when q ≤ n , then
each of such request will arrive with an arrival rate λq
and require to be serviced. Its value using Little equation

for a period wq (time up to the occurrence of q) is given
as

Nqb = λqwq (15)

Thus, the waiting time due to requests from all such
classes equals to

wb =

n∑
q=1

Nqb T q =

n∑
q=1

Aqwq (16)

c) Delay due to higher priority requests that arrive
after ‘n’: Equal priority requests are not considered due
to HOL discipline with in one priority class. Let Nqa be
the expected number of requests from individual priority
q, when q < n with a duration that can extend up to wasy .
The respective waiting time is expressed as

wa =

n−1∑
q=1

Nqa T q =

n−1∑
q=1

Aqwasy (17)

Now the overall delay in processing of asynchronous data
of nth priority will be given by

wasy = Ts +

n∑
q=1

Aqwq +

n−1∑
q=1

Aqwasy (18)

As wasy is the delay in accessing of nth asynchronous
request represented by wn, then the above equation is
simplified as

wasy =
Ts +

∑n−1
q=1 Aqwq

1−
∑n

q=1Aq
, n = 1, ..., Q (19)

E. Delay in Processing of Synchronous Data

The delay in synchronous data due to the arrival of nth

asynchronous request is the sum of the accessing delay
wasy and the mean service time of nth arrival.

wsyn = wasyn + Ts (20)

where Ts is the time spent during the transmission of nth

asynchronous request. The resultant delay in synchronous
processing is therefore given by

wsyn =
Ts(2−

∑n
q=1Aq) +

∑n−1
q=1 Aqwq

1−
∑n

q=1Aq
, n = 1, ..., Q

(21)

IV. AN ADAPTIVE SRAKE RECEIVER

In frequency selective IEEE 802.15.4a UWB channel,
under the slow fading assumption the gain ak and the
delay τk of the kth MPC are taken constant over a
symbol duration. If all such K paths exhibit negligible
correlations, then {ak}K−1k=0 are treated statistically in-
dependent random variables with their PDF presenting
Nakagami distribution. In the presence of AWGN, which
is assumed as independent of fading amplitudes ak having
N0 (W/Hz) as single sided power spectral density, the
instantaneous SNR of kth path per symbol having Es

energy is given by

γk = (a2kEs)/N0 (22)
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and the respective total received instantaneous SNR would
be

γ =

K−1∑
k=0

γk (23)

In our system, a set of M=4 biorthogonal signals
of uncoded IEEE 802.15.4a IR-TH UWB is transmitted
through an industrial NLOS environment of CM8 in
the presence of AWGN as shown in Figure 4. Addition

Figure 4. A transceiver system with proposed receiver architecture

of noise engulf the dense multipath propagated weak
UWB signals which results in an increased complexity of
SRake reception. A receiver architecture is proposed that
includes an adaptive noise canceler (ANC) with primary
and reference inputs, SRake combiner and a detector
followed by a demodulator. Instead of utilizing M=4
biorthogonal signals, the SRake combiner is comprised
of two independent Rake units for the respective M

2 or-
thogonal signals which reduces the required Rake units by
half [19]. In addition to weighting and delay coefficients,
the matching template also rely on the impulse response
of CM8. The detector estimates one of M

2 signals based
on highest magnitude of correlation sum. The sign of
correlation sum finally decides one of M biorthogonal
signals.

The sections of the proposed receiver architecture of
Figure 5 utilizing Ks strongest MPCs include

A. RLS Adaptive Noise Canceler

For mth transmitted signal, the respective mutually and
statistically independent and identically distributed (iid)
AWGN random variable has zero mean and variance given
by

σ2
m =

No

2
, m = 1, ......,

M

2
(24)

While neglecting the antenna effects and assuming h(t)
as the impulse response of CM8, the received signal at
the primary input of ANC is represented as sqcrxm(t). If
∗ indicates the convolution operation and npm(t) as the

Figure 5. Adaptive SRake receiver operating in IEEE 802.15.4a indus-
trial NLOS CM8, using an equivalent M

2
orthogonal signals instead of

M biorthogonal signals

primary noise added into the mth signal, sqcrxm(t) is given
by

sqcrxm(t) = sqctxm(t) ∗ h(t) + npm(t) (25)

Using i as time index the above equation is written as

sqcrxm(i) = sqctxm(i) ∗ h(i) + npm(i) (26)

where sqctxm(i) ∗ h(i) designates our desired response
dm(i) free from noise npm(i). The noise nrm(i), a cor-
related version of primary noise appears at the reference
input. It was applied at the first tap input of the Mw

order tap weight vector. After being adaptively filtered
as nfm(i), it was subtracted from the primary input to
produce an error signal em(i) at the output of an ANC.

em(i) = sqcrxm(i)− nfm(i) (27)

It minimizes the squared error via RLS algorithm of [20].
The filtered noise nfm(i) was adjusted such that the noise
power present in the primary input was reduced keeping
the signal power unchanged. Thus, for the length of the
observed data y, our objective function εm(y) is given by

εm(y) =

y∑
i=1

βm(y, i) | em(i) |2 (28)

To minimize the objective function, the algorithm on the
basis of initial known conditions and feed back samples
recursively updates the old estimates of tap weight vector
wm(y).
During the observation interval 1 ≤ i ≤ y, the forgetting
factor 0 ≤ βm(y, i) ≤ 1 of Eq.(29) is introduced to expo-
nentially ignore the effect of past data.

βm(y, i) = αy−i
m (29)
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where αm is a positive constant close to, or equal to 1.
The tap weight vector modifies the error signal according
to

em(i) = sqcrxm(i)−wm
H(y)nrm(i) (30)

when sqcrxm(i) indicates the time indexed sampled values
of the received signal and wm

H(y) at (t = y) represents
the conjugate transpose of wm(y).
Both the tap weight vector wm(y) and the time indexed
reference noise vector nrm(i) are expressed as

wm(y) = [wm0(y), wm1(y), ....., wm(Mw−1)(y)]T (31)

nrm(i) = [nrm(i), nrm(i− 1), ...., nrm(i−Mw + 1)]T

(32)
The optimum value of the tap weight vector, at which our
objective function acquires the minimum, is represented
as ŵm(y). According to [20], it is the product of the
inverse of Φm(y) and θm(y) written as

ŵm(y) = Φ−1m (y)θm(y) (33)

where Φ−1m (y) is the Mw by Mw time averaged correla-
tion matrix of tap inputs given by

Φ−1m (y) =

y∑
i=1

αy−i
m nrm(i)nrm

H(i) (34)

and θm(y) of mth signal is the Mw by 1 time averaged
cross correlation vector between the tap inputs and the
complex conjugation of desired response dm(i) indicated
as

θm(y) =

y∑
i=1

αy−i
m nrm(i)dm

∗(i) (35)

The received signal after being adaptively filtered at the
output of ANC is represented as rs(t). It was applied to
both the Rake units, where the resultant increased SNR
was effectively utilized to reduce the required number of
fingers.

B. SRake Combiner

The branch statistic of SRake Combiner was found by
generating an impulse response of CM8 according to [21].
100 realizations of channel impulse response h(t) were
produced at each sampling interval Ts whose average gave
the channel vector h with the corresponding time index
vector t.
Representing the strength of all the received K MPCs, h
was then sorted for Ks strongest MPCs in hs with time
index τs as

hs = [h0(τ0), h1(τ1), ........, h(Ks−1)(τKs−1)]T (36)

τs = [τ0, τ1, ........, τ(Ks−1)]
T (37)

The above two vectors respectively represent the branch
weighting coefficients ws and delay elements of SRake
combiner. A set of Ks fingers (branches) in each mth

Rake unit is indicated by a dashed box in Figure 5.

The locally generated matching template νqcm (t) after
neglecting the antenna effects was selected for one com-
plete symbol duration. For mth signal using cth TH code
assigned to qth priority class, we selected it as

νqcm (t) = sqctxm(t) ∗ h(t) (38)

The received signal in each branch was correlated with
the matching template delayed by τs and weighted by
ws. The sum of all the branch outputs corresponds to a
maximal ratio combiner (MRC), which was treated as a
decision metric ρm given by

ρm =

Ks−1∑
s=0

ws.Cm(rs(t), ν
qc
m (t− τs)) (39)

where Cm(a, b) represents the correlation between a and
b entities.
Both of these ρm values for the two orthogonal signals
fed into a detector/demodulator for final estimation of the
transmitted symbol.

C. Detector

Assuming perfectly synchronized transmitter and re-
ceiver, the signal detection was analyzed and simulated as
a single qth data stream using cth TH code. The estimated
signal s̃qctxm(t) was based on maximum likelihood (ML)
detection expressed as

s̃qctxm(t) = arg max
m
| ρm | (40)

Later, either of sqctxm(t) or -sqctxm(t) was selected on
behalf of the sign of the weighted largest correlation
sum. Thus employing an equivalent orthogonal set, one
of M signal was selected using M

2 cross correlators. The
corresponding estimated symbol was finally provided by
a demodulator.

V. NUMERICAL AND SIMULATION RESULTS

A. Delay Evaluation

The accessing delays of n = 1 to Q asynchronous
priorities were found numerically using Eq.(19). These
delays are respectively shown in Figure 6 for slot duration
Ts = 0.01 s, Q = 5, wq = 100 hrs and the arrival vector
λq of Eq.(41) in requests/hr.

λq = [0.001, 0.005, 0.001, 0.002, 0.015]T (41)

It can be observed that an arbitrary nth request belonging
to q = 1 highest priority faces a delay equivalent to slot
duration Ts. Where as, the delays faced by other priorities
also depend on their arrival rates and time of occurrences.

Delay due to equal and higher priority requests that
appear before nth customer directly affects wasy and
depends on the period wq . Using the same arrival vector,
the asynchronous access delays for n = 1 to Q priority
requests for the period wq ranging from 100 to 600 hrs
were found numerically and plotted in Figure 7. It can
be observed that delay faced by the highest priority test
customer is independent of the variations of wq and is
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Figure 6. Accessing delays of n = 1, ..., Q priority asynchronous data
at wq = 100 hrs

Figure 7. Accessing delays of n = 1, ..., Q priority asynchronous
requests as a function of wq

always equivalent to slot duration Ts. However, at small
arrival rates, effect of wq dominates especially for n = 3
to 5 lower priorities .

B. Characteristics of Industrial NLOS Channel

Simulations were carried out in IEEE 802.15.4a indus-
trial NLOS environment of CM8 at a center frequency
fc = 7.987 GHz of channel 11 of high band plan. Using
a sampling frequency of fs = 50 GHz, the channel
impulse response and average PDP were generated as
shown in Figure 8 and Figure 9. Both of them confirm
the previous discussion and clearly indicate that the first
arriving component in industrial NLOS does not exhibit
the highest magnitude.

The CDFs of instantaneous received SNR from 20
and 100 strongest MPCs in CM8 were acquired for
1000 channel realizations in Figure 10. For it, discrete
probability distribution functions (PDFs) were obtained
from respective histograms for 0 dBs transmitted symbol
energy. As a result, a gain of only 5 dBs is achieved
when strongest MPCs are increased from 20 to 100
in channel environment following Nakagami probability
distribution. It suggests an obligation of large number of

Figure 8. Channel impulse response: Average over 100 CM8 channels

Figure 9. Power delay profile of CM8

Rake fingers required to attain an appreciable increase in
energy collection in dense multipath propagated industrial
NLOS environment.

C. Performance of Adaptive Noise Canceler

For simulation purpose instead of obtaining the primary
and reference signals from an antenna array, 1000 random
samples of primary noise npm(i) were generated at (i =
1 to 100) time instants. At each ith time instant they
were passed through a 32 order low pass filter (LPF ) to
obtain the respective correlated reference noise samples of
nrm(i). In response, a correlation strength ϕm(i) ranging
from -0.08 to +0.07 was obtained between the two types
of noise samples as depicted in Figure 11.

Both of these noise samples were fed into an ANC. For
the simulation of RLS algorithm in Mw = 32 order tap
weight vector, Identity matrix I was selected as Φm(y)
of Eq.(34). The tap weight vector wm(y) was initialized
using all zeros vector with the exponential weighting
factor αm = 1. To keep the recursions in progress and
for the initial setting of the correlation matrix, Φm(y)
was multiplied with a small positive value δm = 0.1.

The impulse response of ANC is adapted via RLS
algorithm to remove the noise traces from the primary
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Figure 10. The CDF of received instantaneous SNR obtained from 20
and 100 strongest MPCs using 1000 channel realizations of CM8. At
Es = 0 dB and N0= 1 W/Hz

Figure 11. Correlation strength ϕm(i) between primary and reference
noise applied to an ANC at (t=i) time instants

signal. The obtained correlation strength between the de-
sired response dm(i) and the output rs(i) varies between
0.65 to 0.9 as evidenced in Figure 12. It can be seen that
even for φm(i) of less than 0.01, a correlation strength
of greater then 0.6 between the desired response and the
output of ANC is received.

D. BER Performance

According to [9], the values for channel 11 for fc the
center frequency, Rb the bit rate, Tc the chip duration,
Ncpb the number of chips per burst, Nc the number of
chips per symbol and Nhop the number of hops available
per symbol are shown in Table I.

TABLE I.
PARAMETERS FOR CHANNEL 11

fc(GHz) Rb(Mb/s) Tc(ns) Ncpb Nc Nhop

7.987 0.85 2 16 256 8

Assuming synchronized transmitter and receiver and
using the above mentioned parameters, the error perfor-
mance of uncoded BPM-BPSK modulated IR-TH UWB

Figure 12. Correlation strength between desired response dm(i) and
the output of ANC rs(i) due to applied φm(i)

M biorthogonal signals was found in IEEE 802.15.4a
industrial NLOS environment of CM8 in the presence
of AWGN. Both the conventional SRake and adaptive
SRake receivers employ 20 fingers in each Rake unit.
The results are then compared in Figure 13 with those
acquired via an AWGN correlation receiver. A significant
performance improvement is achieved with an adaptive
SRake which provides a gain of approximately 33 dBs
and 5 dBs respectively with the conventional SRake and
AWGN correlation receivers. It is therefore suggested,
that instead of using hundreds of Rake fingers, an addition
of an ANC drastically improves the error performance
of conventional SRake in dense multipath propagated
environment.

Figure 13. BER vs SNR of BPM-BPSK modulated uncoded IEEE
802.15.4a IR-TH UWB M-biorthogonal signals. SRake and adaptive
SRake reception with 20 fingers: Average over 100 CM8 channel in the
presence of AWGN in comparison over AWGN

VI. CONCLUSION

With an increasing demand of wireless technologies,
our work serves as a first step toward deployment of IEEE
802.15.4a IR-TH UWB in dense multipath propagated
noisy industrial environment. However, some adaption
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was proposed to ensure required reliability and timeliness
constraints of field level networks. The delay analysis
indicates, that the proposed TH-TDMA MAC provides
an urgent accessibility of asynchronous data during on
going synchronous transmissions. It not only overcomes
the delay of GTS management, but also avoids the use
of CSMA/CA and slotted Aloha in UWB PHY. The
channel characteristics were simulated and discussed. The
proposed adaptive SRake architecture received the weak
BPM-BPSK modulated IR-TH UWB biorthogonal signals
with much decreased intricacy. The error performance
depicts an appreciable improvement as compared to con-
ventional SRake and AWGN receivers. As a direction for
further research, the presented work should focus toward
the ranging capability of the selected PHY and include
mobility. Increase in the communication range based on
multihop UWB networks and packet level simulations are
another likely avenues for future research.
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