
Abstract: We present a new clock-control DFT tech-
nique for sequential circuits, based on clock partitioning
and selective clock freezing, and we use it to break the glo-
bal feedback loops and to generate clock waves to test the
resulting sequential circuit with self-loops. Clock waves
allow us to significantly reduce the complexity of sequen-
tial ATPG. Unlike scan, our non-intrusive DFT technique
does not introduce any delay penalty; the generated tests
may be applied at speed, have shorter application time, and
dissipate less power.

Categories and Subject Descriptors: B.8.1 [Perfor-
mance and Reliability]: Reliability, Testing, and
Fault-Tolerance

General Terms: Algorithms, Design, Reliability

1. Motivation
Automatic test-pattern generation (ATPG) for sequen-

tial circuits is an extremely expensive computational
process, so that ATPG algorithms working on complex cir-
cuits can spend many hours of CPU time and still obtain
poor results in terms of fault coverage. Because of the dif-
ficulty of the sequential ATPG problem, the electronics
industry has given up the idea that complex circuits can be
tested without intrusive design for testability (DFT) tech-
niques, such as scan design. However, scan-type DFT
introduces delay penalties resulting in performance degra-
dation, and scan tests require long test application times,
increase the power consumption, and are difficult to run
at-speed. Because many defects create delay faults,
at-speed testing has become essential in achieving good
defect coverage.

2. Main Contributions
In this paper, we introduce a new clock-control DFT

technique based on clock partitioning and selective clock
freezing. In a sequential circuit, a feedback loop may be
local or global. A local loop includes only one flip-flop
(FF) and is also called a self-loop; any loop with two or
more FFs is called global. A pipeline is a loop-free (acy-
clic) sequential circuit. First we use clock control to
temporarily freeze a subset of FFs to break all global loops;
this creates a near-acyclic circuit where every FF is either
feedback-free or has a self-loop; we will refer to such a cir-
cuit as a loopy pipe, since it has a pipeline structure if we
ignore the self-loops. Because loopy pipes do not have glo-
bal feedback, they are structurally simpler than sequential

circuits with both local and global feedback. Many par-
tial-scan design methods, starting with [6], scan FFs to
break all global feedback, so that the resulting partial-scan
circuit is a loopy pipe. However, sequential ATPG for a
loopy pipe can still be difficult. In fact, counters, which are
notoriously difficult for sequential ATPG, are often imple-
mented by loopy pipes.

A major contribution of the paper is using clock control
to generate clock waves. A clock wave is a novel clocking
scheme that allows a loopy pipe to be tested as a pipeline.
We describe modeling techniques for loopy pipes tested
with clock waves to allow combinational ATPG techniques
to be used. We present a new sequential ATPG algo-
rithm, called WAVEXPRESS, that detects most faults in a
sequential circuit using combinational techniques,
which are at least one order of magnitude faster than
sequential ones.

Our DFT technique, called CLOCKWAVE, does not
introduce any delay penalty, has small area overhead,
and the generated tests are applied at speed. Compared
with scan tests, WAVEXPRESS vectors have shorter test
application time and dissipate less power.

The remainder of this paper is organized as follows. Sec-
tion 3 reviews prior work related to our new approach.
Section 4 shows the use of clock freezing to cut global
feedback. Section 5 introduces our new testing paradigm.
Section 6 presents the CLOCKWAVE DFT. Section 7
describes the modeling techniques used in WAVEXPRESS.
Section 8 discusses the algorithm, while Section 9 shows
the results of our preliminary implementation. Section 10
presents conclusions.

3. Related Prior Work
Our approach uses clock-freezing [2], which temporarily

suspends the sequential behavior of the circuit by freezing
its clock, and applies several vectors without changing the
current state. In this way, the current state is fully exploited
before it is changed. We couple clock freezing with clock
partitioning [3][4][8][9][23], a DFT technique that divides
the FFs sharing the same clock into several groups, so that
in test mode, each group can be independently clocked.
Note that clock partitioning implies selective clock freez-
ing, as the clocks not activated can be considered
temporarily frozen. Clock partitioning increases the test-
ability of the sequential circuit, by reducing dependency
among FF values and introducing many more state transi-
tions in the state transition graph, thus making states that
are illegal or difficult to reach, easier to reach in test mode.
As a result, some faults that were impossible or difficult to
detect in the original circuit become easier to test. Clock
partitioning has been used for delay-fault testing [10], to
cut global feedback [8], to keep global loops in separate
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partitions [4], and to reduce the detrimental effects of sequen-
tial reconvergence on fault detectability [23]. A clock
partitioning technique that allows a sequential circuit to be
decomposed into a set of overlapping loopy pipes has been
used to develop a new at-speed BIST method [26].

An important prop-
erty of a pipeline is
that all or most of its
faults can be detected
by combinational
algorithms [12]. To
test a fault in the pipe-
line of Figure 1a, we
apply one input vec-
tor, then we clock
twice to propagate the
input vector throughout the entire circuit. Since the registers
serve only to transmit the data, we can make them transpar-
ent for ATPG, and model the pipeline by a combinational
circuit as shown in Figure 1b. Every combinational vector
generated on this model is held constant while all registers are
clocked; the number of required clocks is equal to the sequen-
tial depth of the pipeline. Note that keeping the same vector
constant while clocking the circuit a number of times is also
very useful for testing general sequential circuits [19].

4. Breaking Global Feedback

In Figure 2 [12], assume that every register Ri has an inde-
pendent clock (the Cj blocks are combinational). Freezing R6
is sufficient to cut the two (register-level) global loops of the
circuit. The remaining circuit is a loopy pipe because of the
self-loop involving R5. Note that some of the primary inputs
(PIs) of the loopy pipe (provided by the outputs of R6) are fro-
zen, and that a subcircuit of C4 (indicated by a dashed

triangle) remains “invisible” as long as the frozen register is
not clocked. The selection of the registers to freeze is heuris-
tic and tries to minimize the invisible regions.

5. The Clock-Wave Testing Paradigm
Figure 3 illustrates the structure of a loopy pipe (the logic

driving POs is not shown). For every FF we build its data
cone, consisting of all the logic feeding its D input. Tracing
back to construct a cone, we stop at PIs and FF outputs. Since
a loopy pipe has no global feedback, we can levelize the FFs
if we ignore the self-loops. We start by assigning level 1 to
every FF fed only by PIs; then to every FF fed by FFs whose
maximum level is i we assign level i+1. The highest level d is
the sequential depth of the loopy pipe. We assume that by
clock partitioning, all FFs at the same level i have an inde-
pendent clock Clocki.

The basic step in our new paradigm for testing a loopy pipe
consists of keeping a PI vector constant while applying a
clock wave, that is, a sequence that applies a pulse to Clock1,
then to Clock2,..., and eventually to Clockd. In this way the
applied vector propagates throughout the circuit, with every
FF being clocked only once. The input vector is kept constant
for d+1 clock cycles; cycle d+1 is needed to allow the
changes in the level-d FFs to propagate to POs.

6. CLOCKWAVE DFT
Figure 4a illustrates the clock control logic for a loopy pipe

with d levels embedded in a circuit with a frozen register,
which is treated as an additional level d+1. The role of the
additional PIs EG1 and EG2 will be explained shortly; now
assume that EG1=EG2=1. Every FF has a built-in
clock-enabling AND gate. FFs at level i are enabled by the
same ELi (enable level i) signal. In normal mode N_Mode=1,
so that all ELi signals are active, and the main clock MClock
propagates to all FFs. In test mode N_Mode=0, and the clock
propagation is under the control of d+1 enabling signals ENi,
generated by a circular shift register with d+1 FFs. The initial
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state in the shift register is 10...0, so that one level at a time
will be enabled in the proper sequence. The shift register is
clocked by a different phase of the main clock (MClock1).

The EGj (enable group j) signals allow further clock parti-
tioning of the FFs at the same level i. The enable value for
group j at level i is EVij = AND(ELi,EGj). The timing of
MClock1 is determined so that the EV values will be stable
before the arrival of the next MClock pulse. In Figure 4a we
have two groups at every level (only one FF in each group is
shown). While the normal PIs are kept constant for d+1 clock
cycles, the EG signals may change before every clock pulse.
They can be shared among all levels, because the levels are
clocked one-by-one; hence in every cycle the EG signals
determine the clock partition for the current level. In normal
mode, all EG PIs are always set to 1.

The same mechanism is used to hold the state of the frozen
register for several clock waves, by setting all the EG signals
to 0 in the d+1 cycle. Note that even when the frozen state is
not changed, cycle d+1 is used to observe POs.

We could save hardware by using only one AND gating
MClock for all the FFs in the same group, but this is likely to
cause clock skewing. Having clock gating within every FF,
the clock-tree distribution path to FFs (routing of MClock) is
not changed in test mode; hence DFT cannot cause clock
skewing.

The scheme in Figure 4a requires G additional PIs, where
G is the maximum number of groups needed at any level. For
circuits where G spare PIs are not available, Figure 4b pre-
sents an alternative DFT scheme that needs no additional PIs,
but requires additional FFs EGij to store the enable values for
every group j at every level i. These FFs must be set before
the wave starts, so they are treated as an additional level 0,
obtained by adding another FF (EN0) to the circular shift reg-
ister. Data values for the EG FFs are supplied by “normal”
PIs; this is possible because MClock does not reach any func-
tional FF when level-0 FFs are enabled. This scheme can
provide a large number of enabling signals without additional
PIs. In normal mode, the EG FFs are always set to 1.

Figure 5 shows the timing diagram for a circuit having a
frozen register and a loopy pipe with d=4, using the second
DFT scheme. Each vector is held for cycles 1 to 5. MClock
pulse 0 loads EG FFs, and MClock pulse 5 is for the frozen
register. The POs are observed after MClock pulse 4.

For a circuit with n FFs, the main component of the area
overhead is the n clock-enabling AND gates, which is less
than the area overhead in scan design. In addition, we have
d+1 FFs and d+1 OR gates for the generation of the clock
wave. Let Gi be the number of clock groups at level i. For the
first DFT scheme, we need G=max{Gi} PIs, while for the
second scheme we need Gi FFs and Gi AND gates at every

level i. But usually the total number of FFs for clock control
is much smaller than n, so the total area overhead will still be
less than that required for full-scan.

An important feature of CLOCKWAVE is that the operating
frequency of the circuit is not affected by the clock control
mechanism, since no delays are introduced in data paths.
Unlike scan design, CLOCKWAVE is fully compatible with
at-speed testing. Compared to scan-based tests, our tests have
shorter test application time and dissipate less power,
because scan operations are not performed, and only a subset
of the FFs are concurrently clocked.

7. Modeling Techniques
Figure 6 shows the combinational model of a self-loop FF.

The clock is also treated as a regular PI [1]: CK=1 denotes the
application of a clock pulse that transfers the D input into the
new state Q, while CK=0 means that a clock pulse is not
applied, so the FF holds its previous state QF, represented by
an additional PI. Note that QF may also influence Q through
the data cone, reflecting the effect of the feedback loop.

QF is modeled as a
frozen PI, so that our
ATPG algorithm,
WAVEXPRESS, will
not be allowed to
change its value.
When we start with QF=X denoting an unknown initial state,
if WAVEXPRESS needs Q set to a binary value, this model
will force it to set CK=1 and to assign other inputs of the data
cone to values that allow the FF to be initialized.

The same
model is used for
all FFs. For fro-
zen FFs we force
CK=0, and for
transparent FFs
we set CK=1.
Then we obtain a
combinational circuit, which will be our model for one
time-frame (Figure 7). We distinguish between the frozen PIs
carrying the previous state of internal FFs (QFIs), and those
that carry the state of the frozen register (QFFs). Clocks are
modeled as independent PIs; the figure shows only one clock
per level, but, in general, we will have several such clocks at
every level. This combinational model is possible because
every internal FF is clocked at most once during a clock
wave. The combinational vector generated in this time-frame
is kept constant while the clock wave is applied. Here “one
time-frame” corresponds to d+1 conventional time-frames.

To make the faults from the “invisible” logic also observ-
able within one time-frame (without clocking the frozen
register), we add an additional PO (APO in Figure 7) that
observes all the inputs of the frozen register via an XOR tree.
This technique [11][24], used to improve observability, is
independent of clock control, has negligible impact on tim-
ing, and is compatible with at-speed testing.
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8. The WAVEXPRESS Algorithm
WAVEXPRESS is an opportunistic algorithm that tries to

detect all detectable faults with minimal computational effort.
Unlike most conventional ATPG algorithms, which work on
a selected target until it is detected or proven untestable,
WAVEXPRESS abandons the current target if it cannot detect
it quickly, and moves to other targets that may be easier to
detect in the current state. Figure 8 depicts the basic flow of
our algorithm, which starts with a single time-frame
(Figure 7), and tries to detect as many faults as possible with-
out changing the current frozen state. Before targeting faults,
WAVEXPRESS analyzes the set of targets and eliminates
many faults whose detection is not possible given the cur-
rently frozen PI values. After all potentially detectable faults
have been targeted within a single time-frame, WAVEX-
PRESS switches to a model with k time-frames, starting with
k=2. After the first fault is detected (by a sequence of k vec-
tors), WAVEXPRESS reverts to the one-time-frame loop with
a new state of the frozen register. The number of time-frames
k is increased only when not even one fault could be detected
with k time-frames.

All assignable PIs, including the non-frozen clocks, start
with an unknown logic value. If WAVEXPRESS detects the
selected target fault, every generated vector is expanded into
a sequence of d+1 identical vectors and their associated clock
wave. The values of the clock PIs are mapped into settings for
the corresponding enabling values. Clocks left unassigned are
not activated, to save power and (possibly) to preserve fault
effects stored in internal FFs. Any unassigned PIs are set to
random binary values. The resulting sequence is fault simu-
lated using the PROOFS fault simulator [21]. Note that in the
test generation model, the POs are observed only after the
d-level FFs have been clocked, but in the fault simulation
model they are observed after every clock. This is equivalent
to applying several random vectors in between the generated
vectors, and these vectors may detect additional faults. The
results of PROOFS are ported back into WAVEXPRESS to
enable fault dropping and reporting fault effects stored in
FFs. The two programs communicate via sockets.

Figure 9 illustrates the operation of the first loop of
WAVEXPRESS, showing two consecutive time-frames. After
a vector is generated in the first one, the changed values of
internal FFs are propagated to the QFI inputs of the next
time-frame before a new fault is targeted; these values are fro-

zen for ATPG. Except for this value transfer (denoted by the
dotted line in the figure), consecutive time-frames are not
connected, so WAVEXPRESS works separately with each
time-frame. The values of frozen register QFFs are the same
in every time-frame.

Figure 10 depicts a model with two time-frames, used after
all targets have been tried with one time-frame. The previ-
ously frozen register is now allowed to change, and its clock
(Clockd+1) is now an assignable PI in the first time-frame. No
inputs are frozen in the second time-frame, as every QF input
is connected with its corresponding Q output from the first
time-frame. All POs in the first time-frame are ignored, since
none of the remaining targets could be detected at these POs.
Similarly, in a model with k time-frames, all POs in the first
k-1 time-frames are ignored. For m PIs, the size of the search
space for k separated time-frames is k2m, while for k con-
nected time-frames is 2km.

Like FASTEST [15], WAVEXPRESS backtraces objectives
to PIs, but its logic value system avoids backtracing toward
the PIs with frozen values. Backtracing can span multiple
time-frames. Since decisions are done only as PI assign-
ments, WAVEXPRESS does not do explicit state justification,
and it never has to justify illegal states.

Selecting target faults: As preprocessing steps, we use:
(1) the algorithms FIRES [14] and FUNI [17], running on the
circuit with partitioned clocks, to identify combinationally
and sequentially untestable faults; (2) the combinational test
generator ATOM [13], running on a full-scan model of the
circuit, to identify the rest of the combinationally untestable
faults. To reduce the ATPG run-time, we remove the identi-
fied untestable faults from the set of target faults.

Since the frozen PI values may
preclude the activation or the
observation of many still undetec-
ted faults, WAVEXPRESS
removes these faults from the cur-
rent set of target faults, so that
only potentially detectable faults
will be targeted. For example, in the circuit in Figure 11, R
s-a-1 and P s-a-1 cannot be activated, and no fault in the
shaded areas can be observed. Faults whose effects are stored
in currently observable frozen or internal FFs are always
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included in the set of targets. The set of targets is incremen-
tally updated after every clock wave.

WAVEXPRESS relies on additional heuristics based on test-
ability measures to select a target most likely to be detected
in the current state. We also enforce a limit on the number of
times the same fault is going to be targeted.

9. Results
We compare a preliminary implementation of WAVEX-

PRESS with (1) HITEC - a deterministic test generator [20],
(2) GATEST - a test generator based on genetic algorithms
[25], (3) a commercially available sequential ATPG
(S_ATPG), and (4) ATOM [13]. S_ATPG was run on a
SPARC SUNW Utra-Enterprise computer; the other pro-
grams were run on a Pentium III 700 computer. The two
machines have comparable performance.

Table 1 provides the data for the circuits we have experi-
mented with. The first three are ISCAS89 benchmarks;
ctr_12 and ctr_16 are 12-bit and 16-bit up-down counters
with a single PO off the most significant bit. piir8o is an opti-
mized finite-impulse response filter [7], div16 is a 16-bit
divider [7], and pcont2 is a controller circuit used in DSP
applications [7]. write_s, tx_s, and alpha_s are telecommuni-
cation circuits from [5]. SLs is the number of self-loops, Untst

is the number of untestable faults identified in preprocessing,
Frz is the number of temporarily frozen FFs, D is the sequen-
tial depth of the circuit (D=d+1 if a register is frozen,
otherwise D=d), G is the number of additional PIs needed in
the first DFT scheme, and EG is the number of enable FFs
used in the second scheme. The last two parameters were
computed to create maximum clock partitioning, where each
FF has a separate clock, but this is not needed in practice.
Although the first five circuits have no global feedback, they
are still highly sequential because the high values of D.

Table 2 summarizes the ATPG results. Note that ATOM
uses full-scan, WAVEXPRESS uses CLOCKWAVE DFT, and
the other programs handle the original circuit without DFT.
S_ATPG was run only on four circuits, and GATEST could
not run the counters. All run-times are in seconds. FC is the
detectable fault coverage, computed after the subtracting
Untst from the total fault count. Vec is the number of vectors.
Tst is the number of tests generated by WAVEXPRESS, where
each test corresponds to D constant vectors. Conv stands for
“converted,” being the number of faults found untestable by
HITEC or GATEST, that were detected by WAVEXPRESS.
Msd is the number of faults that were detected by HITEC or
GATEST, but were missed by WAVEXPRESS.

Although CLOCKWAVE is a non-intrusive DFT, WAVEX-
PRESS obtains much higher fault coverage than the other
sequential ATPG programs, and is much faster, often by one
or two orders of magnitude. For most circuits, the WAVEX-
PRESS stuck-fault coverage was above 90%. In practice,
such a test applied at-speed usually achieves higher defect
coverage than a test with higher stuck-fault coverage that can-
not run at-speed [18]. As expected, full-scan leads to the
highest stuck-fault coverage and the fastest run-time for most
circuits. However, there are additional costs for scan: area
overhead, test application time, delay penalty, and power dis-
sipation. For the largest circuits (pcont2 and piir8o), the area
overhead for scan is about twice the area overhead for
CLOCKWAVE. For pcont2, the test application time for the
WAVEXPRESS vectors is 300 clock cycles, while the
full-scan vectors need 2925 cycles (assuming 2 scan chains).
For piir8o, the corresponding numbers are 850 and 5115

Table 1: Circuits data

Circuit PIs POs FFs SLs Faults Untst. Frz. D G EG

s208 11 2 8 8 215 0 0 8 1 8

s420 19 2 16 16 430 0 0 16 1 16

s838 35 2 32 32 857 0 0 32 1 32

ctr_12 2 1 12 12 636 13 0 12 1 12

ctr_16 2 1 16 16 940 13 0 16 1 16

div16 33 34 50 48 2147 176 2 19 3 35

pcont2 9 8 24 0 11272 3846 16 3 16 24

piir8o 9 8 56 0 19936 4648 8 5 8 8

write_s 15 13 18 16 446 3 2 11 2 11

tx_s 24 24 23 23 772 27 3 12 3 13

alpha_s 26 25 16 13 759 46 3 10 3 11

Table 2: ATPG Results

Circuit
WAVEXPRESS HITEC S_ATPG GATEST ATOM

Time FC% Conv. Msd. Tst. Time FC% Vec. Time FC% Vec. Time FC% Vec. Time FC% Vec.

s208 1 91.6 78 0 63 1 63.7 147 4 62.3 100 0 100 65

s420 7 90.9 251 3 106 16 41.6 152 14 41.4 113 0 100 108

s838 26 91.2 530 2 227 4411 29.6 161 38 29.3 103 0 100 190

ctr_12 21 96.1 63 4 184 4866 86.7 4865 1403 65.0 1167 - - - 0 100 99

ctr_16 22 96.0 173 3 268 9865 77.7 7479 5200 56.0 905 - - - 0 100 90

div16 107 90.8 202 94 98 968 85.1 289 155 86.3 425 0.3 100 203

pcont2 169 98.9 4056 8 100 8930 44.3 7 7867 65.6 20 544 91.7 143 38 96.3 225

piir8o 1049 98.6 5135 11 170 11053 65.1 20 13948 54.2 17 2376 98.5 506 27 98.4 341

write_s 81 93.2 8 20 89 370 94.5 5664 20 60.0 180 0 100 93

tx_s 84 89.9 30 4 122 5794 60.8 2305 38 48.5 177 0 100 109

alpha_s 197 62.7 23 23 43 6522 28.0 1412 22 14.0 38 0 100 136



(assuming 4 scan chains). Five circuits have zero or negligi-
ble delay penalty, but for the other six the performance
degradation caused by scan ranges from 2.5% to 14.3%.
Compared to normal operation of the circuit, the average
power dissipation during the application of WAVEXPRESS
vectors is about D times smaller, because the clock waves
reduce the average activity by a factor of D (assuming the
logic is uniformly distributed among levels). Since usually
the power dissipation during scan increases relative to the
normal operation, it follows that the power dissipation during
scan is at least D times larger than the power dissipated by the
WAVEXPRESS vectors.

In most circuits, the number of faults missed by WAVEX-
PRESS is low. Since in practice, most faults not detected by a
conventional sequential ATPG are untestable, we can con-
clude that WAVEXPRESS usually detects most of the
sequentially detectable faults. However, WAVEXPRESS can-
not determine whether the undetected faults are untestable.

For all but three circuits, WAVEXPRESS could detect every
fault with no more than four time-frames. Five time-frames
were needed only for several faults in div16, tx_s, and
alpha_s. In most circuits, most faults are detected with one or
two time-frames. This is remarkable since all the circuits are
deeply sequential.

In the current WAVEXPRESS implementation, we did not
use any of the advanced sequential ATPG techniques such as
[16]; we expect such techniques to further increase the perfor-
mance of our program.

10. Conclusions
Our CLOCKWAVE DFT technique significantly reduces

the complexity of sequential ATPG, allowing most faults in
deeply sequential circuits to be detected by a low-cost algo-
rithm (WAVEXPRESS). The main factor contributing to the
reduction in complexity is handling of D conventional
time-frames as a single time-frame; for example, D is 32 for
s838 and 19 for div16. CLOCKWAVE is a non-intrusive tech-
nique that introduces no performance degradation or clock
skews, and its area overhead is smaller than that needed for
scan DFT. WAVEXPRESS vectors may be applied at-speed,
and therefore can be used for delay-fault testing. Compared to
scan-based tests, WAVEXPRESS vectors have shorter test
application time and dissipate about D times less power.

For some circuits, additional non-scan DFT techniques,
such as partial reset [22], may be used to complement
CLOCKWAVE. CLOCKWAVE is also applicable to multiple
clock domains, by separately partitioning each clock.
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