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Abstract

The idea behind pervasive computing is that embedded and invisible technology calmwsesubyi
removing the annoyances. Everyday life, however, is shaped by what people do, how thegrabhiow
they perceive what they are doing. As a consequence everyday life is difficgiiasp in computational
terms. A look at the pervasive computing literature indicates that in a nuwfbpervasive computing
scenarios these difficulties are addressed by assuming that iasgke to build intelligent behavior and
common-sense understanding into pervasive computing environments. We beliesadhassumptions
are prominent among the reasons why many pervasive computing scenarios stilligeustdence fiction
although most of the technologies required are readily available. Making thesempisons along with
known difficulties explicit would greatly help pervasive computing become glaeveryday life. Example
scenarios from the pervasive computing literature will bel tiséllustrate a number of difficulties and some
of the lessons to be learned from related disciplines havingtipatsl similar ideas before.

Introduction

Pervasive computing and ubiquitous computing are synonymous terms (Satyanarayanan 2008 tef
the vision that embedded and invisible technology calms our lives by removing the acrey@Veiser
1991). Pervasive computing is often seen as a major evolutionary step bageduod breaking work in
fields, such as distributed systems and mobile computing (e.g., Satyamama3@01) and it seems that the
remaining challenges are mostly technical challenges. The focus on technslolgarly reflected in, for
example, what the US National Institute of Standards and Technology (NIST) se#® aynthesis of
pervasive computing: "Pervasive computing is a term for the strongly emerging tiersgid: numerous,
casually accessible, often invisible computing devices, frequently smobiembedded in the environment,
connected to an increasingly ubiquitous network infrastructure composed ofed wbre and wireless
edges." (from URL http://www.nist.gov/pc2001/).

Certainly there a number of technical issues that still need to be ssittebut in general the field is
technically mature in the sense that most of the critical technologies are eadlilyr available (e.g.,
Satyanarayanan 2002). Everyday examples are tiny cameras, powerful handhelastesnand wireless
LANs. However, a lot of pervasive computing scenarios still sound like sciéiotien although these
crucial technologies are readily available. Difficulties can be laited to some extent to the problem to
‘grasp’ everyday life in well-defined, computational terms as everydayidifehaped by what people do,
how they do it, and how they perceive what they are doing. A look at the pervasive compigragure
indicates that in a number of pervasive computing scenarios these difficalie addressed by assuming
that it is feasible to build to some extent intelligent behavior and commemse understanding into
pervasive computing environments. We believe that these assumptions are promoegt the reasons
why many pervasive computing scenarios still sound like science fiction.xphcé discussion of these
assumptions and known difficulties would greatly help pervasive compogicgme part of everyday life.
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We proceed as follows. First, we analyze a number of pervasive computing isseaintroducing a few
relatively simple changes to the scenarios. Then we discuss from atheweetical perspective that the
problems are manifestations of what is known as the frame problem in attiimtelligence. The frame
problem and the related problem of building intelligent machines are under investigat decades which
means that there is a body of knowledge directly relevant to the question of whakeasonably be
expected from pervasive computing technologies. Finally, we argue that lessdnesléarned from the
failures and successes of artificial intelligence suggest to keemihsim the loop’ whenever usefulness of
pervasive computing scenarios depends on common-sense understandingganntethavior.

A Discussion of Pervasive Computing Scenarios

In this section we look at three pervasive computing scenarios to be foutitkiliterature in order to
illustrate a number of issues that may help explain why many pervasive comgagngrios still sound like
science fiction.

The pervasive computing system Aura

The first example scenario is described by Satyanarayanan (2001) illmgteanumber of technical issues
that need to be addressed in pervasive computing. The scenario can be seeprasemtative of a class of
pervasive computing scenarios in which to some pervasive computing envitsrame required to act in an
intelligent and common-sense oriented way:

"Fred is in his office, frantically preparing for a meeting at which h#l give a presentation and
software demonstration. The meeting room is a 10—minute walk across campsinie to leave,
but Fred is not quite ready. He grabs his PalmXXIll wireless handheld comgudiewalks out of the
door. Aura [a pervasive computing system] transfers the state of his work frordesigop to his
handheld, and allows him to make his final edits using voice commands during hisAumikinfers
where Fred is going from his calendar and the campus location tracking seltvib@vnloads the
presentation and the demonstration software to the projection computernaan up the projector.
Fred finishes his edits just before he enters the meeting room. As he walksranfransfers his final
changes to the projection computer. As the presentation proceedss Rbout to display a slide with
highly sensitive budget information. Aura senses that this might be a mistakepdings face
detection and recognition capability indicates that there are some urdafaties present. It therefore
warns Fred. Realizing that Aura is right, Fred skips the slide. He moves other topics and ends
on a high note, leaving the audience impressed by his polished presentation.'S@dtgamarayanan
2001, page 12).

Many of the proposed activities, such as editing slides while walking toeatimg room, could be
implemented by using readily available technology, such as noise-redugcticrophones and head-
mounted displays. There are a number of usability issues that need to be addresskd lack of a
supportive infrastructure seems to be a major factor preventing such adiyiom becoming part of
everyday life. In these days even the migration of documents to presentatiqgruimysn from handheld
computers may be problematic (surprisingly, it still is problematioigrate documents from one desktop
computer to another as the popular Word document format is a proprietary forimett weans it is only
supported on certain platforms. Even migrating Word documents within théuerapplication frameworks
may be problematic, as numerous different versions of the document format ewidy. glatform-
independent document formats, such as postscript, have been neglected for too lomgrécsiging more
attention due to the growing recognition that seamless document migratiomeegeell-documented and
platform-independent document formats). The Aura scenario quoted above wabyagsed for arguing
that the most important research issue in pervasive computing is theessamtegration of component
technology. The brief discussion of document migration in this section clearly ssppertview that there
are numerous technical issues that still need be addressed.



Apart from illustrating a number of technical issues, the Aura scenaredascribes a pro—active computer
system ("Aura transfers [...]", "Aura infers [...]") that autonomoushplements a number of potentially
wide-ranging decisions ("[Aura] downloads the presentation and the demonstsaifomare to the
projection computer [...]"). Making such decisions actually requires a dersble common-sense
understanding or intelligent behavior. For example, in order to send the right stidles right presentation
computer, Aura needs to 'understand’ the connection between the slidesskadiing and the upcoming
presentation. Otherwise Aura might transfer the wrong set of slides to thecpoy) computer as Fred
might be working on slides he intends to use for a talk later in the afternoogingebn Fred’s schedule
might be problematic, as often people do not keep their schedules updated all ¢hdreasons are, for
example, that keeping schedules updated all the time requires consideralile?d$, in certain situations,
employees may not want their colleagues to know every detail of their aei(gee Want et al 1992 for a
discussion of the latter point in the context of the active badge system). Aura algghface everyday
problems such as the re—location of a meeting. The original location migiet thaned out to be too small
for accommodating a number of colleagues unexpectedly attending thegngesticky note indicating the
change is placed at the door but the secretary has not yet updated the electoomibaokings. As Aura
depends on accurate electronic information, such a change could cause Adiferesd’s slides to the wrong
presentation computer which would be the computer in the originally scheduledingpeedbm. Another
everyday experience Aura needs to be able to cope with is that meetings artedathee to unforeseen
events, such as accidents or traffic jams. Fred (and Aura) mightleaip about the cancellation while on
their way to the meeting. At that time Aura might already have sent the préisentslides to the
presentation computer, which means that Aura would need to infer thatidles sfould have to be removed
from that computer. Given the highly sensitive information on one of the slidesntdeesting anyway that
Aura takes the responsibility that the information will be secure whiladéransferred to the projection
computer and while being stored on the remote system. How does Aura know that #etaies contains
highly sensitive information? Did Fred mark the documents as such or is Apabte of sophisticated text
understanding and reasoning about sensitivity of information? At issue is al$actheecognition system.
What if the Aura did not recognize the unknown persons — who would be responsible for the potential
leaking of highly sensitive information? What does 'unfamiliaramé computational terms?

The home of the future
Intille (2002) describes a pervasive computing scenario in the context of a 'hothe &fture’. Compared
to the Aura scenario, its implementation appears to be tedyrseaightforward:

"One way to reduce resource consumption is to design a home environment that scontrol
environmental conditions. The home’s occupant informs the system via some type aftagace

that he or she wishes to stay comfortable while saving as much energy or memassible. The
home then uses a set of optimization algorithms to simultaneously maxinvirgsaand comfort by
automatically controlling the HVAC systems, windows, and blinds. For ntgaon a day when the
temperature is predicted to shift from warm to cool, the home might deterthiatethe optimal
cooling strategy is to shut down the AC and automatically open a set of blmtlg/imdows so as to
create an efficient cross breeze." (from Intille 2002, page 77)

However, the implementation of the presumably simple automatibngsetould require a house exhibiting
significant intelligence and common-sense understanding. Intille (2002yatastthe complexity: opening
the window might be inappropriate as it might be noisy outside; someone might be smoKrogtiof the
window to be opened; someone in the house might be allergic to pollen and the pollen coult;is hi
opening the blind might throw glares on a computer screen, and so on. Intille (2002) canitiati# would

be an immense challenge to implement this pervasive computing scenameal home setting.



Agent-based communication mediation
A number of different issues can be highlighted by discussing another apparently gpempiasive
computing scenario described by Henricksen et al. (2002):

"Bob has finished reviewing a paper for Alice, and wishes to share his comsnvath her. He
instructs his communication agent to initiate a discussion witheAlilice is in a meeting with a
student, so her agent determines on her behalf that she should not be interruptedgenbe a
recommends that Bob either contact Alice by email or meet with her indralfiour. Bob’s agent
consults his schedule, and, realizing that he is not available at the timessedidry Alice’s agent,
prompts Bob to compose an email on the workstation he is currently usingthanddispatches it
according to the instructions of Alice’s agent.

A few minutes later, Alice’s supervisor, Charles, wants to know whethergpert he has requested
is ready. Alice’s agent decides that the query needs to be answered imghedsaid suggests that
Charles telephone her on her office number. Charles’ agent establishesalthesing the mobile
phone that Charles is carrying with him." (from Henricksen.e2@02, page 168)

This scenario is particularly interesting as the query of an employegisrvisor is put through although the
recipient is in a meeting whereas a colleague’s query is blocked. Itssesnif the pervasive computing
system relies on information about a person’s position within an organization edleulating whether to
interrupt the recipient or not. The problem with such an approach would be thatdremore exceptions
than rules to follow. Henricksen et al.’s scenario would differ siguifitly from a ’standard situation’ if
Alice were waiting for the feedback (nearby deadline for submittingoiduger) or if her colleague Bob were
about to leave for an extended business trip. On the other hand, Alice’s supddviades might have
gueried information about a report he would not need before end of the following Wémslse minor
changes to the scenario would imply that despite Charles being Alice’s\vssmehis request might be less
important than Bob's.

This brief discussion again indicates that describing in computationalstavhat matters’ in a situation
may be extremely difficult as considerable common-sense understanding magqbieed even in
presumably simple situations. Of course, it would be possible to considerrfurfbemation sources, such
as electronic travel schedules, electronic vacancy lists, and sotdhdya is some evidence suggesting that
more information would not change the nature of the problem, which is related tcsegpa¢ion, change
and interpretation.

Pervasive Computing and Representations

In the previous section we have analyzed pervasive computing scenarios by introduaimgber of
changes to the scenarios and by discussing impacts of these changes. Ttiegrgsablems can be
explained from a number of different perspectives, such as logigistdraology

From a logic—oriented perspective, the problems are manifestations of wkiabue as the frame problem
(e.g., Pylyshyn 1987) in classical, representation—based artifiotelligence (Al). Roughly, the frame
problem is about what aspects of the world would have to be included in a soffycgetailed world model
and how such a world model could be kept up—to—date when changes occur is know as therishiam

in artificial intelligence. The frame problem is under investigation hore than two decades and it seems
to be reasonable to state that the frame problem is intraatataalistic settings (e.g., Dreyfus 2001). Put in
a nutshell, the real world is constantly changing, intrinsically unpredictaiple,infinitely rich (Pfeifer and
Rademakers 1991).

The frame problem is often considered a more technical problem as it is about keepaeds of the world
up—to—date. However, the frame problem can also be interpreted from aeraplsgy—oriented point of
view as such a world model defines what is known about the world. The discussion of theckumiaio has
indicated the necessity to use the model for reasoning about the state of the wdrldbaut the



implications of changes (e.g., implications of cancellations and retitors). This indicates that the frame
problem is also an epistemological problem as richness of the model detemhiaesan be inferred based
on the model: aspects of the world not included in the model and not derivableimmddel do not exist
in the world of the model (e.g., "information sensitivity": if Aura’s wdrimodel would not include some
notion of information sensitivity then Aura would not be able to conclude thadl Em@uld be warned that
some slides contain highly sensitive budget information. Similarly, Aura might nableeto conclude that
the presentation slides need be removed from the presentation comptiter meeting had been relocated
to a different meeting room).

A closely related issue is the idea that pervasive computing systesastodoe context—aware. Gupta et al.
(2001), for example, argue that achieving invisibility in pervasive computing redjuire tremendous
progress in user interfaces, context—awareness and other technologiadedliehind context—awareness
is that computational artifacts are able to sense the context in whichatleelyeing used so that they can
adapt their functionality accordingly. The problem with implementing contexéraness in artifacts is that
features of the world are not context because of their inherent properties. Rinerbecome context
through their usen (human) interpretation (Winograd 2001). Context is shaped by the specifigtiasti
being performed at a moment; these activities also influence what partisipeeat agelevant context
(Goodwin and Duranti 1992). Agre (2001) explains that people use the various featuresr gftwyscal
environment as resources for the social construction of a place, i.e.htasgh their ongoing, concerted
effort that the place —opposed to space— comes into being. An artifact witlda@able of registering the
most basic aspects of this socially constructed environment. Accordingly, exteatware artifact may fail
annoyingly as soon as a context—aware system’s (wrong) choices become signifisewhéte (e.g., Lueg
2002a) we have outlined that context—awareness in any non-trivial sense also snh@vieame problem
discussed earlier in this section.

Early experiences reported in the context of the fielding of the active badg#&docsystem (Want and
Hopper 1992) in a research lab can be used to illustrate some of the catisideabove. The active badge
location system (Want et al. 1992) was primarily used by the lab’s recegtiarien trying to forward
phone calls to the location of a recipient’s current location. Want et pbrtehat staff wearing badges
found it useful to have phone calls accurately directed to their currentidmcadHowever, staff also wanted
to be able to exhibit some control over when calls were forwarded to them. SvaniHopper (1992) report
that an extended version of the active badge location system allowed usaitetpavsonal control scripts
that would control phone forwarding based on aspects of the environmentsdachten or time.

Want and Hopper’s (1992) control scripts could be seen as a way of adding a notion efteamtareness
to the active badge location system (see Lueg 2002a for a discussion of contexti@sgam the more
technically—oriented literature). In a scenario similar to what hahbmitlined by Henricksen et al. (2002)
the active badge control scripts could be used to block phone calls if the ratspierrent location is in a
meeting room unless the caller’'s position in the company’s hierarchy is behemgdipient’s. Want et al.’s
(1992) experiences with control scripts suggest, however, that it may be eltrdifiieult to pre—define
under which conditions phone calls should be or forwarded or blocked.

Related problems have been investigated in the context of intelligent desktois age personal assistants
(e.g., Maes 1994). Such agents were expected to take over boring, or repatiditBne—consuming tasks
in order to increase human productivity and creativity (Hoyle and Lueg 19%@&miales for mundane tasks
were meeting scheduling and email filtering. Promises made during the agent hype have been
reviewed and the conclusions were rather disillusioning:"[...] not mucledigdae progress has been made
post 1994 [the year in which the ACM special issue on software agents was pdhlipeehaps because
researchers have failed to address the practical issues surrounding vitlepdeent, deployment and
utilization of industrial-strength production systems that use the technology. Veetimait once greater
effort is placed on building useful systems, not just prototype exemplars, thendzems inherent in
information discovery, communication, ontology, collaboration and reasoning, wilhliedoe addressed."



(Nwana and Ndumu 1999). Given the apparent overlap of topics under investigation in @gganich and
pervasive computing research (e.g., context—specific information deliedy meeting scheduling), the
statement is relevant to pervasive computing research as there ia sk of reports on experiences with
pervasive computing environments. Similar to agent research, only long-tesirworld experiences with
pervasive computing environments will reveal whether certain technolegids or not. User frustration is
almost guaranteed if user-modeling techniques, such as statistical nufdeder behavior, are good at
supporting 'typical’ users but fail to support individual users in their speeifays of interacting with the
world. We are confident, however, that the lack of reports will be addressedd asnber of pervasive
computing researchers are stressing the importance of real world expesi Abowd and Mynatt (2000),
for example, have argued that "[d]eeper evaluation results require real wssystem, and this, in turn,
requires a deployment in an authentic setting. The scaling dimensions thattenaeaubicomp systems-—
device, space, people, or time—make it impossible to use traditional, amestrusability laboratories".
More recently, Consolvo et al. (2002) have argued that "[t]o be successful, ubigpptigations must be
designed with their environment and users in mind and evaluated to confitnthihado not disrupt the
users’ natural workflow". Examples for recent reports on subjects intatpetith pervasive computing
technology in different ways than envisioned by designers of the technologies are guidebmmkdt al
2002) and e—graffiti (Burrell and Gay 2002). The guidebook study is interestinglasnionstrates that even
in enclosed environments with presumably well-defined roles, suchuagums, it is difficult to envision
how technology will actually be used. The e—graffiti study nicely demonstrates usmss make use of
technology according to their needs even if the technology has been designed feendiffarposes. A
similar effect had been observed by Carroll et al. (2001) when invesigggtiungsters using (or not using)
features of mobile phones to change certain aspects of their social life, stlch aeed to meet as specific
times at specific places. Using mobile phones allows these youngsteredb’om the run’, ultimately
fragmenting their lives. Howard et al. (2001) draw from work on the task-satti¢ycle (Carroll et al. 1991)
to explain this usage of mobile phones as an instance of technology agtpopri

Socially Responsible Design

Experiences with artificial intelligence techniques, such as commaseseasoning and plan recognition,
in realistic settings suggest that there is always the risk that pervasmeuting technologies relying on
these techniques fail when situations do not develop as expected by developass. fBt example, are
often used by humans to guide their behavior but plans do not determine human beSaciuman 1987).
This means that even if resources, such as plans or electronic schedulesaidable they need to be
interpreted and contextualized if used by pervasive computing systems like. Aaterpretation and
verification, however, require deep understanding of human behavior which ntleansuch tasks are
everything but trivial (Lueg 2002b). User—-modeling techniques, such as statistodels of user behavior,
may catch 'typical’ user behaviors (and provide support in 'typical’ sitret) but they may fail annoyingly
in non-typical situations.

A way to circumvent many of the problems associated with tryinguelole pervasive computing
systems that exhibit intelligent behavior or common-sense understanding is to keapshiumthe loop’.
As Erickson (2002) puts it: "[...] we need to consider people as part of themmysEomputers detect,
aggregate, and portray information, constructing "cue—texts" that pemplead, interpret, and act on.”

Applied to the pervasive computing scenarios discussed previously, the idea aidkéepnans in the loop
in order to avoid (possibly flawed) computation of decisions could be realizéallas/s. For example, in

the Henricksen et al. (2002) scenario (interrupt callee or not) keeping usérs ladp could be realized by
providing to the caller information about the callee’s current situafexy., callee in a meeting with a
student) and by leaving the decision whether to interrupt or not to the calem The decision would
depend on the caller's understanding of the situation. At the end of the dayhé caller who has to justify

the interruption (or the missed opportunity) anyway. An implementation of a celapproach has been
described by Pedersen (2001).



In a second Aura scenario (Satyanarayanan 2001), the pervasive computing systamee¥ls to prioritize
a bunch of emails in order to be able to send the most importantirsites

"Jane is at Gate 23 in the Pittsburgh airport, waiting for her connectigigtflShe has edited
many large documents, and would like to use her wireless connection to etmeail.
Unfortunately, bandwidth is miserable because many passengers at Gates 22 ae surfing

the Web. Aura [a pervasive computing system] observes that at the current bandandth J
won't be able to finish sending her documents before her flight depaitéwra discovers that
wireless bandwidth is excellent at Gate 15, and that there are no departirmyiorgeflights at
nearby gates for half an hour. A dialog box pops up on Jane’s screen suggesting thatshe go
Gate 15, which is only three minutes away. It also asks her to prioritize-mail, so that the
most critical messages are transmitted first. [..fittng Satyanarayanan 2001, p. 12)

In this scenario, Aura asks the user to assign priorities to emails. Bygdwi, the designers of the scenario
elegantly circumvent a number of hard problems (text understanding, relevance atiorpuetc.).
Moreover, by keeping the user in the loop the problem is solved by the 'expert’ wholpyokizows best
which emails are the most important ones.

Two recent examples for research projects keeping users ’in the loop’ anéo&t University’s interactive
workspaces project (Johanson et al. 2002) and the already referenced 'hoheefofuire’ project at MIT
(Intille 2002). At Stanford University, researchers explore interactiorn witlll-size displays and outline
their motivation for keeping users in the loop as follows: "Rather than haveotbra react to users, we
chose to focus on letting users adjust he environment as they proceed wittatiasi [...] users and social
conventions take responsibility for actions and the system infrastructurepisnsle for providing a fluid
means of executing those actions" (Johanson et al. 2002, p. 68). MIT reseaegpeess a similar view
maintaining that "[...] the home of most value in the future will not use technologmanilly to
automatically control the environment but instead will help its occupants leam to control the
environment on their own" (Intille 2002, p. 76).

Summary

In this paper, we have analyzed a number of pervasive computing scenariost@iyaimg a few relatively
simple changes to the scenarios we were able to highlight the omnipresent prableittieness which
results from the fact that everyday life is shaped by what people do, how theyatalitiow they perceive
what they are doing. Many pervasive computing scenarios seem to address this grglaesuming that it

is feasible to build intelligent behavior and common-sense understanding imt@asp& computing
environments. However, after decades of research in artificial ig&gitie it is reasonable to assume that
brittleness of such systems would not be a technical problem that will be saee@isor later. Rather, it is
likely that brittleness would remain a characteristic of such syst@n#leness, however, would seriously
impact success and overall acceptance of pervasive computing systems

The discussion of examples illustrating the alternative approach of keaparg 'in the loop’ suggests that
brittleness could often be avoided. Moreover, giving users a sense of controlsofp@orts acceptance of
new technologies. In this sense, we see the future of pervasive computing itngraaeractive
environments and not so much in trying to create intelligent environments. Wédeleve that an explicit
discussion of problems likely to come up when pursuing the idea of intelligent enveraisnvould help
pervasive computing researchers make deliberate decisions regarding their apftiensplanning new
research projects.
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