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Abstract

This paper presents the results to evaluate the effective-
ness of MPEG7 Color descriptors in Visual Surveillance
retrieval problems. A set of image sequences of pedestri-
ans entering and leaving a room, viewed by two cameras,
is used to create a test set. The problem posed is the cor-
rect identification of other sequences showing the same per-
son as contained in an example image. Color descriptors
from the MPEG7 standard are used, including Dominant
Color, Color Layout, Color Structure and Scalable Color.
Experiments are presented that compare the performance of
these, and also compare automatic and manual techniques
to examine the sensitivity of the retrieval rate on segmenta-
tion accuracy. In addition, results are presented on innov-
ative methods to combine the output from different descrip-
tors, and also different components of the observed people.
The evaluation measure used is the ANMRR, a standard in
Content-Based Retrieval experiments.

1 Introduction

This paper presents research to evaluate Content-Based In-
formation Retrieval (CBIR) techniques for the Visual Sur-
veillance domain. The analysis of content underpins the key
objectives of the Visual Surveillance program. The focus of
this paper is the retrieval of information about the identity
of subjects, observed with medium and far-view image se-
quence data from multiple cameras. In such scenarios, face
recognition is not presently reliable, and so the subject can
only be identified by other features such as their clothing,
hence a short timescale is assumed. Nevertheless, there are
several key applications for this technology, such as the fa-
cility for an operator to retrieve knowledge about the past or
present whereabouts of a specific individual, or its use in a
multi-camera system, in order to develop a coherent scene
representation.

Content-Based Retrieval from image sequences is a well-
established technology, with applications in many specific
domains, such as entertainment, natural history and sport.
In the visual surveillance domain, meta-data is processed
from the input video data, stored alongside it, and used in

queries to retrieve it. An overview of previous work on
Content-Based Retrieval methods, especially in relation to
the requirements of the Visual Surveillance domain, is pro-
vided in Section 2. In these fields, an important develop-
ment has been the establishment of multi-purpose, extensi-
ble, open standards to define the meta-data. In particular,
the Moving Picture Experts Group, International standards
body, which is concerned with the delivery of the multi-
media data through computer networks has produced the
MPEG7 standard. This standard has accommodated many
schemata for describing content that are potentially suitable
for retrieval applications.

This paper presents results showing the effectiveness
of standard MPEG7 descriptors in Visual Surveillance re-
trieval problems. The surveillance problems involve the re-
trieval of video data containing a given person, specified by
an example image captured at a different time, or by a differ-
ent camera. For this purpose, a test dataset was constructed
of people observed on multiple occasions from multiple
cameras. The metric used for evaluating the retrieval ac-
curacy is the Average Normalized Modified Retrieval Rate
(ANMRR), introduced in Manjunath [13].

A novel aspect to the work is the generation of separate
meta-data for top and bottom components of each pedes-
trian. These are then combined in several schemata, to eval-
uate if the explicit segmentation of pedestrians into their
principal clothing components assists in the retrieval accu-
racy of the system. A further investigation is conducted into
the extent to which combinations of the color descriptors
can be used to improve the retrieval accuracy. Finally, a
comparison of automatic and manual segmentation is per-
formed, to examine the sensitivity of the retrieval rate on
segmentation accuracy.

1.1. Previous Work

CBIR is the technique of retrieving stored and indexed im-
ages based upon their signal content, rather than external
attributes such as date, location or title. The signal content
is the image data, commonly a raster scan of 8-bit values
in a color space such as (r,g,b) or (y,u,v). To facilitate the
retrieval process, these values are processed to create addi-
tional descriptive representations for its colors, shapesand
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textures etc. Some representations are designed to carry se-
mantic meaning (e.g. wooden texture, or bicycle shape);
others are simply alternative numerical descriptions of the
data (e.g. Fourier co-efficients, or (h,s,v) values for each
region).

The query by example technique compares stored data
signals with a query data signal, in order to retrieve similar
objects to the query subject and is outlined in [2, 7]. For
instance, the query subject could be an image of an object,
and its attributes, extracted through signal analysis of color,
shape and texture, can be used to retrieve images with simi-
lar content. The query by attribute technique uses a seman-
tic representation of some attribute and attempts to locate
similar attributes in stored images. For instance: ‘Please
retrieve images of white shoes or red hats’. The query by
attribute method requires a semantic layer to bridge the “se-
mantic gap” between high and low-level information. It
turns pixel data into representations useful to human oper-
ators. Attempts to bridge this gap are made by [2, 5, 14].
Methods used when working with videos are discussed in
[2, 5, 13], where preprocessing is used to organize and an-
notate the video sequence into classes dependent on the na-
ture of the scene.

Visual surveillance is concerned with the construction of
a representation of observed scene activity. Important to
the task is the segmentation of individual objects from the
background scene, this requires a good model of the back-
ground as described by [18, 19, 21]. The segmented objects
can then be categorized, i.e. people and cars, described by
[16], attempts to deal with problems caused by occlusions
are described in [10], methods described by [3], show how
the movements and associated data can be useful, and be-
havior analysis, to pick up on typical and atypical behavior
of the tracked objects is shown in [4].

The MPEG7 standard for encoding of multimedia meta-
data. It differs from the previous standards the MPEG group
has provided, which address the encoding and decoding of
the signal data. Multimedia data includes image, sound and
video. The standard also addresses the organization and de-
livery of the meta-data. It uses a XML based meta-data
document called a schema to organize the data, and a data
definition language to extend the standard. It may be stored
and transmitted using different data formats, including text,
binary or a proprietary binary coding scheme. There is also
reference software available to allow testing.

The use of MPEG7 to describe meta-data produced in the
Visual Surveillance domain was first introduced by [1, 9].
The former work focuses on the delivery of the meta-data
using the system components of MPEG7; the latter uses
the Dominant Color and Contour-Based Shape descriptor
standards to investigate algorithms to recognize pedestrians,
also suggesting some in-house implementations of color
and texture classifiers.

2 Methodology

In this section the experimental procedure is described, for
storing, retrieving and evaluating MPEG7 meta-data for Vi-
sual Surveillance. The MPEG7 Experimentation Model
(XM) was used to produce the MPEG7 color descriptors
meta-data. It was also used to perform Query by Example
(QBE) tests on the data. An in-house algorithm generated
mean color meta-data, that is an average of each of the pix-
els in (r,g,b) color space in the image. The mean meta-data
was compared with an Euclidean distance metric algorithm.
A random classifier produced random results by selecting
any of the meta-data items for the return results, subject to
some rules.

Only the foreground regions of the images were used
as meta-data, thereby reducing redundancy of the descrip-
tors. The foreground regions were produced both man-
ually and automatically. The automatic motion detec-
tion uses a per-pixel multi-modal background model in a
(h,l,s) color space. The model is comprised of one 2-
dimensional Gaussian representing the background color
and 1-1D Gaussian representing the intensity. Pixel clas-
sification is performed in the usual manner, except for an
additional procedure which attempts to identify the pres-
ence of shadows. See Fig. 2 for an automatic and manual
segmentation comparison.

2.1 Dataset and Experimental Design

Video sequences showing 47 people entering and leaving a
room were assembled as a test set. Each person is filmed
by two cameras, which both observe the two movements IN
and OUT, resulting in four image sequences for personi:
Ain

i
, Aout

i
, Bin

i
,Bout

i
, where A and B refer to the sequences

captured from the two cameras (Fig. 1). Each of the under-
graduate participants in the dataset provided written consent
that the data can be used for research purposes, including
publication on the Internet.

The set of experiments are designed to test the retrieval
accuracy of query by example. This procedure requires a
query subject (the example) to be compared with the con-
tents of the surveillance database, the query objects. The
retrieval process will select an ordered (ranked) list of the
objects deemed to be similar to the query subject. The al-
ternative query type is query by specification, for example,
“select objects with white shoes”. This raises further issues
such as the ontology of the specification, and is not included
in this work.

There are three experiments presented. Experiment 1
presents retrieval results using the same camera, but differ-
ent movement (e.g. comparingAin with Aout). Experi-
ment 2 compares the same movement with different cam-
eras (e.g. comparingAin with Bin); Finally, Experiment 3
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Figure 1: Example data showing the same person, from
the two different cameras, each with two views. Clockwise
from top left:Ain, Bin, Bout andAout.

investigates the success with which sequences of an individ-
ual may be retrieved, using images from a different camera,
taken at a different time (e.g. comparingAin with Bout).

Fifteen individuals were randomly selected for the ex-
periments. Each individual has nine separate ground truth
images, and a set of three queries. Three ground truth im-
ages and one query image are used for each of the three ex-
periments. The images taken for the ground truth data were
chosen to reflect the circumstances of the experiment. The
query data was taken randomly from a predetermined range
of usable images and came entirely from a particular se-
quence. For example, the ground truth data for experiment
one comes entirely from people entering the room from the
front facing camera.

2.2 The Color Descriptors

The four Color Descriptors used in the experiments are out-
lined below: Dominant Color, Color Layout, Scalable Color
and Color Structure. The experiments compare a total of
eight different descriptors, since two different quantization
settings are used for the last two, and in addition two vali-
dation descriptions are included to check the experimental
procedure. In addition to the retrieval rate, other perfor-
mance factors include the compactness of the representa-
tion, the computation required to generate the data, and the
computation required to retrieve a similarity measure be-
tween two representations. The following descriptions are
paraphrased from [13].

The Dominant ColorDescriptor represents colors in an
image or image region. It uses the generalized Lloyd al-

Figure 2: Automatic (left) and manual (right) segmentation
of pedestrians for processing by the Color Descriptors, for
the front (top) and side (bottom) cameras.

gorithm [8] to cluster the data using the (l,u,v) color space.
The cluster centers and distortion rate are calculated itera-
tively, and the algorithm stops when up to eight clusters are
found. A connected-components algorithm joins neighbor-
hoods of the same dominant colors and produces a global
spatial homogeneity component. The clustering is opti-
mized for similarity in human perception, where spatial res-
olution is less sensitive for color, than for brightness. The
descriptor outputs the number of clusters, the spatial homo-
geneity of the image, and each cluster with a color, variance
and percentage value. The color values have a resolution
of 5 bits per channel, as do the percentage and spatial ho-
mogeneity components. Spatial homogeneity and variance,
as included in these experiments, are optional but increase
performance and computational requirements.

The Scalable ColorDescriptor uses a Haar transforma-
tion of the color histogram, performed in (h,s,v). The output
is the high and low-pass co-efficients from the transform.
This representation is quantized into between 16 and 256
eight-bit values per image, depending on the required com-
pactness - a low number of bins give a fast descriptor suit-
able for indexing and quick queries. The color channels are
quantized unevenly, with a higher percentage taken with the
hue component. The high-pass coefficients are fairly redun-
dant and hence can be heavily compressed. The principle
advantage of this descriptor is that the Haar scaling prop-
erties allow differing quantization levels can be matched to
one another.

TheColor StructureDescriptor uses a spatial structuring
element when compiling the color histogram. Hence, the
spatial structure in which the different colors appear is in-
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corporated into the representation. A4× 4 kernel is passed
over the image and the color channel bins are incremented
if a color is present. The Color Structure descriptor uses the
hue, max, min, difference (HMMD) color space, which is
quantized unevenly. Different quantization levels are avail-
able, as with the scalable color descriptor, with the highest
quantization levels giving the best results.

The Color LayoutDescriptor is emphasized as a quick
descriptor that is resolution independent and suitable forin-
dexing, sketch-based retrieval and video segment identifica-
tion. Extraction is performed by a discrete cosine transform
(DCT) transformation in Y or Cb or Cr space. The input
image is partitioned into blocks, each block changed to the
mean of its color components, a DCT transform is applied
to the blocks, a zigzag scanning and weighting gives binary
marks. This descriptor is suitable for low-powered devices.

Techniques for similarity matching using each of the
above color descriptors are given in [13]. MatchingDomi-
nant Color descriptors involves searching the data-set for
similar distributions of colors. This can be a two-pass
process, where individual colors can either be searched for
individually and then combined, or where the complete
descriptions are compared, as used here. The matching
process calculates: the Euclidean distances between the
clusters, the spatial homogeneity with a weighted differ-
ence calculation and the variance using a mixture of Gaus-
sians measure.Scalable Colormatching can be performed
with descriptors of differing quantization and differenceco-
efficients, due to the Haar transform. L1-norm matching
can be applied to the Haar domain (sum of absolute differ-
ences) and in the histogram domain, the L1-norm degener-
ates to a Hamming distance because the bit-plane has been
compressed to merely a sign bit.Color Structurematch-
ing involves equalization of query and data-set descriptors.
This is more complex than histogram equalization because
color quantization affects the color structure. Unlike the
other descriptors, the similarity matching process is explic-
itly defined in the standard and involves bin unification and
bin quantization stages.Color Layoutdescriptor matching
uses a distance measure from the combined coefficients pro-
duced over the three color channels.

2.3 Combining Descriptors

In this section, two methods are described that require the
similarity output from the above descriptors to be com-
bined, to generate a joint ranking. Firstly, to exploit the
frequent segmentation in pedestrian clothed appearance, a
method is proposed by which the foreground mask for each
person is split into two separate regions, giving top and bot-
tom only meta-data. The experiments use data split auto-
matically, where foreground region is split half-way down,
and manually, where the two outer layers of top and bottom

Figure 3: Example of automatic (left) and manual splitting
(right) to produce Top and Bottom data.

items of clothing are segmented (Fig. 3).
Although these data are used separately, the intention is

to combine them, to give a retrieval process that jointly uses
both top-half and bottom-half meta-data (while maintaining
an explicit distinction between these two, to exploit the as-
sumption that pedestrians generally stay the same way up).
This method may also have application where where peo-
ple are occluded from e.g. the waist down. In the paper,
this is called a ‘Spatial Combination’. Secondly, it may be
the case that the different color descriptors have comple-
mentary characteristics, which, if combined appropriately,
could improve the overall retrieval rate. Below, this is called
a ‘Descriptor Combination’.

For both Spatial and Descriptor Combinations, there are
several methods by which the individual results are com-
bined. In either case, a potential difficulty is the incompati-
bility of outputs from the two Descriptors, which may have
completely different units and scales of output. Although
there are solutions to this problem, such as converting each
into a Mahalanobis distance, this is not without complica-
tions, and so the rank output from each Descriptor was se-
lected as the most appropriate input to combine into a joint
descriptor. Four different operators were tested to combine
the ranks:addition, multiplication, minimumandmaximum.
(Theminimumoperator selects the best (lowest) rank from
the two, while themaximumselects the worst (highest) rank.
The output from these operations are then re-ranked accord-
ingly, and the resulting ranks are used as the final retrieval
answer. Existing work on pedestrian recognition exists in
[11], which also suggest combinations of descriptors.

2.4 Evaluation of Retrieval Accuracy

The Average Modified Normal Retrieval Rate (ANMRR)
metric is used to evaluate the performance of the Color De-
scriptors. This metric is introduced in Manjunath [13], used
in [6, 12, 20] and analyzed by [15]. The purpose of the met-
ric is to allow an evaluation of different descriptors that is
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unbiased with respect to different sample and ground truth
sizes, and correlates well with perceptual judgment about
the retrieval success rate [15]. Scores are based upon the
rank of results and not their value. The rank of each re-
trieved ground truth data is counted and penalties are is-
sued if any of the items comes after a threshold, K. The
same penalty applies to all items after K, i.e. the proce-
dure penalizes low-ranking ground-truth items, no matter
how low-ranking. The size of the ground truth set deter-
mines the rank at which the threshold is placed. The rule of
thumb suggested in [13] is that K is set at twice the ground
value. However, they also suggest a practical minimum of
three ground truth items, for the rule to apply. Each retrieval
operation is assigned an NMRR, the Modified Normal Re-
trieval Rate: this is averaged over all operations in the set,
to produce the ANMRR:

NMRR(q) =
MRR(q)

1.25 · K(q) − 0.5 · [1 + NG(q)]

whereK = relevant rank mark,NG = number of ground
truth data elements andq = query.

3 Results

As discussed above, a number of different CBIR techniques
were evaluated in three scenarios, designed to provide dif-
ferent grades of difficulty. In the first scenario, the goal
is to retrieve images of a person walking towards the cam-
era; providing, as an example, an image of the person walk-
ing away from this same camera. The data-set comprised
four images each of fifteen people. Six different MPEG7
descriptors were evaluated in this scenario, alongside two
simple control descriptors: the mean and random descrip-
tors, all described above. These alternatives are evaluated
using the ANMRR: here, a value of 0.0 indicates perfect
retrieval, and 1.0 corresponds to no retrieval at all.

A further experimental parameter is the Spatial Combi-
nation method of the data submitted to the Color Descrip-
tors: there are a total of seven configurations: the whole
region can be submitted, or top only, or bottom only; or
these last two can be combined in four different ways, as
discussed in Section 2.3.

First of all, the experiment is conducted withmanual
segmentation of each person in the image. Fig. 4 shows
manually segmented data with automatically split top and
bottom halves. This virtually eliminates contamination with
background. The results for automatic segmentation and
splitting are shown in Fig. 5. The results for the manually
segmented top and bottom halves are shown in Fig. 7 which
represent the best possible segmentation.

For all configurations of data, the random classifier gives
a result of roughly 0.9, in line with theory, providing one

Rank (1-K) Gnd. Truth Retrieval (n) NMRR (0-1)
1,2,3,x,x,x 3 in top 6 0
1,2,x,x,x,x 2 of 3 in top 6 ˜0.25
1,x,x,x,x,2 2 of 3 in top 6 ˜0.5
x,x,x,x,1,2 2 of 3 in top 6 ˜0.75
x,x,x,x,x,x 0 in top 6 1

Table 1: Example retrieval scenarios, together with the
resulting Normalized Modified Retrieval Rate (NMRR).
There are three ‘true’ items to be retrieved; all the rest are
‘false alarms’.
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Figure 4: Retrieval Rate for Experiment 1 (same camera,
different direction of motion) with manual segmentation.
Compare with the results for automatic segmentation (Fig.
5) and manually segmented top and bottom (Fig. 7). The
experiment suggests the most effective descriptor in this
scenario is Color Structure.

useful validation point for the experimental procedure, and
a point of reference by which the other methods may be
judged. A second reference point is provided by the simple
(r,g,b) mean descriptor: here, the top and whole configura-
tions provide a retrieval rate of about 0.54. Unsurprisingly,
it is less reliable to retrieve an individuals identity using
only their bottom half (0.68). However, all four Combina-
tion methods, operating on Top and Bottom retrieval ranks
significantly improve the performance of the mean classi-
fier, to a rate of around 0.40.

The best retrieval performance is displayed by the Color
Structure Descriptor. It demonstrates an ANMRR of around
0.21, on experiment 1, with manual segmentation. Where
the top and bottom halves are manually segmented (Fig. 7),
an improvement over the whole is noted, with Color Struc-
ture 256 combined with max operator, providing the best
result (0.15).

The same techniques show similar results when process-
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Figure 5: Retrieval Rate for Experiment 1 (same camera,
different direction of motion) with automatically segmented
foreground data.

ing automatically segmented foreground data. These re-
gions will exhibit a higher incidence of missing compo-
nents and background contamination, than the manually
segmented data. The performance of the Color Structure
Descriptor degrades moderately, from 0.21 to 0.27. The
Color Layout Descriptor shows most sensitivity to noisy
data: its retrieval rate drops from 0.58 to 0.73. Using the
proposed system, the same high retrieval rate is not main-
tained if the source camera for the query image is different
to the source camera for the stored dataset. In experiment
3 (Fig. 6), this retrieval rate is plotted, for the same spread
of Color Descriptors. None of these demonstrated a higher
retrieval rate than what was obtained for a simple (r,g,b)
meta-data (and corresponding Euclidean distance measure).
Top and Whole segmentation strategies worked equally well
(ANMRR=0.50) using this simple mean descriptor.

To help improve the performance between the cameras,
an implementation of the Gray World algorithm for color
constancy [17] was used but did not improve the results.
Finally, experiments designed to compare performance of
different combinations of Color Descriptors showed that
small but significant improvements were possible. Table
2 plots retrieval rates obtained in Experiment 1 for auto-
matic segmentation policy. Combining Color Structure and
Dominant Color with amin operator gives a retrieval rate
of 0.244, compared to 0.253 or 0.424, when these are used
separately.

4 Conclusions

An experimental methodology has been described and used
to evaluate the effectiveness of MPEG7 Color Descriptors
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Figure 6: Retrieval Rate for Experiment 3 (different camera,
different direction of motion) with automatic segmentation.

- DC SC 256 SC 32 CS 256 CS 32
DC - 0.307 0.369 0.272 0.244

SC 256 0.305 - 0.408 0.248 0.290
SC 32 0.347 0.357 - 0.292 0.331
CS 256 0.278 0.252 0.317 - 0.268
CS 32 0.256 0.292 0.335 0.258 -

Table 2: Descriptor combination experiments with Exper-
iment 1 automatically segmented data (see Fig. 5), com-
bined with the min operator. The results suggest an im-
provement over a single descriptor.

for Content Based Retrieval of Surveillance Data. The re-
sults clearly illustrate the relative performance of thesede-
scriptors in retrieving images of people in an indoor envi-
ronment. Although there are cases for which a segmenta-
tion into Top and Bottom improved results, especially when
manually segmented, the best results are obtained (for a sin-
gle camera) when all foreground data is input into the Color
Structure Descriptor.

The ANMRR provides a useful, unbiased, bounded indi-
cation of the performance of the retrieval process. However,
it fails to adequately address certain issues familiar to Visual
Surveillance researchers. For example, the rank ordering
method cannot in itself provide evidence that a given query
example does not appear in a dataset: there will always be
one element of the data set most similar to the example.
Similarly, probabilistic estimates of identity, for incorpora-
tion with other uncertain cues, are not easily deduced from
the rank method. One challenge is the unification of re-
trieval metrics across the research communities.

For multiple camera datasets, the MPEG7 Color De-
scriptors do not outperform the simple (r,g,b) mean descrip-
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Figure 7: Retrieval Rate for Experiment 1 (same camera,
different direction of motion) with manual segmentation
and manual segmentation of top and bottom clothing.

tion of foreground data. It is suspected that the lack of
color constancy is responsible for this degradation of perfor-
mance. This clearly indicates a useful direction for future
work, i.e. specification of a preprocessing method through
which the multi-camera retrieval rate can be enhanced.
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