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Asymmetries in the Processing of Vowel Height

Mathias Scharinger,® Philip J. Monahan, and William J. Idsardi®

Purpose: Speech perception can be described as the transformation
of continuous acoustic information into discrete memory
representations. Therefore, research on neural representations
of speech sounds is particularly important for a better understanding
of this transformation. Speech perception models make specific
assumptions regarding the representation of mid vowels (e.g., [€])
that are articulated with a neutral position in regard to height.
One hypothesis is that their representation is less specific than the
representation of vowels with a more specific position (e.g., [z]).
Method: In a magnetoencephalography study, we fested the
underspecification of mid vowel in American English. Using a
mismatch negativity (MMN) paradigm, mid and low lax vowels
([e]/[2e]), and high and low lax vowels ([1]/[ze]), were opposed,
and M100/N1 dipole source parameters as well as MMN latency
and amplitude were examined.

Results: Larger MMNs occurred when the mid vowel [e] was a
deviant to the standard [z], a result consistent with less specific

representations for mid vowels. MMNs of equal magnitude were
elicited in the high—low comparison, consistent with more specific
representations for both high and low vowels. M100 dipole
locations support early vowel categorization on the basis of
linguistically relevant acoustic—phonetic features.

Conclusion: We take our results to reflect an abstract long-term
representation of vowels that do not include redundant specifications
at very early stages of processing the speech signal. Moreover, the
dipole locations indicate extraction of distinctive features and their
mapping onto representationally faithful cortical locations (i.e.,
a feature map).

Key Words: vowel processing, auditory-evoked responses,
mismatch negativity, N1m dipole distances, representation
of speech sounds, speech perception

sounds is an integral component in furthering our

understanding of the set of perceptual and neuro-
physiological computations that underlie the mapping
between the incoming acoustic signal and lexical represen-
tations. Given their tractable nature and well-understood
spectral properties (Rosner & Pickering, 1994), vowels
have been exploited extensively in investigations of these
processes. Typically, vowels are classified on the basis of
their first two resonant frequencies (peaks of energy in an
acoustic spectrum; Ladefoged, 2001; Stevens, 1998), in
which the first formant frequency (F1) inversely correlates
with articulatory tongue height, and the second formant
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frequency (F'2) reflects the place of articulation in the hor-
izontal dimension (back to front). Given these dimensions,
vowels can be distinguished on the basis of tongue height
(high [i] vs. low [a]) and place of articulation (front [e] vs.
back [o]; Ladefoged, 2001).

Distinctive feature theories (e.g., McCarthy, 1988;
for a neurolinguistic account, see Poeppel, Idsardi, &
van Wassenhove, 2008) assume that long-term memory
representations of vowels are based on symbolic and ab-
stract labels referring to both acoustic cues (F1, F2) and
articulatory configurations (tongue height, place of ar-
ticulation). They thereby connect audition and artic-
ulation (for contrasting perspectives, see Browman &
Goldstein, 1989; Stevens, 2002). Rooted in distinctive
feature theory, Lahiri and Reetz (2002, 2010) have of-
fered a model of speech perception and lexical access
(the featurally underspecified lexicon model) in which
speech sounds are described as bundles of feature speci-
fications (e.g., high, front [1]) and are also processed on
the basis of their abstract features. Underlying (phonolog-
ical) representations employ the same feature bundles,
but crucially, not every feature is expressed or specified.
For example, on the basis of particular assimilatory
properties of front (coronal) speech sounds (Avery &
Rice, 1989), their place of articulation is assumed to be
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unspecified for coronality (underspecified for place of ar-
ticulation). Note that the assumption of Lahiri and
Reetz (2002), which we adopt here, is that coronal refers
to a macro-category of place of articulation. It subsumes
dental, alveolar, and alveo-palatal (or postalveolar)
places of articulation. These places contrast with bila-
bial (labial) on the one hand and with velar and uvular
(dorsal) places on the other hand. Further, the term
underspecification refers to the overall representation
of a speech sound and indicates that some feature dimen-
sion (e.g., tongue height for [€]) is not specified at all.
According to the featurally underspecified lexicon model,
a consonant like [t] or a vowel like [1] would not have a
long-term memory representation for its phonological
place of articulation feature, [coronal]. As a consequence,
the mapping from acoustic signal to underlying features is
asymmetric: For noncoronal sounds, bottom-up signal in-
formation is evaluated against more detailed long-term
memory representations, whereas for coronal sounds,
signal information is mapped onto less detailed (i.e.,
underspecified) memory representations.

Regarding vowel height, it has been proposed that
some tongue heights are not encoded underlyingly;
that is, mid [] is underspecified for height (Lahiri &
Reetz, 2002, p. 657). This contrasts with the specifica-
tion [high] for [1] and [low] for [ze].

In this article, we investigate the representational
nature of mid vowels in American English, which have
the precarious status of being neither [high] nor [low]
in traditional distinctive feature analyses; for example,
they are characterized by the conjoined lack of a positive
specification (cf. Avery & Idsardi, 2001). We use the brain’s
magnetic response to acoustic signals derived from con-
trasts in tongue height as a neurophysiological mea-
sure in a classical mismatch negativity (MMN) study
(N44atanen, 2001). The aim is to examine long-term vowel
representations and processes involved in translating a
continuous acoustic signal into a discrete mental sound
representation under the assumption that this represen-
tation does not yield a one-to-one correspondence to the
physical acoustic properties of the corresponding speech
sound. Although we tested American English speakers
with no hearing deficits, the framework may have im-
portant clinical implications, particularly for cochlear
implant (CI) patients whose vowel spaces differ in charac-
teristic ways from those of healthy controls (Harnsberger
et al., 2001; Lofqvist, Sahlén, & Ibertsson, 2010; Neumeyer,
Harrington, & Draxler, 2010).

Neurophysiological Investigations
of Vowel Perception

The cortical processing of vowels has been extensively
investigated using electro-encephalography (Diesch,

Eulitz, Hampson, & Ross, 1996; Diesch & Luce, 1997a,
1997b; Hill, McArthur, & Bishop, 2004; Jacobsen, Schriger,
& Alter, 2004; Poeppel et al., 1997; Roberts, Flagg, &
Gage, 2004; Shestakova, Brattico, Soloviev, Klucharev,
& Huotilainen, 2004), that is, the brain’s electric re-
sponse underlying the perception and processing of
vowel sounds in human cortex. Because vowels have rel-
atively robust acoustic cues in F1 and F2, they are ideal
candidates for the elicitation of early auditory-evoked
components, such as the N1 or its magnetic equivalent,
the N1m/M100. The M100 is a pronounced peak around
100 ms after the onset of an auditory stimulus that
appears to encode basic speech processing in auditory
cortices (Diesch et al., 1996; Shestakova et al., 2004). It
is considered an index of temporal and topographical
coding. Measures on the surface of the scalp (sensor-
space) as well as measures of the source estimates produc-
ing a particular scalp electric distribution (source-space)
are systematically modulated by the spectral character-
istics of different vowel stimuli. For (pure) sinusoidal
tones, the M100 latency inversely correlates with tone
frequency (Poeppel & Marantz, 2000; Roberts, Ferrari,
Stufflebeam, & Poeppel, 2000 [and references therein]),
whereas for vowels, the latency of the M100 seems to
track F1 (Diesch et al., 1996; Poeppel et al., 1997; Roberts
et al., 2000, 2004, Tiitinen, Mikeld, Makinen, May, &
Alku, 2005). Recent work, however, suggests an additional
sensitivity to vowel formant ratios in dense vowel spaces
(Monahan & Idsardi, 2010), in which larger ratios between
the first and third vowel formant frequencies (F1/F3)
elicit earlier M100 latencies.

Source-based parameters of the M100 are also sensi-
tive to spectral characteristics of complex tones, vowels,
and consonants (Diesch & Luce, 1997a, 1997b, 2000;
Eulitz, Diesch, Pantev, & Hampson, 1995). The latter
studies parallel earlier findings that showed a tonotopic
organization of auditory cortex (Pantev et al., 1988; Pantev,
Hoke, Lutkenhéner, & Lehnertz, 1989), that is, a spatial
representation of frequency differences (frequency maps).
M100 dipole locations reflect a categorical distinction of
speech sounds on the basis of their formant frequencies
(Makel4, Alku, & Tiitinen, 2003; Obleser, Elbert, Lahiri,
& Eulitz, 2003; Shestakova et al., 2004). Spectral acous-
tic distances, as determined by Euclidean distances on
the basis of two or three vowel formants, were paralleled
in spatial dipole locations in a number of studies (Obleser,
Elbert, et al., 2003; Shestakova et al., 2004). The crucial
finding was that if two stimuli had a large spectral acous-
tic distance, the underlying sources of cortical activity to
these stimuli had a relatively large spatial separation in
auditory cortex. Conversely, the cortical sources of stimuli
with a small acoustic distance were more closely collocated.
Moreover, it has been found that M100 source dipoles
differed along the anterior—posterior dimension accord-
ing to differences in place of articulation, where [coronal]
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vowels reliably localized to more anterior positions in
auditory cortex than [dorsal] vowels, seemingly parallel
to their oral articulation (Obleser, Lahiri, & Eulitz, 2003,
2004). This pattern was replicated with CV syllables in
German that contained either a dorsal ([o]) or a coronal
vowel ([g]), irrespective of the initial consonant (Obleser,
Lahiri, & Eulitz, 2003). Finally, absolute dipole locations
were modulated when attention was shifted away from
the linguistic characteristics of the stimulus (Obleser,
Elbert, & Eulitz, 2004), whereas the relative anterior/
posterior distinction was maintained. Taken together,
these findings suggest that M100 source parameters
are modulated by acoustic and, in particular, by lin-
guistically relevant acoustic characteristics of speech
sounds.

Neurophysiological assessments of speech sound
underspecification have primarily been made on the
basis of components temporally subsequent to the M100,
such as the MMN, an automatic and preattentive brain
response to acoustic change or rule violation (Naaténen,
2001; Nadtanen & Alho, 1997; Nditianen, Paavilainen,
Rinne, & Alho, 2007; Winkler, 2007). The response is usu-
ally elicited in passive oddball paradigms, during which
participants listen to frequent (standard) stimuli inter-
spersed with infrequent (deviant) stimuli. The MMN is
a fronto-temporal negativity in the difference waveform
obtained by subtracting standard responses from deviant
responses to the same acoustic stimuli and peaks be-
tween 150 and 250 ms poststimulus onset.

Designs testing coronal underspecification exploit
the opposition of frequently occurring standard stimuli
and rarely occurring deviant stimuli on the basis of the
following logic: Standard repetitions activate memory
traces, corresponding to underlying representations of
speech sounds (N&dtdnen et al., 1997), affixes (Shtyrov
& Pulvermiiller, 2002a), or words (Pulvermiiller et al.,
2001; Pulvermiiller, Shtyrov, Kujala, & Néatdnen, 2004;
Shtyrov & Pulvermiiller, 2002b) in long-term memory.
Standard repetitions set up expectations regarding fea-
ture specifications that might be violated by rarely oc-
curring deviants with conflicting features (Eulitz &
Lahiri, 2004; Winkler et al., 1999). Conflicting features
are those that are mutually exclusive, such as [high] ver-
sus [low] and [coronal] versus [dorsal]. It should be noted
that acoustic differences between standards and deviants
will always yield some electrophysiological responses
(Eulitz & Lahiri, 2004) given a minimum acoustic dis-
tance (cf. Naétdnen, Tervaniemi, Sussman, Paavilainen,
& Winkler, 2001). However, if acoustic differences are ac-
companied by featural differences (i.e., featural mis-
matches), the resulting MMN is expected to be larger
than if there are no featural deviances. That is, the ob-
served MMN is the result of a combination of differences
from acoustic (bottom-up) information and from more
abstract (top-down) distinctions.

Testing German vowels, Eulitz and Lahiri (2004)
found that a coronal deviant [¢] that is preceded by a
dorsal standard [o] elicited earlier and larger MMN
responses than the reverse presentation, that is, a
dorsal deviant [o] preceded by a coronal standard [g].
These findings are predicted if the dorsal standard acti-
vates its fully specified place of articulation feature
[dorsal], whereas the underspecified deviant fails to sat-
isfy the prediction that a place of articulation feature is
specified. Conversely, a coronal standard activates an
underspecified representation in long-term memory,
for which the dorsal deviant does not provide a featural
mismatch. Further, underspecified standards do not
generate specific predictions as to the specification of
place of articulation. Thus, the observed MMN reflects
a combination of these two difference measures, one per-
taining to the acoustic difference between [o] and [g]
(and equivalently vice versa, [¢] and [o]) and the other
one to the phonological difference between the two
vowels (i.e., specified vs. underspecified). The MMN elic-
ited by the deviant [o] was relatively small because it
only reflected the acoustic dissimilarity to the standard,
whereas the larger MMN elicited by the deviant [¢] ad-
ditionally reflected a featural mismatch (see Bergelson
& Idsardi, 2009, for similar results from music percep-
tion; see Hwang, Monahan, & Idsardi, 2010, for asym-
metries in voicing of consonants).

The similar featural mismatch logic should hold for
tongue height differences in English front vowels. We
follow Lahiri and Reetz (2002) in the assumption that
mid vowels are entirely underspecified for height, that
is, never provide mismatching features to their low or
high vowel counterparts. However, as before, a fully
specified low or high vowel in standard position should
generate a strong expectation regarding tongue height
specification that might be violated if the deviant to
this standard sequence is an underspecified mid vowel.
Hence, in an MMN design, the mid vowel [g], preceded
by the low vowel [z], should elicit a larger MMN response
than in the reverse case, that is, if the low vowel [&] is pre-
ceded by the mid vowel [e]. In the former (but not the lat-
ter) case, the standard generates a strong prediction
regarding its tongue height specification that is then vio-
lated by the deviant. Further, assuming a low vowel stan-
dard and a high vowel deviant would lead to a featural
mismatch between [low] and [high]. This mismatch, how-
ever, should be observed in the reverse case as well.

The hypotheses discussed above are compatible
with the model adjustment hypothesis (Nddtidnen &
Winkler, 1999; Winkler, Karmos, & Néddtdnen, 1996)
as well as the predictive coding approach to the neural
source of MMN generation at frontal and temporal cor-
tical locations (Baldeweg, 2006; Friston, 2005; Garrido,
Kilner, Stephan, & Friston, 2009). Note that the model
adjustment hypothesis is part of the predictive coding
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account. In both approaches, the MMN results from vio-
lations of inference predictions on the basis of the repe-
titious standard presentations. The predictive coding
account, combining the model adjustment approach
with an adaptation approach of MMN generation (Garrido
et al., 2009), proposes that standard presentation resem-
bles perceptual learning during which hierarchical sen-
sory levels receive bottom-up sensory input from lower
levels and receive top-down predictions from higher
levels. As a result of the repetition of standard presenta-
tions, prediction errors are reduced by repetitive suppres-
sion or adaptation. A deviant presentation then leads to a
violation of bottom-up prediction that is reflected in
MMN generation. Applied to vowel underspecification,
underspecified standards (such as mid [e]) make weaker
predictions with regard to their tongue height features.
As a result, the violation of such an expectation from de-
viant sensory information should be less severe, and the
MMN ought to be reduced compared with the reverse
condition, in which the underlying, specified represen-
tation of the standard can generate a stronger featural
prediction.

We tested these predictions in a magnetoencephalo-
graphy (MEG) MMN experiment with the American
English short (lax) front vowels [2], [e], and [1]. The
choice of these vowels was determined by the observa-
tion that short front vowels in American English are
less likely to be diphthongized (Hillenbrand, Getty,
Clark, & Wheeler, 1995), such that our featural assump-
tions are more straightforward. For instance, it is not
clear how to specify the diphthong [ai] in terms of tongue
height features: It could subsume [low] and [high], [low]
only, [high] only, or neither feature specification.

Testing Vowel Height Differences
in American English

Rationale

Using an MMN design with MEG enables us to test
our featural mismatch predictions and to simultaneously

investigate M100 source parameters. These measures
enable us to examine the neural bases of speech sound
category access during the transformation of an acoustic
signal into a mental representation. Note that MEG
allows us to estimate the underlying source dipole of
the observed magnetic field at the scalp with greater ac-
curacy than EEG (e.g., Leahy, Mosher, Spencer, Huang,
& Lewine, 1998; Lopes da Silva, Wieringa, & Peters,
1991; Nakasatp et al., 1994).

Materials

Twenty acoustically distinct exemplars of each of
the American English vowels [&], [], and [1] were pro-
duced by a female native speaker of American English
with phonetic training. This dialect and this speaker
did not merge any of these vowels (cf. Labov, Ash, &
Boberg, 2006) and made a robust three-way height dis-
tinction. Detailed spectral acoustic measures are pro-
vided in Table 1.

Note that the motivation of using multiple acoustic
vowel exemplars is twofold: First, we want to guarantee
a more natural listening situation. Second, using single
vowels without any acoustic variation may result in re-
sponse patterns that solely depend on the particular
acoustic quality of the stimulus. In contrast, multiple
exemplars in a many-to-one oddball paradigm increase
the likelihood that the participants will form more ab-
stract memory traces against which the deviants can
be compared (Phillips et al., 2000; Winkler et al., 1999).

All stimuli were recorded and digitally sampled at
44.1 kHz with an amplitude resolution of 16 bits within
the phonetic sound application PRAAT (Boersma &
Weenink, 2009). Ten vowels of each category with simi-
lar pitch and intensity were selected as experimental
stimuli. Their F1 and F2 values confirmed the three-
way height distinction (see Figure 1). Stimuli intensity
was normalized and corresponded to a presentation
level of 60 dB (sound pressure level). An onset and offset
ramp (cosine-square) of 15 ms was applied to all vowels
(duration: 100 ms) that reduced sharp onsets and offsets.

Table 1. Spectral acoustic characteristics of the three vowel types used in the mismatch negativity

experiment.

Vowel Pitch (Hz) F1 (Hz) F2 (Hz) F3 (Hz)

[] 171.25 (3.46) 1023.30 (31.60) 1760.60 (19.92) 2712.60 (126.25)
[€] 177.19 (2.94) 801.00 (22.59) 2008.80 (32.85) 2895.80 (73.42)
[] 184.31 (2.67) 531.50 (6.88) 2239.90 (23.51) 3009.50 (72.49)

Note.  Pitch and formant values were obtained from a linear predictive coefficient formant analysis within the
sound application PRAAT (Boersma & Weenink, 2009). The table shows the averaged values across the 10 variable
tokens per vowel category. Standard deviations are given in parentheses. F1 = first formant frequency; F2 = second

formant frequency; F3 = third formant frequency.
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Figure 1. Acoustic characteristics of test stimuli. Formant (resonance)
frequencies of the first two components (first formant frequency
[F1], second formant frequency [F2]) are given in Bark, a nonlinear
scale that better matches the psycho-acoustic perception of frequency.
All vowel types clearly differ in F1.

F1 [Bark]
4
< » [1]  Pitch 184 Hz
(SD 2.67)
6
- s [e]  Pitch 177 Hz
P (SD 2.94)
il
& [&] Pitch 171 Hz
9 . (SD 3.46)
10+
15 14 13 12 11 10 9 8 7 6 5 4

F2 [Bark]

Design

Stimuli were organized in a passive standard/deviant
many-to-one oddball paradigm (Phillips et al., 2000;
Winkler et al., 1999). The crucial mid vowel comparison
was made between the low vowel [ze] and mid vowel [e].
As a control, we included the standard—deviant pair of
the low vowel [e] and the high vowel [1], both of which
are underlyingly specified for height. The vowels [e]
and [g], as well as [@] and [1], were distributed over 2 x
2 blocks in which they occurred in either a standard (p =
.875, N =700) or adeviant (p =.125, N = 100; see Table 2)
position. The different category exemplars were pseudo-
randomly drawn from the corresponding sets. We en-
sured that all exemplars occurred equally often. The

Table 2. Design of experiment and distribution of test stimuli.

Feature Expectancy
Block Standard Deviant opposition violation
1 [e] [e] [lowH—] g
specified-unspecified
2 [e] (] [—Hlow] X
unspecified—specified
3 [] [1 [low]-[high] v
specified-specified
4 [ [e] [high}Hlow] A

specified-specified

Note.  The right-most column indicates whether the expectation (derived
from the standard) is violated in the deviant. Note that the features
[high] and [low] in Blocks 3 and 4 violate the expectancy by a featural
mismatch (cf. Lahiri & Reetz, 2002).

number of standards between two deviants varied ran-
domly in each block. The interstimulus intervals pseudo-
randomly varied between 500 and 1,000 ms to prevent
participants from entraining to a specific presentation
rhythm that may confound our event-related potential
measures of interest. Each block contained a total of
800 trials and lasted approximately 15 min. Block
order was permutated across participants. Trials were
presented binaurally at a comfortable listening level
(~60 dB SPL) with the software package Presentation
(Neurobehavioral Systems, 2012).

Expectations

Following Eulitz and Lahiri (2004), we predict
asymmetric MMN responses to the deviants [] and
[ze]. This prediction is based on the assumption that [e]
is underspecified for tongue height, whereas [#] is not.
As laid out above, underspecified deviants after speci-
fied standards ought to elicit a larger MMN response
than in the reverse case. In contrast, the test conditions
with [ze] and [1] should show similar MMN responses be-
cause the standard/deviant opposition always includes
the specified features [low] and [high], or [high] and
[low]. Furthermore, we also expect the MMN response
to be modulated by the size of the acoustic differences
as well, such that the larger formant distance between
[low] and [high] vowels should enhance their MMN
response.

On the basis of previous M100 findings, we addition-
ally expect source- and sensor-space differences between
the M100 responses of all three vowels (e.g., Obleser,
Lahiri, & Eulitz, 2003). This would provide further evi-
dence for an early extraction of linguistically relevant
acoustic information to access discrete long-term mem-
ory representations of speech sounds (here: vowels).

Participants and Procedure

Fifteen students from the University of Maryland
(9 women, 6 men; mean age = 21.1 years, SD = 3.2; all
native speakers of American English), without any
reported history of hearing or neurological problems,
participated for class credit or monetary compensation.
All participants provided informed written consent and
tested strongly right-handed (>80%) on the Edinburgh
Handedness Inventory (Oldfield, 1971). Participants’
head shapes were digitized before the experiment with
a POLHEMUS 3 Space Fast Track system. Together
with localization data from two preauricular and three
prefrontal electrodes, these data allowed us to perform
dipole localization analyses, as reported in the Data
Analysis section.

During MEG recording and stimulus presenta-
tion, participants lay supine in a magnetically shielded
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chamber. Magnetic fields were recorded by a whole-head,
157 axial-gradiometer MEG system (Kanazawa Institute
of Technology, Kanazawa, Japan) at a sampling rate of
500 Hz. Auditory stimuli were delivered binaurally via
Etymotic ER3A insert earphones. Earphones were cali-
brated to have a flat frequency response between 50 Hz
and 3100 Hz within the shielded room. This guaranteed
an optimal acoustic delivery of the first three vowel res-
onance frequencies (Stevens, 1998). An online, 200-Hz,
low-pass filter and a 60-Hz notch filter were applied to
the raw data.

Prior to the main experiment, participants took part
in a tone perception pretest that served as a control for
dipole estimations as well as the basis for determining
regions of interest on the surface of the scalp. Note
that pure sinusoidal tones have been shown to engage
neural circuitry in the auditory cortices, reflecting mag-
netic activity to the left and right temporal scalp areas.
Further, the (base) frequency of sinusoidal tones para-
metrically determines the center of neural activity because
of the tonotopic principle of auditory cortex (Pantev et al.,
1988, 1989, 1995).

During the tone pretest, participants were in-
structed to silently count high (1000 Hz) and low (250 Hz)
sinusoidal tones (~300 total) presented over headphones
in a pseudorandom order. The scalp distribution of the
resulting averaged evoked M100 field was consistent
with the typical M100 source in the supratemporal audi-
tory cortex (Diesch et al., 1996). Only participants with a
reliable bilateral M 100 response were included in further
analyses, resulting in the exclusion of one participant.

For the main experiment, participants passively lis-
tened to vowel stimuli presented in blocks, as illustrated
in Table 2. The use of acoustically variable standard
vowels (10 tokens of each vowel) ensured that standards
activated more abstract representations, such that a
pure acoustic explanation of the resulting MMN can be
excluded (Phillips et al., 2000). Block order was counter-
balanced between subjects, and there was always a short
break after each block. Participants viewed a silent
movie during the passive listening task to reduce exces-
sive eye movements and to maintain an awake state
(Tervaniemi et al., 1999). The movie was projected
onto a screen approximately 15 cm above the partici-
pants. Together with the head shape construction and
the tone pretest, the entire experiment lasted approxi-
mately 90 min.

Data Analysis

Environmental and scanner noise were removed
from the MEG raw data using a multishift, principal
components analysis, noise-reduction algorithm (de
Cheveigné & Simon, 2007, 2008). Epoch averaging used
a 100-ms prestimulus interval and a 500-ms poststimulus

interval. This allowed us to look at the first 500-ms post-
stimulus onset during which we expected the two event-
related potential measures of interest: M100 and MMN.
Epochs were baseline corrected using the 100-ms pre-
stimulus epoch, guaranteeing that effects were truly stim-
ulus based and not elicited by events prior to stimulus
presentation. Although we used a denoising algorithm
prior to averaging to reduce environmental magnetic
influences, participants always produced artifacts by
eye movements or muscle activity that masked our com-
ponents of interest. For this reason, we rejected certain
artifacts by visual inspection on the noise-reduced con-
tinuous data. Epochs were rejected if amplitudes were
higher than 3 pico-Tesla (10 '? Tesla) or contained
more than three consecutive eye blinks. Because of ex-
cessive noise and artifacts in the raw data, leading to ex-
clusion rates of >15% of standards and deviants, one
participant was excluded from further analyses (leaving
a total of 13 participants for the analyses). Otherwise, no
more than 15% of standards or deviants were excluded
in any of the remaining participants. Averaged data
were baseline corrected as elucidated above and were
band-pass filtered by a Hamming-window digital filter
with frequency cutoffs at 1 Hz and 30 Hz. The 10 stron-
gest channels from the tone pretest were selected for
subsequent amplitude and peak latency analyses sepa-
rately for each hemisphere. Channels stemmed from
scalp areas where the magnetic field was oriented to-
ward the cortex (sink) and areas where the magnetic
field was oriented emerging from the cortex (source).
Following the usual time course of auditory-evoked
MEG components (Ackermann, Hertrich, Mathiak, &
Lutzenberger, 2001) and a visual inspection of the grand
average waveform, several time windows with a length
of 50 ms were selected. The first window (80-130 ms)
covered the M100, whereas the three later windows
(150-200, 200250, and 250-300 ms) accounted for the
MMN (see Figure 2). These windows were selected on
the basis of previous findings (Nditédnen et al., 2007;
Winkler, 2007) regarding an MMN latency range be-
tween 150 and 300 ms and a particular latency differ-
ence in a window from 150 to 200 ms, which has been
found to be crucial for testing underspecification (Eulitz
& Lahiri, 2004).

Root-mean-squared magnetic field strengths over
the selected 10 left- and right-hemispheric channels
were analyzed separately for each time window of inter-
est in mixed effect models with subject as random effect
(Baayen, 2008; Pinheiro & Bates, 2000). M100 latencies
were determined by visual inspection of the averaged
epochs per condition and subject. MMN latencies were
calculated from the difference waveforms of acoustically
identical stimuli in deviant and standard positions (i.e.,
deviant — standard). Because of the few-to-many design of
the oddball paradigm, we randomly selected 100 standard
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Figure 2. Time course of auditory-evoked components and their topography elicited by a vowel
deviant from a representative participant. MMN = mismatch negativity; fT = femto Tesla.
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epochs to guarantee that the root-mean-squared values
did not involve unequal variance between the standard
and deviant stimuli.

Dipole Fitting

The fitting of equivalent current dipoles (ECDs) fol-
lowed the procedure described in Obleser, Lahiri, and
Eulitz (2004). An ECD is the simplified cortical source
of the M100 response. It corresponds to the activity of
some 10,000 neurons in auditory cortex, producing a
local field potential and accompanying magnetic activity,
and it can be considered the center of cortical activity in
response to an auditory stimulus. To determine the cor-
tical location of ECDs elicited by our vowel stimuli, we
first defined an orthogonal left-handed head frame, on
the basis of the dimensions x and z; x projected from the
inion through to the nasion, and z projected through the
center-midline location according to the 10-20 system.
The x coordinates defined the lateral-medial dimension,
the y coordinates defined the anterior—posterior dimen-
sion, and the z coordinates defined the superior—inferior
dimension. Then, a sphere, whose center position and ra-
dius were calculated in head frame coordinates, was fit for
each participant covering the entire surface of his/her
digitized head shape. A single ECD model in a spherical
volume conductor was used for source modeling analysis

of the neuromagnetic data (cf. Diesch & Luce, 1997a;
Sarvas 1987). Left- and right-hemispheric dipoles were
modeled separately (Sarvas, 1987). Tone and vowel source
parameters were calculated from the median of the five
best ECD solutions (minimally 90% goodness-of-fit) on
the rising slope of the M100. Fittings after the respective
peaks were not included (cf. Scherg, Vajsar, & Picton,
1990).

Results
Tones

The latency analysis (in ms) for the tone pretest
included the effects hemisphere (left/right), frequency
(250 Hz/1000 Hz), and the Hemisphere x Frequency inter-
action. There was a main effect of hemisphere, F(1, 36) =
11.06, p < .001, and frequency, F(1, 36) = 20.91, p < .001.
The M100 in the right hemisphere peaked approxi-
mately 5 ms earlier than left-hemispheric M100, and
1000-Hz tones elicited a 6-ms earlier M100 than 250-Hz
tones. Both findings are consistent with previous re-
sults (e.g., Roberts, Ferrari, & Poeppel, 1998; Roberts
& Poeppel, 1996). The peak amplitude analysis (in femto
Tesla [fT]; 10! Tesla), using the same model, showed
no significant effects (all F's < 2).

Tone source parameters included location in the
lateral-medial, anterior—posterior, and superior—inferior
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dimensions (in millimeters). ECDs distinguished the
high-frequency tone with a more medial location from
the low-frequency tone with a more lateral ECD location
(cf. Pantev et al., 1989). The spatial difference of approx-
imately 4 mm was marginally significant, F(1,34)=3.73,
p = .06, and was consistent with the expected spacing
based on Pantev et al. (1989).

Vowels

M100 analysis. The M100 analyses were composed
of the fixed effects vowel ([eel/./, [2lx/, [€l/e/, and [l e/;
the subscript denoting the context provided by the stan-
dard), position (standard/deviant), and hemisphere (left/
right) in a full-factorial design. M100 amplitudes showed
a main effect of position, F(1, 180) = 18.21, p < .001,
reflecting larger amplitudes for deviants than for stan-
dards. Additionally, there was a marginally significant
Vowel x Position interaction, F(3, 180) = 2.31, p = .07. In
the low/mid comparison, M100 amplitudes differed
between deviant and standard only for [g] (¢ = 3.20,
p <.01) but not for [] (¢ = 0.14, p = .89). Put differently,
if [e] was a deviant preceded by the standard [z], the
M100 amplitude was significantly larger compared
with the M100 elicited by [e] in standard position. In
contrast, the deviant [@] preceded by [g] did not elicit
a larger M100 compared with the corresponding M100
of [ee] as a standard.

First MMN window (150-200 ms). Turning now to
the analysis of the latency and amplitude of the MMN
component, amplitudes did not differ in the first MMN
window (150-200 ms). The MMN peak latency analysis
with the effects hemisphere (left/right) and opposition
(low/high vs. low/mid) showed a significant effect of op-
position, F(1,88)=13.71, p < .01, reflecting earlier MMN
peak latencies (~10 ms) for the low/high contrast as
compared with the low/mid contrast. Within the low/mid
condition, latencies were earlier for the deviant [¢] than
for the deviant [e], but this difference (~6 ms) did not
reach statistical significance, #(84) = 1.49, p = .13.

Second MMN window (200-250 ms). The amplitude
analysis for the second MMN window (200-250 ms) re-
vealed a significant effect for position, F(1, 180) = 34.96,
p <.001, and a Position x Vowel interaction, F(3, 180) =
3.16, p < .05. On average, deviant amplitudes were 12 fT
higher than standard amplitudes (see Figure 3). The
Position x Vowel interaction was driven by larger dif-
ferences between standards and deviants if [&] was
the standard and [e] was the deviant than in the reverse
case, that is, if [e] was the standard and [s] was the de-
viant (¢ = 2.44, p < .01). This difference did not hold for
either [z] or [1] in the low/high contrast (¢ = 1.26, p = .21);
that is, the MMN was of similar size for the low/high con-
trast in both directions. Peak latencies did not differ in
the second MMN window (all Fs < 1).

Third MMN window (250-300 ms). The third MMN
window (250-300 ms) showed a similar amplitude pat-
tern. Deviants elicited a 10 fT larger amplitude than
standards, F(1, 180) = 44.87, p < .001. Again, position
interacted with vowel, F(3, 180) = 3.00, p < .05, reflecting
the amplitude asymmetry between the low/mid condi-
tion, in which standard—-deviant differences were signif-
icantly larger if [¢] was the deviant than if [ee] was the
deviant (¢ = 2.78, p < .01). No asymmetry was observed
for the low/high conditions (¢ = 0.18, p = .86). As before,
peak latencies did not differ in this MMN window. The
results remain consistent when the second and third
MMN windows are collapsed (i.e., 200-300 ms).

ECD Source Analysis

ECD source parameters for the M100 responses
across participants in the lateral-medial dimension
showed a significant Position x Hemisphere interaction,
F(2,93)=13.88, p <.05. In the left hemisphere, deviants
elicited ECDs that were 6 mm more medial to their stan-
dards. Dipoles in the anterior—posterior dimension dif-
fered between vowels in deviant position, F(2, 93) = 3.66,
p <.05. In particular, [1] elicited a dipole that was located
7.5 mm more anterior to the dipole of either [€] or [a] (¢ =
2.29, p < .05). Dipole locations for the deviants [€] and [z]
did not differ (¢ = 0.60, p = .55). The superior—inferior di-
mension analysis showed a main effect of vowel, F(2,93) =
6.13, p <.01. The dipoles for [1] were approximately 7 mm
more superior to the dipoles for [z] (¢ = 3.42, p < .001).
Locations between [1] and [g] (t = 1.74, p = .09) and be-
tween [e] and [a] (¢ = 1.30, p = .20) did not differ.

Dipole orientations differed in the horizontal dimen-
sion (i.e., deviating from the lateral-medial axis). This
was reflected in a main effect of hemisphere, F(1, 93) =
7.65, p < .01. Dipoles on the right hemisphere were
oriented more toward frontal areas than on the left hemi-
sphere. Additionally, we found a significant Vowel x
Position interaction, F(3, 93) = 4.41, p < .05. Interest-
ingly, ECDs were oriented more toward frontal regions
for the deviant [e] if preceded by the standard [g],
whereas the deviant [e] did not differ from deviant [1].

Figure 4 illustrates ECD locations in the left hemi-
sphere. Because the M100 source estimates appear to re-
flect the vowels’ acoustic properties, we were interested
in relating these measures. Therefore, we calculated
Euclidean distances in the three-dimensional vowel
space on the basis of the first three formants and related
this measure to Euclidean distances in cortical space on the
basis of lateral-medial, anterior—posterior, and inferior—
superior locations. To obtain a correlation measure, we
used a fixed effect model with the effects hemisphere
(left/right), position (standard/deviant), and acoustic dis-
tance in a fully factorial design. The fixed effect acoustic
distance was significant, F(1,31) =4.21, p < .05, showing
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Figure 3. Root-mean-squared grand average waveforms for standards and deviants (across the left and right hemispheres). For the purpose of
illustration, a low-pass filter of 15 Hz (instead of 30 Hz) has been applied to the averaged data. Topographies are plotted on the basis of the
difference waveforms between deviants and standards at their maximum amplitudes (~180-230 ms).
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that acoustic vowel distances were reflected in cortical
ECD distances, as reported previously (e.g., Obleser,
Lahiri, & Eulitz, 2004). The relation of feature distance,
dipole distance, and acoustic distance is illustrated in
Table 3.

On the basis of statistical model comparison and
model criticism (cf. Pinheiro & Bates, 2000), we calculated
a second fixed effect model to which we added the fixed
effect feature difference (1 vs. 2; see Table 3). Adding ad-
ditional fixed effects to such models may result in a better
fit to the data. The goodness-of-fit is usually indicated by

an information-theoretic score (such as the Akaike infor-
mation criterion [AIC] or the Bayesian information cri-
terion [BIC]). A reduction in these scores means that the
addition or removal of a fixed effect or interaction results
in a better fit to the data beyond what would normally be
expected by adding additional parameters. Our second
model with the additional effect feature difference
resulted in lower AIC and BIC scores (AIC: 337.69 vs.
326.97; BIC: 355.06 vs. 345.82). For this reason, we con-
clude that the second model (with the additional featural
effect) should be preferred. Adding featural phonological
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Figure 4. Equivalent current dipole locations, illustrated for deviants in the left hemisphere. Panel A:
Locations in the two-dimensional plane determined by the lateral-medial and inferior-superior axes.
Panel B: Locations in the two-dimensional plane determined by the posterior—-anterior and inferior-superior
axes. Standard errors of the means () are indicated by whiskers.
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Table 3. Overview of feature difference, dipole distance, and acoustic distance.

Feature difference Dipole distance (mm) Acoustic distance (Hz) Example
1 11.03 (0.96) 375.81 (17.69) [ee]~[e]
2 14.04 (1.28) 748.16 (15.65) [ee]~[1]

Note.  Low-high (e.g., [2] vs. [1]) equals a feature distance of 2, whereas low-mid (e.g., [2] vs. [¢]) and mid-high
(e.g., [€] vs. [1]) equal a feature distance of 1. Standard errors of the means are given in parentheses.

912 Journal of Speech, Language, and Hearing Research ® Vol. 55 ¢ 903-918 e June 2012



information to the model results in a more accurate fit to
the data, suggesting that ECD distances are determined
by acoustic properties that bear specific importance for
the corresponding long-term featural memory representa-
tions of the vowels. That is, even early cortical responses
are composite, deriving from both information directly
from the incoming signal and the influence of expecta-
tions based on long-term memory representations.

General Discussion

From our neuromagnetic experiment on the repre-
sentational nature of front mid vowels in American
English, we report two main findings:

1. The M100 as index of cortical processing of acoustic
stimuli provided us with source- and sensor-space
measures that suggest an early processing of vowels
on the basis of their spectral properties that are
particularly relevant for linguistic categorization.

2. The MMN as automatic change detection response
of the brain supported our claim for mid vowel
underspecification in showing asymmetric change
responses between low/mid and low/high vowels.

With respect to our M100 findings, the early extrac-
tion of specific acoustic structures even in variable con-
texts has been known for quite some time (e.g., Saarinen,
Paavilainen, Schroger, Tervaniemi, & Nadtdnen, 1992).
The physiology of auditory cortex is particularly adept at
encoding acoustic distinctions by spatially distinct cen-
ters of activation (Pantev et al., 1988, 1989), as measured
by M100/N1 dipole source modeling. In speech, this so-
called tonotopic principle extended to formant frequency
distinctions (Diesch et al., 1996; Diesch & Luce, 1997a;
Eulitz et al., 1995; Mikel4 et al., 2003; Shestakova et al.,
2004), particularly for F2, encoding place of articulation
(Obleser, Lahiri, & Eulitz, 2003, 2004). Obleser and col-
leagues (Obleser, Elbert, & Eulitz, 2004; Obleser, Lahiri,
& Eulitz, 2003, 2004) found that ECDs, underlying the
surface field pattern of the M100, spatially distinguished
coronal (front) and dorsal (back) vowels and consonants.
The difference in centers of activation was found in the
anterior—posterior dimension: Front segments elicited
dipoles anterior to the dipoles elicited by back segments.
This is in line with Ohl and Scheich (1997) and Diesch and
Luce (1997a), who have argued that this alignment is a
F2-F1 difference map perpendicular to the tonotopic gra-
dient along the medial-lateral axis (Pantev et al., 1989).
Obleser, Lahiri, and Eulitz (2004) have argued that the
ECD location pattern in their study does not support a
linear F2-F1 M100 mapping. It rather suggests that the
mapping is better accounted for by the assumption of
more abstract, yet acoustically based, features. Vowel dis-
tances appear to be warped toward perceptually salient
properties and not pure acoustic F2-F1 differences. This

is also reminiscent of Stevens’s quantal theory of speech
production and perception, in which distinctive features
express stable acoustic patterns based on salient articula-
tory configurations (Stevens, 1989; Stevens & Blumstein,
1978). Note that saliency of articulatory configurations
appears to be particularly relevant for CI users. Whereas
it has been observed that the vowel space of CI users is
commonly reduced (as measured in the F2/F1 plane; cf.
Harnsberger et al., 2001; Lofqvist et al., 2010), Neumeyer
et al. (2010) observed that this reduction mainly affects
acoustic dimensions for which there are no clearly visible
(hence, salient) articulator positions. The authors found
that the range of F2 (expressing place of articulation dif-
ferences) was smaller in CI users compared with healthy
controls, whereas the range of F1 (expressing tongue
height differences) did not show significant differences
between the two participant groups. They argued that
CI users could still rely on visible jaw height positions for
F1 in maintaining category differences, whereas there
was less of a visual cue accompanying F2 differences.

Our study adds to previous findings, illustrating the
correlation between acoustic distance and ECD location
in the auditory cortex. The high vowel [1] differed from the
other two vowels along the anterior—posterior and the
superior—inferior axes. Note that the anterior—posterior
distinctions follow the observation that more front
vowels elicit more anterior dipoles. The vowel height dif-
ferences, on the other hand, seem to be expressed by
superior—anterior distinctions, although the directionality
of our stimuli was not the same as found in Obleser, Elbert,
et al. (2003). Although we cannot provide direct evidence
that our dipole locations are better accounted for by ab-
stract features, we still show that dipole distances are sta-
tistically better explained by feature differences than by
acoustic distances. Furthermore, the fact that no single
spatial dimension directly correlated with one of the
first formant frequencies of our stimuli provides ad-
ditional evidence for the view that the auditory cortex
is particularly sensitive to more complex interactions
of frequency components (e.g., Ohl & Scheich, 1997).
Again, we would like to propose that these interactions
are the acoustic bases for distinctive features. Localizing
M100 sources obtained from the CI user promises to
shed more light onto the interaction of spectral-acoustic
and articulator-configuration information during vowel
category formation in perception. Here, we would expect
a stronger influence of articulator positions on the local-
izations of cortical vowel sources compared with normal-
hearing controls. A model comparison as reported in this
article could provide the necessary statistical means by
which this difference may be established. Again, thisis a
promising study for future work, the results of which are
potentially very useful for the design and improvement
of CIs as well as for possible strategies to retain percep-
tually robust vowel categories.
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Our second main finding relates to the MMN data
that provide evidence for the underspecification of
tongue height in the vowel [g]. Crucially, we found the
MMN in response to the mid vowel deviant [g] after
the standard vowel [&] to be significantly larger than
vice versa, that is, when the mid vowel [e] was the stan-
dard and [z] was the deviant. We assume that the low
vowel [2e] in standard position activated its specified fea-
tural tongue height representation and set up a relatively
high expectation for the subsequent mid vowel deviant to
be specified as well. Its tongue height underspecifica-
tion, however, violated this expectation and led to a larger
MMN than one would assume on the basis of acoustic dif-
ferences between standards and deviants alone. It is im-
portant to bear in mind that the MMN response will
always be elicited in response to a detectable acoustic
change. Our claim is that the size of the MMN further-
more depended on the featural oppositions between stan-
dard and deviant vowels. Importantly, the MMN for [g] in
[2e] context was larger than if [¢] was the standard and [z]
was the deviant. In this case, we assume that the mid
vowel [e] in standard position did not activate a tongue
height specification and, consequently, created a low ex-
pectancy as to the tongue height of the deviant. Necessar-
ily, the [low] specification of the deviant was a less severe
violation. We would expect similar results for the deviant
[1]; however, because of duration limitations of MEG
experiments with regard to participants’ comfort levels,
we could not include this condition in our current study.
Clearly, the testing of the latter condition will be a neces-
sary enterprise for future work.

The detected asymmetry in the mid/low vowel oppo-
sition was not found in the control condition that con-
trasted the low vowel [&] with the high vowel [1]. This
important finding enables us to reject alternative expla-
nations for the low/mid contrast asymmetry. Here,
MMNSs did not differ and were of similar magnitude for
the deviant [z] and the deviant [1]. This pattern is ex-
pected on the basis of mismatching features. Both low
and high vowels in standard position activate their
fully specified representations for which the correspond-
ing deviants provide a conflicting feature, that is, result-
ing in mutually exclusive feature oppositions of [low]
versus [high], and [high] versus [low]. The fact that the
MMN responses in the low/high conditions did not
differ from MMN responses in the low/mid conditions
furthermore suggests that the MMN amplitude is
not solely driven by the acoustic distance between the
standard and the deviant. This is in line with previous
MMN research on vowels that suggests an interaction
of auditory-sensory and phonological-categorical pro-
cessing (Winkler et al., 1999), once again confirming
that the size of the MMN does not linearly correlate
with acoustic differences as measured as distance in for-
mant space.

The finding that MMN latencies in the 150-200 ms
window were shorter for the low/high conditions than
for the low/mid conditions is consistent with earlier
observations indicating that feature mismatches in pas-
sive oddball paradigms are not only reflected by higher
MMN amplitudes but also by earlier MMN peak laten-
cies (Eulitz & Lahiri, 2004; Scharinger, Eulitz, & Lahiri,
2010).

Our proposed correlation of standard—deviant fea-
ture opposition and magnitude of the resulting MMN
is compatible with both the model adjustment hypothe-
sis (Naddtdnen & Winkler, 1999; Winkler et al., 1996) and
the predictive coding approach that incorporates the for-
mer (Baldeweg, 2006; Friston, 2005; Garrido et al.,
2009). According to the model adjustment hypothesis,
the MMN results from the need to update an acoustic
model of the environment to incorporate (or assimilate)
the respective deviant. This acoustic model, consisting of
auditory memory, is instantiated by a sequence of stan-
dard sounds and generates inferences regarding future
sound events, that is, a continuation of the standard se-
quence. Importantly, the model can have high or low in-
ference values, which means that a deviant is less readily
or more readily incorporated in the model (Winkler et al.,
1996). Put differently, the model can be more or less con-
fident in inferring future sound events and, consequently,
will show larger mismatch responses if a highly confident
inference is violated. We suggest that featurally specified
vowels provide relatively high inference values, that is,
high expectations that the next vowel in the standard se-
quence is also specified for the same feature. Encounter-
ing a deviant with a different feature extracted from the
acoustic signal will then require a model update and
therefore will elicit an MMN. In contrast, an underspecified
vowel has a low inference value—that is, the expectation
for a future sound to be specified is lower. Consequently,
a deviant is more readily incorporated in the model and
therefore will elicit a smaller MMN.

The predictive coding approach combines the adap-
tion mechanism with the model adjustment hypothesis
discussed above. According to the adaption mechanism,
the MMN is an emergent phenomenon by subtracting
adapted responses to standards from nonadapted
responses to deviants (Jaéskeldinen et al., 2004). Within
the predictive coding approach, standard presentations
help the suppression of prediction errors while integrat-
ing bottom-up sensory information with top-down pre-
dictions. Neurally, this is achieved by plastic changes in
synaptic connections (adaptation). Upon encountering
the deviant, the sensory bottom-up information fails to
meet the top-down prediction. The consequence is the elic-
itation of an MMN (Né#ténen & Winkler, 1999; Winkler
et al., 1996). Note that the model adjustment hypothesis
suggests two mechanisms for the elicitation of the MMN.
One mechanism with generators at temporal locations
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signals deviation from the learned regularity through
the standards and involves a comparison of the sensory
auditory input with the memory trace of the previous
stimuli. The other mechanism with generators at frontal
locations relates to an automatic (involuntary) attention
switching process (Escera, Alho, Winkler, & Né&édtinen,
1998; Escera, Schroger, & Winkler, 2000; Giard, Perrin,
Pernier, & Bouchet, 1990) that modulates deviance de-
tection (Escera, Yago, Corral, Corbera, & Nunez, 2003).

Our results are also compatible with the predictive
coding approach. In a similar way to that argued above
within the model adjustment hypothesis, underspecified
standards—by virtue of their less specified status—
should evoke weaker bottom-up predictions. In particular,
underspecified [e] should not evoke specific predictions
regarding the tongue height information supported
from the signal. As a consequence, the deviant [e] pro-
vides a relative weak predictive error and, consequen-
tially, elicits a weak MMN. In contrast, specified [e] in
standard position makes strong and specific bottom-up
predictions, such that the deviant [g] supplies a stronger
predictive error than in the reverse case. On the other
hand, underspecified [¢] in standard position yields the
only case in which there is no tongue height expectation,
such that the low deviant [ee] provides novel information
regarding a specific level of tongue height (low). The fact
that we found a more frontal orientation of the M 100 di-
pole for this deviant suggests that there might be more
frontal processing already before the onset of the MMN.
This would be in line with the involuntary attention
switching process. Previous research has shown that
the strength of the attention switching process depends
on the novelty of the deviant (Escera et al., 1998; Rinne,
Sarkkéd, Degerman, Schroger, & Alho, 2006). Thus, it
could be the case that on the basis of the predictive
model of the underspecified standard, the extraction of
a discrete tongue height value from the deviant resulted
in a stronger involuntary attention switch than in the
other conditions in which the fully specified standards
provided a predictive model in which the extraction of
a discrete tongue height feature was more predicted.
This attention switch, furthermore, might already be
visible in a different M100 source configuration as
reflected in a more frontal ECD orientation. Although
these considerations have to remain speculative at this
point, they can be taken as valuable hypotheses for fu-
ture research.

Other MMN studies on vowel height differences
suggest that early MMN effects are actually driven by
acoustic stimulus properties. For example, Hill et al.
(2004) reported that MMNs did not differ between 100
and 200 ms poststimulus onset between a vowel condi-
tion with [e] and [1] and a tone condition matched for
the vowel’s F1. The vowel and tone conditions diverged
only between 200 and 350 ms after stimulus onset.

Although our crucial amplitude interaction in a later
time window (200-250 ms) seems to support this view,
care has to be taken with the interpretation of their
results because they used synthetic vowels, whereas we
employed spoken vowels with natural variation. Never-
theless, their results conform to our hypothesis accord-
ing to which neural vowel processing is first subject to
a specific acoustic analysis that focuses on formant (res-
onance) frequency regions and is later characterized by
acoustic—phonetic feature integration and evaluation
against long-term memory representations of discrete
(vowel) sounds. Tone and vowel conditions in Hill et al.’s
study differ at later latencies because these latencies prob-
ably reflect the comparison between acoustic—phonetic
information and memory representations that differ be-
tween tones and vowels.

Hill et al.’s (2004) findings are challenged by the
work of Jacobsen and colleagues (Jacobsen, Schroger,
& Alter, 2004; Jacobsen, Schrioger, & Sussman, 2004),
who have provided evidence that language-relevant in-
formation is extracted even from complex nonspeech
sounds. Jacobsen, Schroger, and Alter (2004) showed
that complex tones with speech-like formant structure
reliably elicited MMNs in the 100-200-ms time range
after stimulus onset. In contrast, similarly complex
tones without speech-like formant structure failed to
elicit significant MMNs. Thus, the authors provided
evidence that speech-relevant acoustic information
is extracted preattentively from the incoming signal.
Because the speech-relevant acoustic information, as
expressed by formant structures, determines or consti-
tutes distinctive features, we take these findings together
with the results of our experiment as evidence for the
brain’s early and preattentive sensitivity to abstract
phonetic features.

Again, our MMN findings may speak to the observa-
tion of reduced vowel spaces in CI users. Within under-
specification theory, the higher confusability of vowels in
CI users—as, for example, found by Lofqvist et al. (2010)—
can be modeled by an increase in underspecified vowels.
Possibly, specified vowels such as low [z] can become
underspecified if the spectral cue (F1) is consistently de-
graded or shows greater variation. Note that under-
specified vowels are supposed to be more confusable
because their long-term memory representation is com-
patible (i.e., not mismatching) with all the vowels that
have no other mismatching feature dimensions. For ex-
ample, [e] may be confused with both [2] and [1] (under-
specified vs. specified), but [z] will be less confused
with [1] (both specified). CI users might counteract the
emerging confusability of vowels by focusing on feature
dimensions (e.g., F1) for which an alternative (visual)
cues exists. Eventually, the visual cue can restore the
full representation of a vowel’s tongue height. Again,
this is a speculative remark at the moment, but it
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provides a possible starting point for fruitful future
research.

Conclusion

Taken together, the MMN pattern of our experiment
supports the idea of distinctive features that determine
the representation of vowels and guide the perception of
speech sounds. We found support for tongue height
underspecification in American English mid vowels
and showed that underspecification predictions for the
MMN are in line with current models accounting for
its underlying mechanisms. The M100 results, on the
other hand, suggest that the auditory cortex categorical-
ly deals with acoustic cues to these features very early
during spoken sound processing.
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