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ARTICLE Clinical Trials 2007; 4: 245–253

Introduction

Research findings are sometimes considered more
or less attractive based on their statistical signifi-
cance [1–5]. Statistical significance is widely
employed in hypothesis-testing. However, undue
emphasis on significance levels may bias the
accumulated scientific evidence [5]. The pursuit of
statistical significance may manifest in various
ways. Typical examples of such biases include
publication bias, selective analysis and outcome
bias, and fabrication bias.

In publication bias [6–10], the chances of publi-
cation of a study depend on its results, that is,

studies with ‘positive’ (statistically significant)
results have higher chances to be published than
studies with ‘negative’ results. The latter may never
be published or may be published with delay (time
lag bias) [11]. We use here the terms ‘positive’ and
‘negative’ only for convenience without any con-
notation for study quality. Several tests have been
developed to probe publication bias. Some tests
examine whether results of large studies differ from
results of smaller ones [12–16]. Another family of
tests models with weight functions the selection
process, that is, how the probability of publication
may vary for different P-values [17–21]. However, all
tests have limitations. Many sources of heterogeneity
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or other biases make large studies differ from
smaller ones [22]. Weight function models are com-
putationally complex and selection processes typi-
cally unknown. Importantly, no test is validated
against real-life data where we knew that publica-
tion bias was or not present.

Selective analyses and selective outcome report-
ing may also result in spurious significant results
being presented in the literature. This may be a
major problem in medical research [23–25]. Data
dredging is a common practice in epidemiology [26]
and may be even more prevalent in modern discov-
ery-oriented research [5]. Some ‘positive’ results may
even represent fake data. Fabrication has been docu-
mented through real-life examples with major clini-
cal impact [27]. The prevalence of fabrication bias is
also supported by large-scale surveys of clinical
researchers and biostatisticians [28,29] and indirect
statistical testing of trial reports [30].

All of these biases eventually result in a relative
excess of published statistically significant results as
compared with what their true proportion should
be in a body of evidence. This is impossible to
detect in a single study for an outside observer who
does not know what has happened to its design,
database and analysis. However, one may examine
a large body of studies on the same and similar
questions and gain insights on the presence of an
excess of statistically significant findings by exami-
ning these studies together.

Exploratory test

Main concept

We test in a body of n published studies whether the
observed number of studies O with ‘positive’ results
at a specified � level on a specific research question
is different from the expected number of studies
with ‘positive’ results E in the absence of any bias.

Suppose there is a true effect size that is being
pursued by study i (i � 1. . . n) and its size is �i. In fre-
quentist terms, we accept the alternative hypothe-
sis for an effect �i. Then, the expected probability
that a specific single study i will find a ‘positive’
result equals 1 � �i, its power at the specified �
level. Power depends on �i. Assuming no bias, E
equals the sum of the expected probabilities across
all studies on the same question:

Effect size

If it can be safely assumed that the effect is the same
in all studies on the same question, for example, all

E i
i

n

= −
=
∑( ).1

1

�

studies entered in a meta-analysis, an effect size to
consider is the summary effect of all studies
combined according to a standard meta-analysis
procedure. Either fixed or random effects summary
estimates may then be used [31], because they agree
[32] in the absence of notable heterogeneity.

In the presence of considerable between-study
heterogeneity, efforts should be made first to dissect
sources of heterogeneity [33,34]. Applying the 
test ignoring genuine heterogeneity is ill-advised. 
If genuine heterogeneity can be properly dissected,
then the test may still be applied considering
different effects for each study or sub-sets of 
studies. However, between-study heterogeneity
does not necessarily represent genuine diversity,
but may reflect different amounts of bias among
studies that otherwise should have had similar
results.

Inferences

The expected number E is compared against the
observed number O of ‘positive’ studies using the 
�2 statistic A � [(O�E)2/E � (O�E)2/(n�E)] ~ �2

1.
Alternatively, one may use a binomial probability
test (preferable with small numbers).

The power to detect a specific excess, for a given
O among n studies is easily derived as the power of
a �2 test or a binomial probability test. Given that
power will be low, especially with few ‘positive’
studies, we choose two-tailed P 	 0.10, as in pro-
posed publication bias tests [13,16]. One-tailed
approaches [35] can be equally straightforward. The
test can be applied regardless of whether the study
outcome of interest is binary or continuous. Here,
we focus on binary outcomes for parsimony and
consistency.

Consideration of different effect sizes

The assumption that the observed meta-analysis
summary effect size reflects the true effect may
certainly be spurious. Most biases that increase the
proportion of ‘positive’ results may also inflate the
observed summary effect size, that is, E will be over-
estimated.

To address this issue, one may consider alternative
effect sizes or a range of effect sizes. Alternative effect
sizes may be derived from other external evidence
[36,37] or topic-specific considerations. One may
also routinely examine the 95% confidence interval
(CI) of the observed summary effect as a range.

Let �lim be the effect size above which the excess
of observed over-expected ‘positive’ studies
becomes formally statistically significant (P � 0.10).
If other (external) evidence is available for consider-
ing a range of effect sizes, �lim may be compared
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against this range. If �lim is within that range, signif-
icance-chasing bias is still possible.

Consideration of different levels of statistical
significance

Usually the chase for statistical significance would
entail the P � 0.05 threshold [1–4]. One may also cal-
culate E and count O using different thresholds or a
range thereof. The statistical significance of the diffe-
rence O – E can be plotted as a function of �. If 
significance-chasing is strongly guided by � � 0.05
threshold, one expects to see the difference being sig-
nificant in the vicinity of � � 0.05, but not necessar-
ily for smaller or larger � values: investigators would
aim to pass the 0.05 threshold, but not necessarily
lower thresholds (e.g., P � 0.01 or 0.001). Similarly,
there is no strong reason to seek a P-value of say 0.12
rather than 0.20. However, this behaviour may some-
times not be seen despite strong pursuit of statistical
significance. Possible explanations appear in Table 1.

Extension – domains

Bias in the pursuit of statistical significance may
operate across studies on different research ques-
tions within the same domain. We define domain
here as a field of research with similar, but not nece-
ssarily identical, research questions. There is an
increasing interest in appraising biases in large-scale
across many topics [38,39]. Domains may be
defined according to common general theme,
common type of interventions, common type of
subjects, common methodology, common research
environments, common language of publication or
combinations of these factors. Defining the bound-
aries of a domain are a process similar to defining
the boundaries of eligibility for studies to be
included in a meta-analysis [40], but here the scale
is one step larger.

Excess of significant findings 247
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Table 1 Potential explanations when bias seems to entail
thresholds other than P �0.05

The 0.05 threshold may not be particularly more attractive 
than other thresholds

Investigators may reach close to 0.05 (say P = 5 0.06 or 0.08)
and verbally make the leap that their results are 
‘significant’

Investigators may try to bypass also multiple comparison 
corrections (e.g., Bonferroni) not accounted for in a 
meta-analysis

Bias may inadvertently drop the P-values to much lower 
levels than the desired 0.05 (‘over-kill’)

Meta-analysis may use standardized analyses [25,51] different
from those selected by the original publication

Chance
Combinations of these reasons

In the domain setting, one may calculate the
number of expected statistically significant results
across all studies i (i � 1,. . ., n) of all meta- analyses
j ( j � 1,. . ., k) considered in the domain. Inferences
would then be based on the statistic A � [(O�E)2/E �
(O�E)2/(n�E)] ~ �2

1, where.

The binomial probability test may also be
applied. The power of each study is estimated based
on a plausible effect size, as above.

Consideration of a prior distribution for
the effect size

Another approach is to consider a distribution 
for the prior probability for the effect �i with
probability density function fi(�). There is also a
probability, unull,i, that there is no effect at all. The
probability of finding a ‘positive’ result in a study is
equal to the probability of a finding a true positive
result plus the probability of finding a false positive
result [5,36,41,42]:

One can use previous data to obtain an empirical
prior. This may also be altered to account for bias
(decreased mean effect) or different dispersion
(larger variance) [36,43–45].

Application

We illustrate empirically this exploratory test in dif-
ferent meta-analyses and in a whole domain. First,
we examine large meta-analyses with over 50
included studies each where low power would not
be an issue. Secondly, we evaluate a sample of meta-
analyses with numbers of studies that are in the
typical range seen in most research fields. These meta-
analyses all pertain to a common group of interven-
tions, the same type of outcome and the same disease;
a domain analysis is also presented using these
data. Analyses were performed in  Intercooled Stata
8.2 (Stata Corp., College Station, Texas). Asymptotic
power calculations used the sampsi command in
Stata; simulation based power calculations were
programmed as described in the Appendix

Comparison against tests for publication bias

We compared the results of the exploratory test
against traditional ‘publication bias’ tests: the non-
parametric (tau) correlation of the effect size
(natural logarithm of the odds ratio (OR)) against its

E f aui i i
i
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variance (Begg-Mazumdar test) [13], the regression
of standardized effect size against the inverse of the
standard error [14] and a typical selection model
test based on weight functions that links the prob-
ability that a study will be published with the
study’s effect size only through it’s P-value (assum-
ing a two-step selection process with P-value cut-
offs 0.025 or 0.975) [20].

Meta-analyses with many studies

We perused the Cochrane Library, issue 3, 2003 to
identify all meta-analyses with at least 50 included
studies and binary outcomes. Studies with zero
event counts on both arms were excluded from all
calculations. For meta-analyses that used similar or
overlapping studies (e.g., same comparison, differ-
ent outcomes), we retained the one with largest
number of studies. Whenever several meta-analyses
on the same review had the same number of studies,
we selected the one with largest number of events.

Eight meta-analyses qualified (732 studies, range
55–155 per meta-analysis) (Table 2). The proportion
of observed ‘positive’ studies ranged from 5 to 55%
across meta-analyses. The proportion of expected
‘positive’ studies ranged from 3 to 46%. The
observed number of ‘positive’ studies always
exceeded the expected, except for tamoxifen in
early breast cancer. This is the only meta-analysis
based on individual-level data and performed under
the guidance of a central secretariat. Hence, it is
expected that publication and reporting biases
would be minimized. All other meta-analyses used
published reported information. The ratio of
observed over expected ‘positive’ studies in these
seven meta-analyses ranged from 1.13 to 1.80.

In three meta-analyses, the difference between
observed and expected was beyond chance
(P 	 0.10) with an excess of O over E. Our test sug-
gested bias in one meta-analysis where neither the
correlation nor the regression test gave a signal; the
reverse situation was seen in another case (Table 2).
The selection model gave a signal only in one of the
three meta-analyses with identified bias in our test.

Calculation of �lim

� lim was calculated iteratively, using Newton’s algo-
rithm. Starting from a value of � away from the
observed, we estimated whether E was significantly
different from O. Sequential � values were derived
with linear interpolation and were assessed
iteratively until the P-value for bias reached
0.10 
 0.005.

Besides the three meta-analyses with clear
signals, in another three meta-analyses � lim was
very close to the observed �. Bias would be inferred,
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if the true OR was 1.76 rather than 1.79 for nicotine
replacement, 0.32 rather than 0.30 for antibiotic
prophylaxis for cesarean section, 3.64 rather than
3.75 for single-dose aspirin for acute pain. In all
these cases, the required summary effect for claim-
ing bias was very close to the observed and well
within the 95% CIs of the observed summary effect.
Thus, bias is probable also in these meta-analyses.
Conversely, in the tamoxifen meta-analysis of
individual-level data, �lim was 0.79, a value well
outside the 95% CIs of the observed summary 
OR (0.71, 95% CI, 0.67–0.76). In the tricyclic
antidepressants versus selective serotonin
inhibitors meta-analysis, even if there were
absolutely no effect (OR � 1.00), still four ‘positive’
studies would be expected by chance among 135
performed, not significantly different from the
seven observed ‘positive’ studies. Binomial proba-
bility and �2 tests gave practically identical results.

Consideration of different � levels

Figure 1 shows the statistical significance of the
difference between O and E as a function of �. Even
assuming that the observed summary OR is not
inflated, signals of bias were detectable for six of 
the eight meta-analyses, with lowest P-values for

significance chasing seen for � values close to 0.05
(range 0.03–0.10). In the nicotine replacement
meta-analysis, P-values did not drop below 0.10 for
any �, but approached 0.10 for � � 0.03. In the
tamoxifen meta-analysis, there was no such signal
in the whole range of � values.

Meta-analyses with typical numbers of studies

We used a database of meta-analyses of mental
health-related interventions with binary outcomes
[38]. Of those, we selected the 10 meta-analyses
that addressed the efficacy of different neuroleptic
medications against placebo or against each other
in patients with schizophrenia using failure as
outcome (Table 3). The summary OR in 5 of the 10
meta-analyses was formally significant while in five
meta-analyses no significant difference was found
between the compared drugs.

Only one of the 10 meta-analyses had P 	 0.10
for bias for � � 0.05 (there was a significant excess
of observed versus expected [10 versus 6.3] ‘posi-
tive’ studies in the meta-analysis of clozapine versus
typical neuroleptics, P � 0.07). The correlation test
showed no significant signal in any of the 10 meta-
analyses. The regression test showed a significant
signal for the haloperidol versus placebo meta-
analysis (P � 0.006) and for the thioridazine versus
typical neuroleptic meta-analyses (P � 0.04). The
latter finding is spurious and improbable to repre-
sent publication bias, since the meta-analysis shows
absolutely no effect (summary OR 0.97) and there is
only one ‘positive’ study. The selection model also
found no significant signals and failed to converge
(small numbers) in seven cases.

Three meta-analyses had no ‘positive’ study and
evaluation of an excess of significant studies is not
meaningful. The other two meta-analyses with
non-significant summary OR had only one ‘posi-
tive’ study. Even if the summary OR were 1.00, E
would be 0.27 and 0.28, respectively, which is not
significantly different from the observed O � 1.

The five meta-analyses where one intervention
was found to be effective (or more effective than a
comparator) had a larger O than E, although the dif-
ference was typically small. Besides the clozapine
versus typical neuroleptics meta-analysis that had
evidence for significance-chasing bias even in the
main analysis, �lim was within the 95% CIs of the
observed summary effect in the other four meta-
analyses, suggesting that significance-chasing was
possible (Table 3).

Analysis of a domain

Across all 10 meta-analyses of neuroleptics, O was
30 and E was 21.5, even when we assumed the
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Figure 1 Plots of the P-value for the exploratory bias test as a
function of the � level at which a study is considered ‘positive’.
Each plot corresponds to a meta-analysis listed in Table 1
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summary OR observed in each meta-analysis as the
plausible effect size. The observed excess was
indicative of bias (P � 0.041 by �2, P � 0.052 by
binomial probability test) across the domain.

Figure 2 shows that at the domain level the
lowest P-values for bias were seen for � values in the
vicinity of 0.05 (trough at � � 0.03).

Consideration of a probability distribution
for the effect size

The number of expected studies with ‘positive’
results E is very similar regardless of whether a dis-
tribution of effects instead of a point estimate is
considered (Table 4). Results are also very similar,
when we consider distributions with doubled vari-
ance. Conversely, E estimates are much smaller,
when we consider distributions with halved mean
effects, especially for meta-analyses that have statis-
tically significant treatment effects; then there is
typically a very strong excess of O over E.

Table 4 uses asymptotic power calculations.
Results are very similar with simulation-based
power calculations. For example, for the meta-
analysis of nicotine replacement where E � 32.6
using only the point estimate, we get E � 32.2 using
the distribution of effect sizes, E � 32.6 using a dis-
tribution with double variance and E � 11.2 using a
distribution with halved effects (compared with
30.5, 30.5, 30.6 and 10.0, respectively, with asymp-
totic power calculations). However, using simula-
tions for power calculations along with a
probability density distribution for the effect is
computationally (time-wise) demanding.
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Figure 2 Plot of the P-value for the exploratory bias test as
a function of the � level at which a study is considered ‘pos-
itive’. Data have been merged across the 10 meta-analyses of
neuroleptics for schizophrenia listed in Table 2
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Discussion

We have introduced an exploratory test for examin-
ing whether there is an excess of significant findi-
ngs in a body of evidence. Practical applications
suggest a clear or possible excess of ‘positive’ studies
in most meta-analyses of randomized controlled
trials where many studies exist and similarly in a
domain of many meta-analyses. No such excess is
seen in a meta-analysis of individual-level data
where efforts were made to collect detailed informa-
tion according to standard rules.

The exploratory test can be run with different
methods. The simple method takes the effect �i for
granted and examines whether the observed
number of ‘positive’ studies is compatible with this
assumption; different �i values can also be probed
to derive �lim. The simplicity of the assumption is
both the strength and disadvantage of this
approach. Alternatively, one may specify prior
probability functions for �i and use a more generic
Bayesian approach. Results tend to be similar with
the two approaches. The second approach is com-
putationally more demanding and there is some
unavoidable subjectivity in specifying prior distri-
butions and alternatives.

Some caveats should be discussed. First, we
focused on randomized trials. An excess of signifi-
cant findings may be even more prominent in non-
randomized studies with greater flexibility in the
design, data collection, analysis and presentation of
the results [25]. In epidemiological studies a

common consideration is the use of adjusted
analyses. To apply the test on meta-analyses of
adjusted estimates, one has to employ power calcu-
lations for multivariate models with covariates
[46–48]. Applications may be limited by data avail-
ability, especially covariate correlation structure in
primary studies. However, in fields where unad-
justed estimates are appropriate, for example,
genetic association studies, the test can be readily
applied [49].

Secondly, the extent of bias seen in a meta-analy-
sis may be more limited than what has happened in
the primary studies. By definition, a meta-analysis
makes efforts to streamline and standardize infor-
mation and retrieve unpublished data. Meticulous
meta-analysis may dissipate the bias of original
study reports. Primary studies may have suggested
even more significant results. For example, some
investigators use asymptotic tests to claim signifi-
cance for results based on small numbers where
exact tests may not show formal statistical signifi-
cance, or focus on selected ‘positive’ subgroups or
adjusted analyses [50], while data that go into meta-
analysis calculations are ‘negative’.

Thirdly, the proposed test has very low power
when there are very few ‘positive’ studies and is
meaningless when there are no ‘positive’ studies.
This is common in meta-analyses. With few
‘positive’ studies, only �lim inferences may be
meaningful.

Fourth, caution is warranted when there is
genuine between-study heterogeneity. Tests of
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Table 4 Results using different assumptions

Estimated E using asymptotic power calculations and different
assumptions for the effect size:

Topic (outcome) or comparison � ~N(�, s(�)) ~N(�/2, s(�)) ~N(�, 2 � s(�))

Meta-analyses including over 50 studies
Nicotine replacement (not smoking at 6–12 months) 30.5 30.5 10.0 30.6
Tamoxifen for early breast cancer (recurrence) 21.6 21.5 8.4 21.3
Antibiotic prophylaxis for C-section (endometritis) 33.5 33.4 12.7 33.2
Antibiotics for appendicectomy (wound infection) 17.1 17.1 6.6 17.0
Aprotinin (allogeneic blood transfusion) 26.0 25.9 9.3 25.9
Single-dose aspirin for acute pain (relief �50%) 27.6 27.6 7.9 27.5
TCA versus SSRI discontinuation (drop-out) 6.8 7.0 6.3 7.5
Amitriptyline versus other drug in depression (drop-out) 8.5 8.2 8.3 7.9
Meta-analyses of neuroleptics
Chlorpromazine versus placebo 6.7 6.7 2.5 6.8
Haloperidol versus placebo 2.4 2.5 0.8 2.7
Thioridazine versus placebo 1.7 1.7 0.6 1.8
Clozapine versus typical neuroleptics 5.9 5.8 2.3 5.8
Loxapine versus typical neuroleptics 0.4 0.5 0.5 0.7
New atypical neuroleptics versus clozapine 0.2 0.3 0.3 0.5
Pimozide versus typical neuroleptics 0.4 0.3 0.3 0.6
Risperidone versus typical neuroleptics 2.7 2.6 1.1 2.6
Sulpiride versus typical neuroleptics 0.3 0.5 0.4 0.8
Thioridazine versus typical neuroleptics 0.9 0.8 0.8 1.2
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publication bias [33] generally yield spurious results
in this setting. Genuine heterogeneity may be
mistaken for bias. If there is strong evidence that
different studies should be considered in separate
subgroups, then the test may still be used using the
summary subgroup estimates as the plausible effect
size for each study in that subgroup.

Finally, the most challenging application of the
concept may pertain to whole domains. It is
unlikely that the extent of bias is the same across all
research questions considered under a wider
domain. Bias may have affected some questions
more than others. However, evaluating the domain
as a whole may provide interesting overall insights
about the average bias in a scientific field at-large.
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Appendix – Power calculations

In all meta-analyses the observed power of each
study to detect a difference equal to the summary
OR given the sample size in each arm and the pro-
portion of events in the controls has been calcu-
lated based on 10 000 simulations in Intercooled
Stata 8.2 (Stata Corp, College Station, TX, USA). For
any given study i in a meta-analysis of k studies, let
n1,i and n2,i be the (observed) sample sizes in the
treatment (or intervention, or exposure) and
control arms, respectively. Let r1,i and r2,i be the
observed events, and �1,i, �2,i be the true (latent)
pertinent risks in these two arms. We assume that
the events follow binomial distributions: r1,i
~Bin(�1,i, n1,i), and r2,i ~Bin(�2,i, n2,i).

Let � be the true OR that all studies in the meta-
analysis aim to estimate. A good estimator for � is
the observed summary OR, �̂ . The estimator �̂2,i of
the true risk �2,i in the control arm of each study is
given by �̂2,i = r2,i /n2,i. Then, the estimator �̂1,i of the
true risk �1,i in the intervention (or exposure) arm
of each study is [1+[(n2,i � r2,i )/�̂r2,i]]

�1

We simulated each study i 10 000 times, selecting
the number of events in the intervention and
control arms from the pertinent binomial distribu-
tions (i.e., drawing random event numbers from
Bin(�̂1,i) and Bin(�̂2,i,n2,i), respectively). The observed
power was defined as the proportion of simulated
studies among the 10 000 replicates in which the
number of events across the two arms differed
beyond chance, based on Fisher’s exact test.

When working with distributions of effect, we
split the interval covering 
3.5 standard deviations
of the mean effect into 101 segments of equal
length. The middle value of each segment was used
to calculate the E estimate; these estimates were
weighted by the probability density value at the
middle value of their segment and numerically
integrated over the whole range of assessed effect
values, excluding the segment containing the null
effect. The software modules for the simulation-
based power calculations are available from the
authors or can be downloaded from the website
www.dhe.med.uoi.gr
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