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Abstract

This paper introduces nucleation theory applied to crystallizing protein solutions. It is shown that the classical approach explains

the available nucleation data under most conditions used for growing protein crystals for structural studies and for industrial

crystallization. However, it fails to explain most experimental data on the structure of the critical clusters. It is also shown that for

open systems working out of equilibrium, such as hanging-drop and counterdiffusion techniques, the geometry of the Ostwald–

Myers protein solubility diagram and the number, size, and quality of the forming crystals depend not only on supersaturation but

also on the rate of development of supersaturation.

� 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

The birth of a crystal—the so-called nucleation pro-

cess—is one of the most fascinating problems in protein
crystallization. As will be shown in this review, the

mechanisms leading to the formation of clusters of

molecules displaying translational and rotational order

have their own rules completely different from those of

crystal growth. Nucleation theory was developed during

the first half of the past century for the case of con-

densation of a drop from its vapor (Becker and D€ooring,
1935; Volmer, 1939; Volmer and Weber, 1926) and it
was later extended to crystallization from melts (Turn-

bull, 1950; Turnbull and Fisher, 1949) and also from

solutions (see Myerson, 1993). There are several reviews

on the subject (Chernov, 1984; Mutaftschiev, 1993;

Nielsen, 1964) but the ‘‘must read’’ book is probably the

one edited by Zettlemoyer (1969). As for the application

to protein crystallization, the pioneering work of Feher

and Kam (1985) and the review of Veesler and Boistelle
(1999) are recommended reading.

Specific information on nucleation kinetics of protein

molecules is not abundant, probably because the value

of the nucleation stage was not realized by the protein

crystallization community until recently. To those

looking for micro- to millimeter crystals for structural

studies, it is not fair to promise that understanding nu-
cleation will avoid the exploration of the phase space of

protein systems and will provide an ab initio determi-

nation of crystallization conditions. This is nowadays

impossible even for small molecules. But certainly, a

better general understanding of the nucleation process

will help to set a protocol reducing the variables cur-

rently assumed to induce nucleation. In addition, it is

well demonstrated that the nucleation step controls the
structure of the crystallizing phase and the number of

particles (and thus the crystal size) appearing in a crys-

tallization system. This information is critical for mass

(large-scale) protein crystallization, an activity with in-

creasing economical interest. Finally, protein molecules

will be useful in the future for fundamental studies on

nucleation because of their large size, which will permit

visualization of the growth of crystals at the very be-
ginning, when indirect information inferred from scat-

tering studies is not very accurate. Last but not least, the

in vivo nucleation process in the liquid–liquid region is

also interesting for detection and understanding at the

molecular level of illnesses related to protein aggrega-

tion (Ansari and Datiles, 1999; Galkin et al., 2002;

Pande et al., 2001; Tardieu, 1998).
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This contribution aims to introduce the nucleation
theory for solutions and also to provide an overview of

the current state of knowledge on protein nucleation

studies. To fit the framework of this volume, the paper

focuses on the classical nucleation approach, which ac-

counts satisfactorily for most of the conditions under

which crystals for structural studies are obtained.

2. Intuitive approach to nucleation

Since the 19th century, it has been known that crys-

tals grow from solutions by accretion. Growth units

freely moving in the solution flow toward the crystal and

attach to its surfaces under appropriate conditions.

Certainly, we have to learn much more about how to

tune the crystallization scenario to control growth rate,
growth mechanisms, and crystal size and quality, but the

process is relatively well known and easy to grasp in-

tuitively. The scenario is not so easy to imagine at the

very beginning, when a crystal is born from its mother

solution. For instance, it is clear and well tested that, in

the absence of impurities blocking the crystal surfaces, a

crystal soaked in its supersaturated solution will con-

tinue to grow until the solution reaches the equilibrium
concentration. Thermodynamics also dictates that a

supersaturated solution must return to equilibrium by

segregating a solid phase until equilibrium is achieved.

However, this goes against observations, as it is easy to

demonstrate experimentally that a threshold value of

supersaturation must be exceeded for precipitation to

occur spontaneously. Let us see the origin of this para-

dox.
We can imagine a protein solution as a certain

number of protein molecules moving freely among the

molecules of the solvent. These molecules, being either

monomers or oligomers, are the growth units to build

the crystal. Let us assume that the growth units are little

balls which, by successive aggregation, may form a

cluster with a primitive cubic structure (Fig. 1). Let us

assume also that the growth units have six bonds ar-
ranged perpendicularly with cubic symmetry. The

growth units move randomly in the solution, colliding
inelastically with each other as billiard balls do, so that

from time to time a number of them converge, forming

clusters Ui of growth units whose location is subjected to

fluctuations. The lifetime of these clusters is governed by

the balance between the cohesion forces that tend to

maintain the cluster and those that tend to pull apart the

growth units, depending on the number of bonds shared

by the growth units forming the cluster and the number
of unshared bonds pointing toward the solution. The

force (FA) that maintains a cubic cluster of eight growth

units (i.e., a cluster U2 of edge L ¼ 2 growth units) is

proportional to the number of bonds saturated between

them (namely 12), and the force FS that tends to separate

them is proportional to the number of unsaturated

bonds on the surface (namely 24). It is clear that FA (the

number of shared bonds in the cluster) is proportional
to the volume, while FS (the number of unshared bonds

in the cluster) is proportional to the cluster�s surface, so
that, for cubic clusters, the energy balance can be writ-

ten as

DG ¼ �DGm þ DGs / �L3 þ 6L2:

Note that for clusters of edges L < 3, the force pulling

out the surface to break up the cluster is larger than the

cohesion force between the growth units forming the

cluster. Therefore, these clusters have a larger proba-

bility of being dissolved than of continuing to grow.

Hence there is a critical size (in the case of this simple

model, the cluster of edge 3 growth units) for which FA
equals FS. This cluster, termed the nucleus of critical size
or critical nucleus, has the same probability of growth as

of dissolution. All those clusters with a size larger than

the size of the critical nucleus will be likely to grow

spontaneously. Plotting FA and FS contributions to free

energy (Fig. 1) allows us to illustrate the main variables

affecting the nucleation problem. It is clear that there is

an energetic barrier DG� (the nucleation barrier) that

must be crossed to induce the formation of stable nuclei.
This is the reason why to form crystals, the solution

must be supersaturated beyond a threshold value. The

value of the free energy of the forming cluster depends

Fig. 1. Energetics of cubic cluster formation as a function of the cluster�s size.
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on its size, the critical size r� corresponding to the nu-
cleation barrier. For a given driving force of the system,

any cluster with a size below this critical size will tend to

dissolve, while clusters with a size larger than the critical

size will grow to form crystals. This intuitive approach

also emphasizes that the nucleation process is a phase

transition that results from fluctuations leading to local

variations in the solution density whose lifetime is re-

lated to interaction between solute molecules.

3. Formalizing nucleation

Formalization of this simple intuitive model was

performed during the first half of the 20th century for

the case of the condensation of a drop from its vapor

phase (Becker and D€ooring, 1935; Turnbull, 1950;
Turnbull and Fisher, 1949; Volmer, 1939; Volmer and

Weber, 1926). The surface term DGs can be expressed as

the product of the surface area A of the cluster and the

specific energy c of its surface (to visualize c, think of

surface tension),

DGs ¼ Ac:

The volume energy is given by the difference in

chemical potential of the n molecules in solution la and

in the solid phase lb:

DGm ¼ �nðla � lbÞ: ð1Þ

The chemical potentials of the molecules in the so-

lution and in the solid can be expressed as a function of
their respective activities aa and ab,

la ¼ kT ln aa

lb ¼ kT ln ab;

and, defining supersaturation S as the ratio of the actual
activity (or concentration) of the solution divided by the

activity (or concentration) at equilibrium, we obtain

la � lb ¼ kT ln S: ð2Þ

Substituting into Eq. (1), we have

DG ¼ �n½kT ln S	 þ Ac: ð3Þ
Considering for simplicity that the nuclei are spheri-

cal (surface energy c does not change with direction) and

making m the molar volume occupied by a growth unit

(molecule) in the crystal the ratio between the unit cell

volume and the number Z of molecules per unit cell, we

can express the energy as a function of the radius of the
spherical nucleus,

DG ¼
4
3
pr3

m
kT ln S þ 4pr2c; ð4Þ

known as the Gibbs–Thompson expression for the free

energy of a liquid drop of radius r that condenses from

its vapor. The formalism is also useful for the case of a

crystal growing from its solution, if we include the
crystal anisotropy, a property that is not relevant for a

liquid drop. To consider the crystalline anisotropy, so

that surface energy takes different values for different

faces i of a crystal, c is replaced by an expression of the

type R Aici.
Fig. 2 shows graphically the Gibbs–Thompson ex-

pression for different values of supersaturation. Note

that DG increases with r until a critical value DG� is
reached and then decreases. Any cluster larger that this

critical size experiences a lowering of free energy when it

grows, i.e., the cluster becomes more stable as it grows.

To reach clusters of that critical size the solution needs

to overcome this activation barrier. To calculate the

value of the critical radius r�, we need only to differen-

tiate Eq. (4) with respect to r and set it to zero. Thus, the

expression for the critical nucleus is obtained:

r� ¼ 2mc
kT ln S

: ð5Þ

The value DG� of the activation barrier is immedi-

ately given by substituting r� into Eq. (4):

DG� ¼ 16pm2c3

3½kT ln S	2
: ð6Þ

Note that the values of r� and DG� vary inversely with
supersaturation (Fig. 2), r� tends to infinity as S tends to

1. The existence of this energy barrier explains why a

solution that should experience precipitation under

thermodynamic conditions does so only if a certain va-

lue of supersaturation is exceeded.

It should be now clear that nucleation is a probabi-
listic phenomenon. Density fluctuations, whose spatial

and temporal distributions are unpredictable, occur in

the bulk of the solution and play the critical role. Ac-

cording to Boltzman�s distribution law, the probability

of a fluctuation of magnitude W is given by e ðW =kT Þ.

Fig. 2. Variation in the activation barrier as a function of supersatu-

ration. At very high supersaturation, when the size of the critical nu-

cleus becomes smaller than the smallest structural unit, the activation

barrier disappears and amorphous phases form.
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Thus, the probability for a nucleus of size iþ 1 to be
formed from a nucleus of size i is e ð�DGi=kT Þ, where
DGi is the change in free energy associated with the

addition of a growth unit to a cluster of size i. Since

nDGi ¼ DG, we have

Nn

N1

¼ exp
�DG
kT

� �
; ð7Þ

or, in another way,

Nn ¼ N1 exp ¼ exp
�DG
kT

� �
: ð8Þ

Clearly, the nucleation frequency J, i.e., the number
of nuclei per unit volume and per unit time that exceed

the critical size, can be expressed as

J ¼ j0 exp
�DG�

kT

� �
: ð9Þ

Substituting the value of G�, we finally obtain

J ¼ j0 exp

 
� 16pm2c3

3ðkT Þ3½ln S	2

!
: ð10Þ

The preexponential term j0 is difficult to derive the-

oretically. It is related to the kinetics of attachment of

growth units to the forming cluster. It depends, for in-
stance, on the viscosity of the solution, the molecular

charge, the molecular volume, and the density of the

solution. The exponential term is related to the activa-

tion barrier for nucleation and in principle is more re-

liable for gaining information about the nucleation

process. Note that the factor 16p=3 is a shape factor

valid only assuming the cluster to be spherical.

It is straightforward to make use of nucleation
kinetics to understand typical protein solubility (Ost-

wald–Myers) diagrams. The nucleation frequency J is

governed by the exponential term of Eq. (10). As shown

in Fig. 3, the nucleation flow J is very low at low su-
persaturation values and then J increases rapidly after a

certain critical value of supersaturation S� is achieved. It
explains the existence in the solubility diagram of a re-

gion between S ¼ 1 (saturation) and S�, termed the

metastable zone, where there is a very low probability of

nucleation. The metastable zone is bounded by two

curves of different natures. The lower boundary is the

solubility curve, defined as the loci of solutions at
equilibrium concentration. The location of this curve is

fixed and it is of thermodynamic nature. A solution lo-

cated on this curve will be stable forever. The proba-

bility for a nucleation event to occur is 0 and the

induction time for nucleation is infinite. The upper limit

of the metastable zone is termed the metastable limit or

supersolubility curve and, unlike the solubility curve, it

is kinetic in nature. It is defined by the loci of the sol-
ubility diagram where the probability for a nucleation

event to occur is 1, so that the induction time for nu-

cleation can be considered 0 (instantaneous nucleation).

Any solution inside the metastable zone will nucleate

spontaneously given enough time, the induction time

being a function of supersaturation: the higher the su-

persaturation, the shorter the induction time.

This term of induction time for nucleation deserves
further discussion because it is an important parameter

describing nucleation kinetics. The induction time s is

defined as the time elapsed between the creation of su-

persaturation and the formation of nuclei of critical size.

For a given volume of solution, the induction time s is

the inverse of the frequency of formation of a critical

nucleus J:

sN ¼ jse

J
: ð11Þ

Taking logarithms and expressing s as a function of
S:

Fig. 3. (a) Nucleation flow as a function of supersaturation. (b) The solubility diagram showing the different phases. Note that the location of the

supersolubility (defined for waiting time tw ¼ 0) depends on the rate of development of supersaturation. The location of the liquid–liquid boundary

depends strongly on temperature.
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log s ¼ j0 þ
16pm2c3

2:33 
 3k3T 3

� �
= log2 S: ð12Þ

Therefore, when plotting log s versus 1= log2 S, a

linear relationship is obtained whose slope m is given by

m ¼ 16pm2c3

2:33 
 3k3T 3
: ð13Þ

The nucleation time s is difficult to measure experi-

mentally but the waiting time for nucleation is not. The

waiting time for nucleation is the time interval elapsed

between the setting of a protein solution at a given su-

persaturation value and the detection of the first nuclei
to form. This waiting time is the sum of three factors

(Mullin, 1993):

tw ¼ td þ tn þ tg ¼ s þ tg: ð14Þ
The first term td is the time needed to achieve a sta-

tionary size distribution of precritical clusters, the sec-

ond term tn is the time required to form nuclei of

critical size, and the third term tg accounts for the time

required for those nuclei to grow to a size large enough

to be experimentally detected. Thus, tg depends on the
technique used for detection of nucleation (Mart�ıın-
Calleja et al., 1991). For a data set obtained with the

same technique, the value of s can be replaced by tw in

Eq. (14).

The induction time is one of the few parameters re-

lated to nucleation that can be assessed experimentally,

detaching nucleation from growth being the trickiest

part of the experiments. It has been done many times for
small molecules (Liu, 2000; Mullin, 1993), but only

limited data are available for protein crystallization

systems. According to Eq. (12) a plot of log s versus

1= log2 S should yield a linear relationship, which slope

is given by relation (13). At constant temperature, it is

then possible to obtain the value of the interfacial ten-

sion c. Then using this value of c in Eq. (5) the value of

the critical nuclei is estimated. Galkin and Vekilov
(2000, 2001) found values for c about 0:6mJm2 corre-

sponding to a cluster of about 5–10 molecules. Similar

values have been also estimated by Drenth et al. (2003).

The linear relationship arising from Eq. (12) has been

validated for many small molecule compounds grown

from solution. However, in most cases, rather than to

one straight line, data on log s versus 1= log2 S are better

fitted to two linear relationships. The linear relation for
high supersaturation accounts for homogeneous nucle-

ation while the one at low supersaturation values ac-

counts for heterogeneous nucleation (see below).

It is worth noting that the experimental measurement

of the nucleation process depends on the volume of the

system, as soon realized by Turnbull (1950) and tested

for ice nucleation (Ning and Liu, 2002). In fact, Eq. (10)

can be also expressed as the nucleation rate, i.e., the
number of nuclei forming per unit time,

oN
ot

¼ V j0 exp

 
� 16pm2c3

3ðkT Þ3½ln S	2

!
; ð15Þ

where V is the volume of the system. This also has im-

plications for protein nucleation studies. Nowadays, so-

called high-throughput protein crystallization tends to
use large-scale screening for the search of crystallization

conditions with the help of robotics. In order to mini-

mize the waste of protein, this strategy implies neces-

sarily reducing the drop size in batch or hanging-drop

experiments down to the nano- and picoliter scales

(Kuhn et al., 2002; Uber et al., 2002). According to Eq.

(15) the number of crystals appearing in a crystallizing

drop is proportional to its volume V, which means that
scale-up of crystallization conditions from ‘‘nanodrops’’

to ‘‘microdrops’’ must be performed carefully (Boden-

staff et al., 2002).

Back to the solubility diagram, the location of the

supersolubility curve (and therefore the width of the

metastable zone) is not fixed but depends on the rate at

which supersaturation is created. The reason is related

again to the stochastic nature of the nucleation phe-
nomenon. This concept is crucial to understand some

‘‘magic’’ behavior of protein crystallization experiments.

To catch it, let us use a simile and suppose that we want

to cross a number of parallel streets on which cars run

with a given frequency (Fig. 4), that frequency increasing

from the first street to the last. Evidently, the number of

streets that we will be able to pass without being run over

depends on the speed at which we cross the streets: the
greater the speed, the larger the number of streets that we

will be able to cross. This analogy is interesting particu-

larly for the case of nonequilibrium crystallization tech-

niques such as vapor diffusion and counterdiffusion

techniques. For a hanging-drop experiment, the value of

supersaturation changes continuously due to the evapo-

ration of the drop. Therefore, in the solubility diagram,

Fig. 4. The number of streets that the pedestrian will be able to cross

without being run over depends on his speed. By analogy, the faster an

open system moves across the solubility diagram the higher the su-

persaturation at which nucleation will take place (see text).
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the experiment describes a trajectory from the under-
saturated to the supersaturated region (Fig. 4). In the

metastable region, the experiment moves away from

equilibrium as supersaturation increases at a rate dr=dt
that depends on the starting concentration values in the

drop and the well and on the geometry of the experi-

mental set-up (Diller and Hol, 1998; Luft and DeTitta,

1997). We can divide the metastable zone into a number

of intervals ri–riþ1 similar to the streets of our analogy.
For a given value of supersaturation rate dr=dt, the res-
idence time in the interval ri–riþ1 is tR. If the induction
time s for a given interval is shorter than the induction

time corresponding to the supersaturation value at that

interval, a nucleation event will take place when the ex-

periment crosses that interval. However, if the induction

time s for a given interval is longer than the induction

time, the supersaturation will continue to increase with-
out nucleation. In other words, if the experiment crosses

the metastable region quickly, it will be able to reach

higher values of supersaturation before nucleation starts.

Thus, the location of the metastable limit depends not

only on the technique used to detect nucleation but also

on the rate of supersaturation. This dependence of the

waiting time for nucleation on supersaturation rate has

been previously observed for inorganic compounds for
which the width of the metastable zone has been found to

depend on cooling rate (N�yyvlt, 1983).
This last discussion is currently forgotten in classical

nucleation approaches, which deal with closed systems

such as batch experiments in which supersaturation is

immediately achieved upon mixing of protein and

precipitating agent solutions. In these closed systems

crystals appear after a certain waiting time twðrÞ corre-
sponding to the actual value of supersaturation. How-

ever, it is important in open systems moving toward

equilibrium, such as most usual protein crystallization

techniques. In these cases, the location of the metastable

limit depends on how fast the system moves toward the

precipitation zone, the nucleation probability being an

inverse function of the rate of development of super-

saturation. In summary, it means that the nucleation
density, the final crystal size, and the structural quality

of the crystal are a function not only of the supersatu-

ration r at which precipitation occurs but also of how

fast the supersaturation evolves (dr=dt). For an evalu-

ation of the power of a crystallization technique to scan

for the best crystallization conditions, the plot of

supersaturation versus rate of development of super-

saturation is the most reliable one (Garc�ııa-Ruiz, 2003;
Garc�ııa-Ruiz et al., 1999).

4. Heterogeneous nucleation

Up to now, we have considered that the protein so-

lution is homogeneous and therefore the probability of a

given fluctuation occurring is identical over the whole
volume of the system. This is what is termed homoge-

neous nucleation, which takes place fundamentally in-

side extremely pure solutions when the supersaturation

is sufficiently high to overcome the activation barrier.

Under laboratory conditions this is unlikely to occur

because of the existence of foreign surfaces, such as the

container surface, dust particles, large impurities, etc.

Note that the energetics of nucleation concerns mainly
the work to create a surface. If there is already a hy-

drophobic/hydrophilic surface in the system this will

decrease the work required to create critical nuclei and

will increase locally the probability of nucleation with

respect to other locations in the system. This is termed

heterogeneous nucleation. Considering the interaction

between solute and substrate in terms of the contact

angle that the nucleus forms with the substrate, the re-
duction of the activation energy is given by the equation

DGhet ¼ DGhom

1

2

�
� 3

4
cos a þ 1

4
cos3 a

�
:

Fig. 5 shows graphically the above expression. Note

that if the nucleus wets the substrate completely
(a ¼ 180), Ghet ¼ Ghom; when the contact angle a ¼ 90,

Ghet ¼ 1=2Ghom, and the smaller the contact angle a, the
smaller the value of the activation energy for nucleation,

which turns to be zero for a ¼ 0. Hetereogeneous nu-

cleation has been studied for several hydrophobic sur-

faces and glasses (Nanev and Tsekova, 2000) and has

been also proposed to control the nucleation rate. The

idea originally proposed by McPherson (1999) was to
induce nucleation by the presence of different mineral

surfaces. A more systematic study was performed for the

case of lysozyme by Kimble et al. (1998) and for other

proteins by Paxton et al. (1999). While the original aim

was to look for epitaxial control of nucleation, it ap-

pears that the protein nucleation is rather controlled by

electric charges. We are still far from a complete

Fig. 5. Reduction in free energy of the nucleation barrier due to het-

erogeneous nucleation as a function of the contact angle with the

substrate.
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understanding of the mineral–protein interaction, a
problem that is also interesting for the reverse case of

biomineralization, i.e., how protein affects the nucle-

ation of minerals (Jimenez-Lopez et al., 2003). The ex-

istence of heterogeneous nucleation has been also

suggested for protein crystals grown in agarose gels

(Vidal et al., 1998) but observed shorter nucleation time

can be explained by the increment of actual supersatu-

ration due to uptake of water by agarose molecules.
It is under discussion if homogeneous nucleation can

be achieved under typical laboratory conditions (Liu,

2000). As anticipated by Turnbull (1950), the use of

small volumes reduces the probability of heterogeneous

nucleation. Therefore for most protein crystallization

systems, which work at the scale of microliters, nucle-

ation should be homogeneous but this guess has not

been yet proven experimentally. In fact, when plotting
experimental data in log s versus 1= log2 S plots, rather

than one linear relationship, data are better fitted to two

or three different linear relationships (Mullin, 1993;

N�yyvlt, 1983). Even for the case of small molecules,

which were much more studied than macromolecules,

there are strong differences in the size of the critical

nucleus, suggested values ranging from tens to thou-

sands of molecules.

5. The so-called nonclassical approach

The above classical approach is based on two main

concepts: (a) the existence of local density fluctuations

and (b) the existence of a large structural difference be-

tween the degree of order in the solution and the nuclei.
In other words, nucleation is a probabilistic phenome-

non and to form nuclei implies using energy in creating a

surface. This classical approach loses its power of ex-

planation at very high supersaturation values. First, at

high supersaturation, the size of the stable cluster is so

small that there is no way to differentiate between the

surface and the bulk of the cluster. The important fea-

ture, however, is that the stable clusters are small en-
ough to contain a number of molecules smaller than the

number required to build the repeatable unit cell. Thus,

upon aggregation of these little clusters of molecules, a

crystalline structure does not necessarily follow, the

most probable configuration being an amorphous ma-

terial lacking translational order. This is the origin of

the region of amorphous precipitation in the solubility

diagram.
An interesting complementary approach to protein

nucleation can be made considering protein solutions as

colloidal systems made of particles with a highly an-

isotropic interaction potential. It is well-known that

these systems display (protein solutions also do it) a li-

quid–liquid immiscibility region (Broide et al., 1991;

Darcy and Wiencek, 1999; Ishimoto and Tanaka, 1977;

Muschol and Rosenberger, 1997; Tardieu et al., 1999).
At high supersaturation, when protein–protein interac-

tions are of very short range (compared to the protein

molecular size) in addition to being highly anisotropic,

the nucleation process turns out to be different in the

vicinity of the metastable critical point for protein so-

lutions (Haas and Drenth, 2000). ten Wolde and Frenkel

(1997) have shown using numerical simulations that

density fluctuations in a protein solution located near
the liquid–liquid boundary may induce the formation of

a high-density protein drop surrounded by low-con-

centration solutions. It is evident that the nucleation

process in these drops is easier because of the lower

activation barrier than in classical nucleation. So here

rather than one step, characteristic of the classical ap-

proach, nucleation proceeds by a two-step mechanism.

The first is the separation of high protein concentration
drops from the bulk of the solution at low protein

concentration. The second is the formation of tiny

crystals inside these high-concentration drops, which

will grow surrounded by a high-protein-concentration

liquid film. Although this two-step mechanism has been

claimed to be connected with the formation of high-

quality crystals, it is a very unlikely scenario for most

crystallization trials (see Fig. 3b).

6. Detection of the nucleation process

Several techniques have been used for detecting nu-

cleation in protein solutions, including optical micros-

copy (Galkin and Vekilov, 1999; M€uuhlig et al., 2001),

atomic force microscopy (Yau and Vekilov, 2000), static
(Umbach et al., 1998) and dynamic light scattering

(Georgalis and Saenger, 1993; Ju�aarez-Mart�ıınez et al.,

2001), small-angle X-ray or neutron scattering (Ducruix

et al., 1996; Finet et al., 1998; Tardieu et al., 1999, 2000),

turbidimetry (Dao et al., 2000; Hu et al., 2001), neutron

magnetic resonance (Drenth and Haas, 1998) and

Raman spectroscopy (Schwartz and Berglund, 1999),

electron microscopy (Michinomae et al., 1999; Yonath
et al., 1982), and differential scanning calorimetry

(Igarashi et al., 1999).

Classical nucleation assumes that the formation of

nuclei occurs by the addition of single growth units,

either monomer or oligomers, as postulated in the pio-

neering work of Feher and Kam (1985). Malkin and

McPherson (1994) also suggest an interpretation of their

dynamic light scattering data from four different pro-
teins in terms of classical nucleation. While the few ki-

netic data available suggest that this view is valid

(Galkin and Vekilov, 1999; Drenth and Haas, 1998), the

information from direct imaging and from the study of

the protein interactions is not so clear. For Tardieu and

co-workers (Finet et al., 1998) it appears that an un-

dersaturated lysozyme solution (at the metastable zone)
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is made of monomeric lysozyme and shows overall re-
pulsive interactions. Moving the solution toward the

metastable zone by adding salt and/or lowering the

temperature progressively leads to attractive interac-

tions under which crystallization occurs. The same re-

sults were also found by Muschol and Rosenberger

(1995, 1996) using dynamic light scattering. While these

authors find no sign of crystallization intermediates

between monomers and actual crystals, other authors
have reported the existence of polymeric clusters prior to

crystal nucleation. Niimura et al. (1995) reported the

existence of two types of clusters: (a) 20–60 nm and (b)

less than 4 nm in size. The growth units appear to be

monomers leaving from small clusters, which is also

suggested by Azuma et al. (1989). Georgalis et al. (1993)

infer that these clusters forming at the very beginning of

the process have a fractal dimension characteristic of
diffusion-limited-aggregation (DLA) processes. It seems

that the process starts with the formation of clusters of

protein molecules induced by attractive interactions that

Rosenberger et al. (1996) interpreted as not real clusters.

These labile clusters, which have a very low energetic

barrier, have a branched geometry characteristic of

DLA processes. They either rearrange to form ordered

tetrameric clusters (about 65 nm in size) through hy-
drophobic interactions, as proposed by Igarashi et al.

(1999), or just dissolve to form monomers.

Dynamic light scattering, and small-angle X-ray, and

small-angle neutron diffraction mostly inform on the

interactions in supersaturated (crystallizing) solutions,

but light scattering data are difficult to interpret unam-

biguously (Galkin and Vekilov, 1999). To gain some

insight into the actual nucleation mechanism direct vi-
sualization of the nucleation will be extremely useful.

However, catching crystals at birth is not an easy matter

even for large macromolecules like proteins. In a few

cases direct imaging of the nucleation process was

achieved with electron and atomic force microscopy.

Yonath et al. (1982) observed the crystallization of

ribosomal subunits starting with the formation of an

amorphous phase that later rearranged to form ordered
nuclei. Yau and Vekilov (2000) reported that the nuclei

of apoferritin (a globular molecule with a molecular

mass of about 500 kDa that crystallizes in the cubic

system) are unexpectedly flat rather than spherical, the

critical size ranging between 20 and 50 apoferritin

molecules. Michinomae et al. (1999) studied the crys-

tallization of hen egg white lysozyme by transmission

electron microscopy. They observed the formation of
short threads as well as larger amorphous structures

with lack of translational and rotational order, some-

thing similar to rice balls. It seems that some of these

‘‘sushi’’-type structures later self-rearrange to form

crystalline nuclei that continue to grow. What switch

converts these sushi structures into a crystal lattice ar-

rangement is unknown. If these unstructured clusters are

confirmed to exist, then the approach considering the
cluster energy to depend on the spherical density profile

rather than on the critical radius would be more realistic

(Oxtoby, 1998). In summary, the physical reality of the

critical nucleus, its geometry, and its internal texture are

far from being well understood and certainly the prob-

lem of visualizing the earliest stages of protein crystal

formation is open to further investigation.
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