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Abstract

We consider networks where energy is a limited resource so that energgumption must be minimized while satisfying
given throughput requirements. For such networks, cross-lasgil coupled with node cooperation can significantly reduce both
energy consumption and delay. In this paper, we propose a coegenatiltiple-input multiple-output (MIMO) technique where
multiple nodes within a cluster cooperate in signal transmission and/orti@eelm our scheme, local information exchange within
the cluster is not necessary if Alamouti codes are used with approp@aientission scheduling. A cross-layer design framework
is then applied that optimizes routing to minimize the energy consumption dayg &er the cooperative MIMO scheme, routing
is optimized based on an equivalent single-input single-out (SISQ@¢reysvhere each cooperating cluster is treated as a super
node. We derive the best energy-delay tradeoff curve under thimiaption model and show that the cooperative MIMO approach

dramatically improves energy and delay performance, especially Vimletayer adaptation is used.
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I. INTRODUCTION

Energy-constrained networks, such as sensor network® hasles typically powered by small batteries, for which re-
placement or recharging is very difficult if not impossibks a result, minimizing the energy per bit required for relea
end-to-end transmission becomes an important design damasion. For short range applications, transmissionggnaray
no longer be dominant. Thus, transmission and circuit @sicg energy must be jointly minimized [1]. As such, we focus
on minimizing the total energy consumption given certaitwoek throughput requirements and delay constraints. eSalt
the layers in the protocol stack affect the total energy eorion, throughput, and delay, cross-layer design is seug for
energy minimization [2].

Cross-layer design for improving the network performanae lbeen a focus of much recent work. Joint scheduling andrmpowe
control to reduce energy consumption and increase singletmughput is considered in [3]. Cross-layer design based
computation of optimal power control, link schedule, andtireg flow is described in [4]. The aim of that paper is to miizen
the average transmission power over an infinite horizono Alse routing flow is computed in an incremental manner: ésus
the Lagrange multipliers obtained at each step by solving@imization problem of possibly exponential complexitythe
number of links. Energy efficient power control and schedyliwith no rate adaptation on links, is considered in [5]ntlo
routing, power control, and scheduling for a TDMA-CDMA neirk is investigated in [6] and [7]. However, in all of this vior
only transmission energy is considered and hardware psoaegnergy is ignored. This can lead to suboptimal perfogea
in short range networks.

Energy minimization including hardware constraints iseistigated in [8]-[10], where the authors proposes a joisigie
between the link layer and the silicon layer. By considengstraints such as power consumption imposed by the wmuigrl
circuits, optimal modulation schemes are derived to minérthe total energy consumption. However, these resultsolo n
take into account higher layer protocols such as MAC andimguin [11], joint routing, MAC, and link layer optimizatio
techniques to minimize the sum of the transmission energlytha circuit processing energy are proposed, where the flow
control and link scheduling problem is approximated as avewrproblem and efficient optimization methods are appl@d t
find the solution.

In the physical layer, multiple antenna techniques haven ls#®wn to be very effective in improving the performance of
wireless systems in the presence of fading [12], where thiopeance gain is in the form of diversity gain, array gainda
multiplexing gain. However, it is impossible to mount mplé antennas on a small sensor node. To achieve MIMO gains

in sensor networks, cooperative MIMO techniques have beepoged. These techniques allow multiple nodes to coaperat
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in signal transmission and/or reception. In [13], the arghanalyze the diversity performance and propose correpgn
space-time code designs for cooperative schemes invodvirgday node. In [14], the energy efficiency and delay pertorce

of cooperative MIMO techniques are analyzed for a singlp-Bgstem where it is shown that both energy and delay can
be reduced within a certain transmission range. Howeveg,tduthe energy and delay associated with the local infoonati
exchange within the cluster, the cooperative MIMO approachess efficient than the traditional non-cooperative apph
when the transmission distance between clusters is belove sbreshold.

In this paper, we combine the results in [11] and [14] to shaw ttooperative MIMO techniques can be applied to
improve network performance. By jointly designing routiaigd link scheduling for networks composed of multiple @dustof
nodes using cooperative MIMO, we show that the end-to-emfibpeance can be dramatically improved. Moreover, our hove
approach of distributed Alamouti coding provides divergjain with no local information exchange, as is typicallguged
in node cooperation [14].

The remainder of this paper is organized as follows. Sedtiatescribes the system model for the cooperative MIMO
approach and proposes an equivalent SISO system to solvkefaptimal routing and scheduling in the network. In Sexctio
Il we analyze the delay performance and energy consumptidhe proposed schemes with fixed link rates and compute the
optimal energy-delay tradeoff curve. In Section IV we di&sthe case where we allow link rate adaptation, which eadbke
full cross-layer optimization across routing, MAC, andklitayers. Section V summarizes our conclusions.

Il. SYSTEM MODEL

We consider a sensor network composed of multiple clusteroodes, as shown in Fig. 1. This figure shows clusters of
nodes where the nodes within the same cluster are closebedpand cooperate in signal transmission and/or reception.
this work we extend the cooperative strategy proposed ihtid4 multihop networking scenario, where we find the routing

and scheduling that optimize energy and/or delay perfoomdrased on cooperative MIMO transmissions at each hop.

Fig. 1. A clustered network

We restrict our attention to the double-string network fogg shown in Fig. 2, which represents regularly spacedasns
for data collection. In this topology there are clustersvad nodes, where within a cluster the nodes are separatedstande

d, while the distance between clustersijswith d. > d,. While Fig. 2 shows clusters of sizd = 2, our design methodology
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Fig. 2. A double-string network

applies to any cluster size. The highly regular topologyhef double string network facilitates analysis, and alsoatestrates
potential performance gains for more general topologies.tke network in Fig. 2, there ark— 2 stages of node clusters
between the source and the destination. Thus, if the distaetveen the source and the destinatiod,ithen the distance
between the neighboring stagesdis= I—dl We also assume that transmissions from stagt stagen is allowed for any

m andn with 1 < m <n < I, where the source node is at stagand the destination node is at stage

Source "%

/Destination
q

Fig. 3. Cooperative transmission Stage: 1 m n k

We assume that the source node generates ddta jpé&ckets per collection peridfl with a fixed packet size = 100 bits.
Therefore, the network needs to support a throughpuyof % packets per second (pps) between the source node and the
destination node. We also assume a TDMA-based transmissizeme where the frame length is equalltoTherefore, the
network needs to convelj; packets from the source to the destination within each fraeewant to find a variable-length
TDMA scheme where each transmission is assigned an optierarission time with the total sum bounded®byo minimize
the energy consumed across the network within each frame.t®uhe nature of TDMA, there is only one transmission in
the network at any given time.

The nodes cooperate in the following manner. As shown in Bjgwithin the first slot in each frame, the source node
broadcasts a certain number of packets to the two nodes afubter at stagen, 2 < m < I. If m < I, then the upper node
at stagem acts as antenna and the lower node acts as anterthalrhese antennas transmit two streams of codewords that
are encoded according to2ax 1 Alamouti code [12]. Note that for a given time slot, the pdimodes at stage: is allowed
to transmit to any pair of nodes at stagen > m. The two nodes at stage will decode the information independently and
repeat the cooperative coding and transmission processldition, a pair of nodes may be assigned more than one tiohe sl
within each frame to transmit packets to different stagesteNhat it is possible that the source node transmits alptukets

directly to the destination node, if that is more efficientieToptimization of which clusters participate in the mufhrouting
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and the corresponding transmission scheduling is perfidrofieline and communicated to all nodes prior to transnoissWe
also assume that the network is synchronized, which may ableth by utilizing beacon signals in a separate control wbln
Although the scheme just proposed is for node clusters ef Biz= 2, similar ideas can be applied to larger clusters.

For each link, we assume a flat Rayleigh fading channel,the.channel gain between each transmitter and each receiver
is a scalar. In addition, the mean path loss is modeled by ap&iloff proportional to the distance squared, so the ivece
power associated with transmission from stageo stagen is given by

Pom

P;r,r,n = G0d2 (1)

where PY . is the transmit power at stage, d,,,, is the transmission distance between stagand stage:, G is the power
attenuation factor ad,,, = 1 m, andP;, is the received power [11]. We can also express the receivegipin terms of the
received energy per bit as

P, = Ebbnl,vLBa (2)

mn

whereb,,,, is the constellation size3 is the symbol rate which is approximately equal to the passtmandwidth, andz, is
the received energy per bit averaged over fading. Therelyre&ombining Eq. (1) and Eq. (2), we can obtain the expressio
for the transmit power as

P° = EybynGod2,, B. @)

Note that we havé,,,, = % whereW,,,, is the number of packets transmitted from stageo stagen andt,,, is the

transmission time. This relationship guarantees thabellt,,,,,v bits can be sent from stage to stagen within ¢,,,, seconds.
As long asB andv are fixed, the value for any particular variable amdng,, W,.., andt,,, can be determined by the
values of the other two variables.

As shown in [12], the instantaneous received SNR fBra Alamouti system is given by, = %% whereH = [hy hs]
with h; and he zero mean circulant symmetric complex Gaussian (ZMCSC@&)am variables with unit variance [12] and
Ny /2 is the double-sided power spectral density for the AWGN ndisg the2 x 1 MISO system with a constellation size

we can apply the Chernoff bound [16] to obtain the averagbaisitity of bit error as

oy 1 1560 \ °
Po<=(1——)(——2202 > 9 4
' ( 23) <2N0(26—1)> = @

from which we can derive an upper bound B as shown below [14]:

_ 1
_ 4/(P)\ z2t-1
EBo< - (22 Z__—No.
b—3<4> prti Y
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By approximating this bound as an equality, we obtain anesgion forE;, from which we can calculat®?, according to

Eqg. (3).

The total power consumed in the transmitter power amplifiegiven by [1]
P = (1+a)Py,, (5)

where« is defined by the power amplifier efficiency and other systerampaters [1].
Therefore, the total power consumed in the two transmittevgs amplifiers during the transmission from stageo stage

n is given by:

— 1
o 4 P\ 2 2bmn —1
pPmr = g(l + Q) (4> ﬁNoGodimB. (6)
For QPSK withb,,,,, = 2, we have
mn Pb _% 2
P = 2V/2(1+ ) 7 ) NoGody,B.

Therefore, the total power consumed during the transmissam stagem to stagen is given by

Pmn:Pg?WLPgJFPtmn» (7)

where P is the total transmitter circuit power consumption acrosgjsm and P.. is the total receiver circuit power
consumption across stage Note that whenn = 1, i.e., the SISO transmission is from the source node to citagyes,P"

is given by [15]

1
P = (1 __bmn |\, 2 B.
f ( +a)12P 0God (8)

mn
b

However, after we know how to calculafe,,,,, it is still difficult to incorporate the cooperative MIMOrstture into the
routing optimization model, which is addressed in [11] fbe thon-cooperative systems. Fortunately, we can apply plsim
trick to make the problem manageable. Since all the trarssonis occur between different pairs of nodes and the paring
relationship is fixed, we can treat each pair of nodes in tineesstage as one super node. Then the double-string network is
simplified to a single-string network as shown in Fig 4, whian be treated as a virtual SISO system with the total number
of nodes given byN = I. The total power required for transmission between two suyeles is given by Eq. (7). The
corresponding energy or delay minimization problem cars thet modeled in the same way as in the SISO case, which will be
discussed in the next section. For networks with an arlyitthrster sizeM, similar equivalent SISO systems can be obtained

with P,,,, modified according to a/ x 1 MISO system.
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Fig. 4. Equivalent SISO system

A. Optimization of Equivalent SO Systems with Arbitrary Link Rate

According to [11], for any network with one source node an& alestination node, we can model the minimum-energy
routing problem as an optimization problem when SISO trassions are used for each link. The topologies shown in Fig. 2
(with N = 21 —2) and Fig. 4 (withN = I) are special cases for such solvable networks if SISO tressmns are exclusively
used. As in [11], we assume that the network is static suchtkieaoptimization can be done off-line before the network is
deployed.

We now discuss the optimization model for SISO-based sysiandetail. For nodeé, we useN; to denote the set of nodes
that send data to nodg and useM; to denote the set of nodes that receive data from riode denote the normalized
time slot length for the transmission over liik— j (from node: to nodey) asd;; = % wherer\L’l1 Zje/vt, di; < 1.

As introduced before, we usi;; to denote the number of packets transmitted over firk j during each period’. As
discussed in [11] we assume three modes of operation forrezdr active mode, sleep mode, and transient mode. To §ympli
the formulation we neglect the effect of the transient mdte Thus, nodes and j will be in active mode when link — j

is active, and will otherwise be in sleep mode where all threudis are turned off to save energy. At nodeas introduced
in [11], we useP?, and P!. to denote the circuit power consumption values for the trattg circuits and the receiving
circuits, respectively. The transmit power needed fors§gtig a target probability of bit erroP, from node: to nodej is

denoted as?’. Therefore, the total average power spent on lirk j is given as
Py = 6ij(Pj. + Pl + PY)

and the total energy consumed over link- j is given ase;; = T'F;;.

As discussed in [11], to increase the network lifetime we choose to minimize the total energy consumption as follows
. N-1
min > Zje/\/(i €ij

N-1 VWi,
.t il Xjem, B, =T ) ()]
2jem, Wig = 2Xjen, Wi = Li, i=1,---,N

where the first constraint is the TDMA constraint, the secoodstraint is the flow conservation constraint, which gotees

that at each node the difference between the total outgaafiictand the total incoming traffic is equal to the traffic geated

by the node itself, and’;; in the third constraint is the maximum constellation sizeheink can use without violating
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certain peak power constraint. For the double-string mfation collection network topology shown in Fig. 4, we hdve= 0,
i=2,---,N—1, and Ly = —L; where the negative sign is due to the fact that the destmatame has only incoming
traffic.

Since W;; and b;; can only take integer values, the problem is an integer progring problem, which is not convex.

Even if we allow these parameters to take on real values, piienization problem is still not jointly convex ovdl;; and

vWi;

b;;. Fortunately, since we have the relationshjp= Bir,

we can optimize ovelV;; andt;; instead. As such, the problem
becomes jointly convex ovefr; and W;;. The convexity proof can be boiled down to proving the cortyesf two special

functions, which is shown in Appendix A and B. Finally, thetiagization problem becomes
i N-1
min i Zje/\/li €ij
N-1
St it Yjem tis <T
diemts Wis = 2jens Wi = Li, i=1,---,N

V&i/' Wij . .
é”égtmg%’ ]GMi, 2217"'7N_1

; (10)

which is convex ovet;; andIV;; if we allow them to take real values. To reduce the relativerecaused by the relaxation,
we can use integer programming techniques such as the BaamtBound algorithm [17], which is discussed in [11] in more
detail.

Different scheduling (ordering) of the optimal time slos@mments, the,;’s, will lead to different delay performance,
although they all have the same energy efficiency. It is showfl1] that the minimum packet delay among all possible
schedules is equal to the frame len@thand a simple algorithm exists to find such a minimum-deldyedale for any loop-
free network with one sink node. Thus, by solving the probierig. (10), we can find the minimum possible energy required
to transfer a given number of packets within a delay deadlinélternatively, instead of minimizing energy under a delay
constraint, we can also consider the dual problem of minirgizielay under an energy constraint. Specifically, giveotal t
energy budgef’,, per period, we can find the minimum possible value Toe Zfi‘ll EjeMi t;; that is required to finish

the transfer of a given number of packets. The dual probleohdsacterized as
. N—-1
min. 3720 D e, tig

N=1
sl 2jem; €ij < Eum
t;>0, jeM;, i=1,- ,N—1

The optimalt;;'s given by solving Eqg. (10) and Eq. (11) can take arbitral sealues. Thus, the resulting variable length
TDMA scheme is impractical, since it will require an infintember of bits to describe the time slot assignment. To iallev
this problem, we can divide the frame into unit slots withgtmA. After we obtain the optimal values for thgs, the optimal

number of unit slots assigned to each link is given by rougm% to the nearest integer. As long ds is small enough,
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the performance degradation caused by the rounding isgilélgli Thus, in this paper we just focus on finding the optimal

real-valuedt;;’s.
B. Optimization of Equivalent S0 Systems with Fixed Link Rate (QP<K)

For the simple case where we fix the transmission rate, theization problem discussed in the last section can be Hiexbl
to a Linear Programming (LP) problem, which can be efficiesthived [18]. Specifically, if we use QPSK transmissions for

all the links, the optimization problems shown in Eq. (10)l d&fyq. (11) can be rewritten as
min T Y, Py
N—
st Y Yjea i <T , (12)

L, i
Y iem, tis = Djen, tii = &=, i=1,--- N
tijZO, jEMi7 2':1’...7]\[_1

where S, = £ pps for QPSK and
. N-1
min. >0 Zje/\/li tij
s. t. ZjEMitij_ZjGNitji:%’ ’L:].,,N , (13)

N1
doim1 2ujem, Pigtis < Eum
t;; >0, jeM;, i=1,---,N-1

respectively, where we see both the objective function &edcbnstraints are linear over the design variabis.

Ill. ENERGY-DELAY TRADEOFF WITHFIXED LINK RATES

In the last section we introduced the optimization modelsimimize energy subject to a constraint in delay or to migini
delay subject to a constraint in energy. In this section, wavide numerical results for these optimizations, alonthwhe
optimal energy-delay tradeoff curves. These resultstithis the performance benefit of cross-layer design.

We start with the case where we assume that all the nodes sugpfived transmission rate. Specifically, we assume QPSK
transmissions with @8 = 10 KHz symbol rate. The packet transmission rate (denoted gsat each node is given by
S. = 200 pps. By fixing the link rate, we simplify the cross-layer dgsimodel to consider only the routing and MAC layers.
Since the constellation sizeis fixed, the design variables atg’s, over which the optimization problems described in EQ) (1
and Eqg. (13) are all Linear Programming (LP) problems.

For a network where each link has a fixed transmission ratéjhop transmission consumes less total transmission powe
than single-hop transmission as long as the path loss isopiopal to% with x > 1. This is true for both non-cooperative
and cooperative MIMO systems. However, when the delay cainstis tight, multihop transmissions may not be feasiliee
the total delay is monotonically increasing with the numbéhops [11]. In addition, when circuit energy consumptien i

considered, as shown in [11], multihop transmissions mayeanore energy efficient than single-hop transmissionsesine
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relay nodes consume extra circuit processing energy. Byrgpthe optimization problems given in Eq. (12) we can deiae
when multihop transmissions should be utilized to minimérergy consumption.
For our numerical results we consider a double-string netweth ten stagesi(= 10), d = 270 m, S, = 200 pps, and

L, = 60 packets. As in [14], we tak&, = 1073, Gy = 30 dB, o ~ 7.6, and Ny, = —134 dBm/Hz. For both the non-cooperative

and cooperative MIMO systems, if the frame len@th< gi = 0.3 s, single-hop transmission is the only option since the &ram
lengthT" is not large enough for multiple hops to take place. Wiien 0.3 s, we have the option to use multihop routing to
save transmission energy. The minimum energy transmissibemes witil’ = 1.5 s for the non-cooperative and cooperative
MIMO systems are shown in Fig. 5 and Fig. 6, respectively.sehiggures show the optimal routing when only transmission
energy is considered or when both circuit and transmissiengy is included. The number beside each link is the opttimed
slot length assigned to that link. For both systems, we saewhen circuit energy consumption is included, energy iefiic
transmissions involve a fewer number of hops than when aalysmission energy is considered. Note that in Fig. 6, dmdy t
eight intermediate super nodes are shown, which represasters of two nodes. The transmissions in this figure remtes
cooperative MIMO transmissions. In addition, as provedlih]] we can always find an optimal transmission order fortadl t

active links to guarantee that all tHg packets arrive at the destination node within the curreath&. Therefore, we call the

frame lengthT" the scheduling delay.

0.025 0.04 0.035 0.03 0.045

(a) Transmission energy only
0.15

%
=)
i
@
o
i
o

o

0.15
(b) Transmission energy + Circuit processing energy

Fig. 5. Minimum-energy routing and scheduling (SISO-based)
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(b) Transmission energy + Circuit processing energy

Fig. 6. Minimum-energy routing and scheduling (MISO-based)

For a given network topology, the achievable energy-detgyion consists of all the achievable energy-delay pairg Th
energy-delay region is a convex set. This is because if grdetpy points(e;, 77) and (e2, T») are contained in the energy-

delay region, then any convex combination of these pointsbeaachieved by time-sharing between the transmissiomszhe
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corresponding to the two end points. Hence, any convex amatibn of these points are contained in the achievable gnerg
delay region. Here, we calculate the Pareto-optimal endedgy tradeoff which characterizes the minimum possileley for

a given energy consumption (or vice versa), and the optiradkbff curve defines the boundary of the achievable engdetpy
region.

The optimal tradeoff curve can be found by varying the valfig in the following optimization problem.
: N-1 N-1
min. 32007 > e, tis T Bt 2 jem, Fijtis

L; T ,
s. t. ZjEMitij_zjeNitji:?a7 1=1,--- ,N
tij >0, jeM;, i=1,---,N-1

where the first term in the objective function is the delay #mel second term is the total energy consumption weighted by a

(14)

scanning parametet. The resulting problem is a LP problem for eaglwhen the link rate is fixed, which can be efficiently
solved using existing techniques [18].

To give a numerical example, we consider the same ten-stageladstring network with the same system parameters as
we used for obtaining the results in Fig. 5 and Fig. 6. Thenoptienergy-delay tradeoff curves for both the non-cooperat
and cooperative MIMO systems are shown in Fig. 7 and Fig. 8 erashwe see that the optimal curve for the cooperative
MIMO system (labeled as coop MIMO) is strictly below that dfetnon-cooperative system (labeled as non-coop), which
means cooperative MIMO schemes can reduce both energy dayl Ber both the case where the circuit processing energy
is included and the case where it is not included, we see ligatwo curves converge to the same point on the far right of
the curves, which corresponds to the scenario where thesmade transmits all the packets directly to the destinatmde.

This is expected since delay is minimized by single-hopdamaissions.

3

25F

Non-coop, fixed rate

Delay in Seconds
&

Coop MIMO, fixed rate

L L L L L L L L L
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Energy in Joules

Fig. 7. Transmission Energy only
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Fig. 8. Circuit energy included

IV. DELAY-ENERGY TRADEOFF WITHLINK RATE ADAPTATION

In the last section, we have shown that cooperative MIMO eamluce both energy and delay, even though the link rate is
fixed. We now investigate what further performance gains lmarobtained by allowing the link rate to be optimally chosen
according to the transmission distances. By adding lin& eataptation, we extend our cross-layer optimization dverlink,
MAC, and network layers.

With the flexibility of rate adaptation, the routing delaynche reduced, since we can always use higher constellaties si
to reduce the transmission time for links that carry moréfitctaMoreover, we can reduce circuit energy consumptionhia t
relay nodes by assigning higher constellation sizes toithes lon the particular multihop route, since a higher cdfaten
size means a shorter transmission time, which is also tlaitective time in the relay nodes. These benefits give th&mg
layer more freedom to choose the optimal route. We now itdstthe performance gain achieved with link layer adamtati
by deriving the optimal energy-delay tradeoff curve.

The optimal energy-delay tradeoff curves with link rate @dton can be obtained by using the same model as in Eq. (14).
The difference from the fixed-rate case is that the valueHerftinctionP;; is now defined by Eq. (6-8). As a result, the design
variables for the optimization problem becorfi§;’s and¢;;'s. The problem can still be solved using convex optimizatio
techniques as we discussed for the model in Eq. (10).

For our numerical results, we use the same network exampie Section Ill. For the case where we only consider the
transmission energy, the optimal energy-delay tradeaffecis shown in Fig. 9, where we see that the benefit of ratetatiap
is not obvious except that the delay can be further reducdteaexpense of energy. On the left side of point A, the two
curves for the cooperative MIMO systems have almost mergedtal the fact that QPSK is used in both systems to minimize

the transmission energy. The slight difference betweervtlbecurves on the left side of point A is just due to some nuoari



SUBMITTED TO EURASIP’S SIGNAL PROCESSING JOURNAL, 2005 13

rounding errors.

Non-coop, fixed rate

Delay in Seconds

Coop MIMO, fixed rate

051

Coop MIMO, adaptive rate

. . . . . . . . .
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
Energy in Joules

Fig. 9. Transmission Energy only

For the case where we consider both the transmission enedyyha circuit processing energy, the optimal energy-delay
tradeoff curve is shown in Fig. 10, where we see dramaticoperdnce improvement achieved by the cooperative MIMO
system with rate adaptation, since rate adaptation canyalwanimize the sum of the transmission energy and the tircui

processing energy and gives the upper layers more freedainomse optimal multihop routes.

1

0.9+

081 Non-coop, fixed rate
0.7
0.6F Coop MIMO, fixed rate

0.5

Delay in Seconds

Coop MIMO, adaptive rate

L L L L L L
03 0.4 0.5 0.6 0.7 0.8 0.9 1

Energy in Joules

Fig. 10. Circuit energy included

For the double-string topology we consider here, the traffievenly distributed across the network. For networks with
unevenly distributed traffic, we can qualitatively deserémother potential benefit of adding the link layer adamtatd the
cross-layer design. Consider an arbitrary network withrglsi destination node, as shown in Fig. 11. For such netwearks
large amount of traffic from the source nodes is typicallyteduthrough the nodes surrounding the destination nodes, Tthe
neighborhood of the destination is a heavy traffic regiore Tithks in this heavy traffic region need to support high traission
rates (corresponding to large constellation sizes for MQ#Nh a fixed symbol rate), which requires a high transmit powe

Assume a TDMA MAC protocol. If each link can adaptively chedss rate, then the links in the light traffic region can
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transmit with a higher constellation size to reduce the iregutransmission time. The saved time slots can be reasbigm
the links in the heavy traffic region. Since the links undemvyetraffic now have a longer available transmission timey ttan
transmit information with lower constellation sizes to savansmission energy without jeopardizing the averageutiitput.

By this simple interaction, the overall network energy aomption can be reduced.

Light Traffic

Fig. 11. A network example

V. CONCLUSIONS

We show that cooperative MIMO coupled with cross-layer mptation can significantly improve the energy-delay trdfleo
in wireless networks. If the cooperation is properly exeduand jointly designed with upper layers, no local inforiomat
exchange between cooperating nodes is needed, and theabptuting and transmission schemes can be found using xonve
optimization techniques. We provide numerical exampleaalestrating the performance improvements of cooperatitd®
over non-cooperative methods. The performance differénespecially dramatic when rate adaptation is allowed @nlithk
layer.

APPENDIX

A. Proof of convexity for ¢;; over t;; > 0, W;; >0, and % > 2 (for Cooperative MIMO links)

Proving the convexity of the function (ové?;; andt;;)

VW
2 Bti; — 1
€ij = xijiquij + yijtij
VW,;]‘
Bt;

wherex;; andy;; are some system constants, is equivalent to proving theegagof the function

2%

R

over W andt, after we remove all the linear terms and redefiiie= % andt¢ = t;;. For function f(1V,t), the Hessian

matrix is given by
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where we have

2WITWAI2(W In2 — t) 4+ 3t2(2W/¢ — 1)

Q(W t) = 4t1/2W5/2 :
W/ WAIn 2(W In2 — ) + 3t2(2W/ — 1)
= 4t3/2W3/2 ;
IWAW A 2(W In2 — t) + 3t2(2V/ — 1)
c(W,t) = W .

We can show that(W,t) > 0 when'’ = b > 2 due to the fact that its denominator as well as the first terchtha second

term in the numerator are all strictly positive. We can fartshow that)*(W,t)/a(W,t) — ¢(W,t) = 0. For a matrix in the

a

form of { b

I; ] with a > 0, it is positive semi-definite as long as we haje ! — ¢ = 0 according to Schur’'s complement

condition [18]. Therefore, we can claim thEE is positive semi-definite or equivalently(1V,¢) is convex ovelV andt.
B. Proof of convexity for ¢;; over ¢;; >0, W;; > 0, and VETJJ” > 2 (for S0 links)

Proving the convexity of the function (ovéV;; andt,;)

wherex;; andy;; are some system constants, is equivalent to proving theexdgof the function

w
t

FW,t) =27t

over W andt, after we remove all the linear terms and redefifie= % andt = t;;. For function f(W,t), the Hessian

matrix is given by

H= bW,t) e(W,t) |’
where we have

a(W,t) = QV:/t In? 2;

bW, t) = #zW/tthQ;

c(W,t) = %W/tln

Following the same argument as in Appendix A, we can sHdW, ¢) is convex.
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