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Various Web systems/services are currently providing 
a great deal of benefits for users, and Web interaction to 
design interaction between users and Web systems is 
becoming especially important both for research and 
business. Web interaction has been realized through 
related technologies including interactive data 
mining/information retrieval, intelligent systems, 
personalization, user interfaces and so on. However, each 
study and development has been done independently in 
different research fields, which might discourage us from 
studying Web interaction from unified view of human-
system interaction and making Web interaction more 
intelligent by applying machine learning and soft 
computing.  

We organized the 2011 International Workshop on 
Intelligent Web Interaction (IWI-2011) at Lyon to bring 
together a variety of researchers in diverse fields like 
Web systems, Artificial Intelligence, computational 
intelligence, human-computer interaction and user 
interfaces. The workshop was collocated with 2011 
IEEE/WIC/ACM International Conference on Web 
Intelligence (WI-2011). The IWI workshop has been held 
from 2006 yearly, and has grown to be one of the largest 
workshops affiliated with the WI conference. 

This special issue is consisting of six selected papers 
from IWI-2011. The purpose of this special issue is to 
present Intelligent Web Interaction as a new and 
promising research field. Presenters of the IWI-2011 
were encouraged to submit papers to this special issue. 
All submitted papers are equivalently reviewed in terms 
of relevance, originality, significance and presentation 
based on standard review criteria of Journal of Emerging 
Technologies in Web Intelligence.  

The first paper “Co-Authorship Networks 
Visualization System for Supporting Survey of 
Researchers' Future Activities” (Takeshi Kurosawa and 
Yasufumi Takama) describes a visualization system to 
support users to predict future research activities from 
current co-authorship networks. This is a quite 
challenging study because it is strongly concerned to 
prediction of future dynamic development of human-

relational networks. Since collaboration of researchers is 
essential for researchers’ activities, co-authorship 
network is suitable for predicting future activities. This 
paper focuses on the task of discriminating growing 
researchers from supervisors. The effectiveness of the 
proposed system is evaluated through the detailed 
analysis of two participants’ analyzing process of InfoVis 
2004 Contest dataset.  

The second paper “Computational Approach to 
Prediction of Attitude Change Through eWOM Messages 
Involving Subjective Rank Expressions” (Kazunori 
Fujimoto) proposes a computational model to predict 
potency-magnitude relations of electric word-of-mouth 
messages involving subjective rank expressions. This 
paper defines three message classes, which are also 
studied in the areas of opinion mining and sentiment 
analysis, and investigates mathematically how the 
potency-magnitude relations change based on the values 
of the evaluation parameters. 

The third paper “Balancing the Trade-Offs Between 
Diversity and Precision for Web Image Search Using 
Concept-Based Query Expansion” (Enamul Hoque, 
Orland Hoeber and Minglun Gong) experimentally 
investigates trade-off between the promotion of diversity 
and the precision of the most common sense in 
diversifying image search results. The image search is 
done by concept-based query expansion with Wikipedia. 
As a result of these experiments, an automatic method for 
tuning the diversification parameter is proposed based on 
the degree of ambiguity of the original query. 

The fourth paper “Which is the best?: Re-ranking 
Answers Merged from Multiple Web Sources” (Hyo-
Jung Oh, Pum-Mo Ryu and Hyunki Kim) proposes a 
novel method to determine the best answers collected 
from multiple Web sources. Local optimal answers are 
selected by several specialized sub-QAs in a distributed 
QA framework. In order to find global optimal answers, 
merged candidates are re-ranked by adjusting confidence 
weights based on the question analysis. The proposed 
system applies a SVM classification algorithm to adjust 
confidence weights calculated by own ranking methods in 
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sub-QAs. The effects of the proposed re-ranking 
algorithm are evaluated through a series of experiments. 

The fifth paper “Graph-cut based Constrained 
Clustering by Grouping Relational Labels” (Masayuki 
Okabe and Seiji Yamada) proposes a novel constrained 
clustering method based on a graph-cut by semi-definite 
programming. The proposed algorithm begins with a 
single cluster of a whole dataset and repeatedly divide the 
larger cluster into two sub-clusters. The division is done 
by swapping rows and columns of a matrix obtained from 
a graph-cut problem. Experimental results using datasets 
from the Open Directory Projects and WebKB corpus 
support their method is promising for interactive Web 
clustering. 

The last paper “Careful Seeding Method based on 
Independent Components Analysis for k-means 
Clustering” (Takashi Onoda, Miho Sakai and Seiji 
Yamada) applies ICA (Independent Components 
Analysis) to effective initial seeding for K-means 
clustering. Although the k-means clustering is a widely 
used clustering technique for the Web because of its 
simplicity and efficiency, the clustering results 
significantly depend on the initial clustering centers. This 
paper provides a novel seeding method to determine 
effective clustering centers by selecting the nearest data 
to independent components obtained by ICA. They 
evaluate performance of the proposed method by 
comparing with other seeding methods using various 
benchmark datasets. 

As mentioned at the beginning, Intelligent Web 
Interaction is a new and promising research field. We 
strongly hope this special issue will motivate many other 
researchers to join this growing research field. 
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Co-Authorship Networks Visualization System
for Supporting Survey of Researchers’ Future

Activities
Takeshi Kurosawa, Yasufumi Takama
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Abstract—This paper proposes a visualization system that
supports users getting insight into future research activities
from co-authorship networks. A bibliographic network such
as a co-authorship network and a citation network is im-
portant information for researchers when doing a research
survey. In particular, there are many requests on research
survey that relate with researchers’ future activities, such as
identification of remarkable researchers including growing
researchers and supervisors. Although a citation network
has received many attentions from researchers, it is not
suitable for such surveys because it reflects researchers’ past
activities. Since collaboration of researchers is essential for
researchers’ activities, co-authorship network is supposed
to be suitable for predicting future activities. In order to
get insights into future research activities by discriminating
growing research areas from grown-up areas, the proposed
visualization system provides the functions for identifying
research areas as well as for identifying time variation of
both network structure and keyword distribution. As a basis
for getting insights into future research activities, this paper
focuses on the task of discriminating growing researchers
from supervisors. The effectiveness of the proposed system is
evaluated through the detailed analysis of two participants’
analyzing process of InfoVis 2004 Contest dataset. It is
observed that different analyzing strategies are employed
by even the same participant, when available support
functions are different. The result indicates participants can
successfully utilize the functions in their exploratory analysis
process.

Index Terms—exploratory data analysis; interactive in-
formation visualization; temporal trend information; co-
authorship networks; graph visualization;

I. Introduction

This paper proposes a visualization system for co-
authorship networks that has functionalities for supporting
the prediction of future research activities. A biblio-
graphic network is important information for researchers
when doing a research survey. A bibliographic network is
composed of several networks: a co-authorship network, a
citation network, and a co-citation network. Today, there
are a number of research bibliography sites on the web
such as IEEE Xplore1 and DBLP2. These sites provide
detailed information about specific authors, papers and
journals, which are useful for a research survey. Research
surveys are sometimes conducted by researchers who are

1http://ieeexplore.ieee.org/
2http://www.informatik.uni-trier.de/˜ley/db/

getting into their unfamiliar research field. In such a case,
the purpose of the survey is to grasp an overview of the
research field. However, as the structure of bibliographic
networks is usually huge and complicated, it is difficult
to grasp such an overview using simple interface of ex-
isting research bibliography sites. Therefore, information
visualization techniques for bibliographic networks have
been studied [1]–[6].
In the field of bibliographic network analysis, a ci-

tation network has received many attentions from re-
searchers [1]. There also exist many visualization systems
aiming at supporting user’s research survey based on
it [2]. A citation network represents researchers’ past
activities, from which we can identify important papers
by finding the most frequently cited papers.
On the other hand, there are many requests on research

survey that relate with researchers’ future activities, such
as the identification of researchers who will potentially
write an interesting paper. As the direction of citation is
from new paper to old one, it is difficult to predict such
future activities from a citation network.
It is noted that collaboration of researchers is essential

for these research surveys. That is, a research paper is
the outcome of collaborative activities, and research areas
are often emerged from collaboration among researchers
working on different research topics. In that sense, a co-
authorship network is suitable for predicting researchers’
future activities, because it reflects the past and current
status of collaboration.
This paper proposes a visualization system for co-

authorship networks that supports users getting insight
into future research activities. As for remarkable re-
searchers to be identified for a research survey, this paper
focuses on two types of researchers: growing researchers
and supervisors. It is noted that this paper defines a
supervisor as a researcher who has already achieved in
his/her research fields. To identify growing researchers
and supervisors, the proposed system provides two func-
tions: the function for identifying research areas and that
for identifying time variation of both network structure
and keyword distribution. To identify research areas, the
proposed system renders a researcher as a pie chart, which
represents a ratio of keywords assigned to corresponding
researcher’s papers. By representing a node in the co-
authorship network as a pie-chart, keyword distribution
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over the network is easily grasped by analysts.
Identifying time variation is composed of three sub

functions. First, to determinate whether a researcher pub-
lished papers in a period or not, the system uses anima-
tion. Second, the brightness and saturation of a segment
in a pie chart represent the period when corresponding
keyword is used. Finally, to determinate whether the
researcher’s activity is continuously or sporadically, a pie
chart of a researcher can be bi-cylindrical style, in which
inner and outer ring correspond to the earliest and the
most recent year of his/her publications, respectively.
In order to evaluate the effectiveness of the system, the

proposed system is applied to exploratory analysis of the
co-authorship network extracted from the InfoVis 2004
Contest dataset. Two test participants used the system for
identifying growing researchers and supervisors. Results
are analyzed from the viewpoint of analyzing strategies
they employed in performing tasks. Two types of systems,
each of which provides different sets of support functions,
are used in a user study. By comparing the results, how
available functions affect participants’ analyzing strate-
gies is investigated.
The results show the participants who don’t have

background knowledge about InfoVis can identify grow-
ing researchers and supervisors using the system. It is
observed that the proposed functions such as highlighting
researchers who published in a certain period and visual-
izing a node as a pie chart of keywords are heavily used.
The content of the paper is extended from our previous

works [7], [8]. Main difference from [7] is a result of
comparing user behaviors with using two system having
different functions. Expansion from [8] has been made
according to the discussion at the conference, including
more detailed description about the system and discussion
about the result of user study.
The remainder of this paper is organized as follows:

Section II discusses related works. In Section III we intro-
duce the proposed visualization system. The effectiveness
of the proposed system is shown with a user study, which
is described in section IV and V.

II. Related works
A. Visual Analysis of Bibliographic Networks
Bibliographic information is important for researchers

when doing a research survey. A bibliographic network
is composed of three types of networks: a co-authorship
network, a citation network, and a co-citation network. A
co-authorship network represents the relationship between
a researcher and his/her collaborators. A citation network
represents reference relationship between papers. It is a
directed network, in which a paper has a directed link to
other paper by citing it. A co-citation network links two
nodes (papers) when those appear together (co-cited) in
at least one other paper.
A citation network/relationship is suitable for identi-

fying the most cited papers and researchers, which are
considered important papers and researchers. PaperLens
provides “year by year top 10 cited papers/authors” view

to identify the most cited papers and authors in each year.
It can filter papers/authors by specifying research area [2].
On the other hand, a co-authorship network tends to be

used to analyze the relationship between researchers [9].
Henry et al. identified collaboration patterns of re-
searchers by visualizing a co-authorship network [3].
As such a network structure is complicated, information

visualization techniques are usually employed for the
analysis. In a node-link diagram which is the most often
used representation of a network structure, a researcher
or a paper is represented by a node and the relationship
is represented by an edge. Ghoniem et al. [10] have
shown the readability of node-link diagrams decreases for
dense/large networks. To overcome that problem, various
techniques have been proposed.
Node clustering/aggregations are commonly used to

improve readability of a node-link diagram. Auber et
al. [11] have proposed multiscale visualization. In this
visualization, a network is divided into clusters, each of
which corresponds to a small network and treated as a
macro node, and the edges between clusters are clustered.
Ham et al. [12] have proposed an interactive visu-

alization for node clusters to inspect inside of clus-
ters. Holten [13] has proposed hierarchical edge bundles
to improve the readability of global relationship trend.
TreePlus [14] and Vizster [15] enabled exploratory anal-
ysis of local structure of a large network.

B. InfoVis 2004 Contest
The IEEE InfoVis 2004 Contest [16] provides a dataset

which contains bibliographic information of InfoVis pa-
pers from 1995 to 2002 and those references. The aim of
the contest was “to promote the development of bench-
marks for information visualization and establish a forum
to advance evaluation methods” [16]. In the contest, three
first place winners [1], [4], [5], one student first place
winner [6], and eight second winners were selected.
The tasks of the contest are defined as follows.
1) Create a static overview of the 10 years of the

InfoVis
2) Characterize the research areas and their evolution
3) Where does a particular author/researcher fit within

the research areas defined in task 2?
4) What, if any, are the relationships between two or

more or all researchers?
In summary, the first place winner entries tended to use

citation networks to identify research areas, their relation-
ships, and/or evolution (task 2). Co-authorship networks
tend to be used to identify collaboration relationships of
researchers (task 3 and 4).
In task 2, Ke et al. [1] used burst analysis of keywords

to identify the research areas and their evolution. They
showed the results as tables. Lee et al. [5] clustered
papers into research areas using their titles, references,
and keywords. Based on the clusters shown as table,
they showed the evolution of research areas. Wong et
al. [4] identified discriminating research areas by co-
occurrence of words appeared in titles and abstracts.
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Papers were placed based on thematic similarity. By
filtering the papers by years, they showed the evolution of
research areas. Ahmed et al. [6] showed that the evolution
of research areas and their citation relationship can be
identified by using a 3D “worm” representation in task
2. The research areas are identified by clustering papers
by the word histogram of titles, abstracts, and keywords
using SOM (Self Organizing Map).
In task 3, Ke et al. [1] analyzed the keyword usage of

the researchers in non-visual way and showed researcher’s
interesting areas. In task 4, they used co-authorship net-
works to identify the collaboration relationship. In task
3 and 4, Lee et al. [5] analyzed a citation network in
terms of research area. For each researcher, research
areas of his/her papers as well as those citing his/her
papers are identified. They also showed collaborators of
a researcher using co-authorship relationship. Wong et
al. [4] identified research areas of a researcher based
on his/her publications. They also defined the thematic
similarity between researchers. The results showed that
the influence of a researcher can be identified from
citation relationships by highlighting papers which cite
his/her papers. Ahmed et al. [6] showed the hierarchical
relationships of researchers with using a 3D network
visualization of co-authorship networks. They classified
the researchers in that visualization according to the num-
ber of collaboration relationships (degree): 20+ degree,
10-19 degree, and less than 10 degree. They assumed
that researchers with high degree are senior researchers
and those with low degree are students and younger
researchers.
In summary, above-mentioned entries have identified

research areas with the process of evolution. The collab-
oration of researchers has been also identified. However,
each of those two findings has been obtained separately
despite both are outcomes of the researchers’ collabora-
tion.

III. Visualization System for Co-Authorship Networks

A. Overview of the system

Fig. 1 shows the screenshot of the proposed system.
The system consists of three parts; Network panel (Fig.
1(a)), Node Detail panel (Fig. 1(b)), and Operation panel
(Fig. 1(c)).
Network panel shows researchers and their collabora-

tions as a node-link diagram, in which the size of a node
indicates the number of his/her collaborators. The thick-
ness of an edge indicates the number of collaborations
(i.e., collaborative papers).
Node Detail panel provides detailed information of the

node selected in the Network panel. This panel shows
an enlarged pie chart of the selected researcher and
lists his/her publication list, collaborators, keywords, and
publication years. For each item in the lists, more detailed
information is provided by a tooltip.
Operation panel allows a user to change the node

visualization according to the purpose of analysis. The

operations include enabling/disabling the highlighting of
nodes and so on.

B. Research area identification
To identify research areas, the system provides four

functions as follows.
1) Listing all keywords which the selected researcher

uses.
2) Rendering a researcher as a pie chart (i.e., a node)

showing the ratio of his/her keywords usage.
3) Highlighting researchers who use at least one of

keywords used by the selected researcher.
4) Aggregating the nodes of researchers if they use

exactly the same keywords, for making it clear their
collaboration is tighter than usual.

As for (1), a user can check keywords a researcher uses
with the Node Detail panel. The Node Detail panel lists
all keywords used by the selected researcher.
Regarding (2), to check distribution of the keywords, a

keyword can be assigned a color (hue), which becomes a
selected keyword, and the system renders its usage with
a pie chart in the Network panel. A color can be assigned
either manually or automatically. A user can manually
assign a color to a keyword using the Node Detail panel.
A user can assign a color to a keyword automatically

based on one of following indices as well. The colors
are assigned from red to blue in descending order of the
index value.

• TF (Term Frequency)
• TF/IDF (Inverse Document Frequency)
• Alphabetic
The TF is suitable for identifying frequently used

keywords. Two types of TF indices are available. The TF
weight wk of a keyword k is the frequency of k among
all papers in the co-authorship network. The wvk of k
for a researcher v is the frequency of k among all papers
written by v.
The TF/IDF is suitable for identifying keywords used

by specific researchers particularly. There are two types
of indices as well. The TF/IDF weight of a keyword w′

k

and w′
vk are given by following formulas, where N is the

number of all papers over the network, Nk is the number
of papers attached the keyword k, Nv is the number of
papers written by v, and Nvk is the number of v’s papers
attached the keyword k.

w′
k = wk × IDFk, (1)

IDFk = log
N + 1

Nk + 1
, (2)

w′
vk = wvk × IDFvk, (3)

IDFvk = log
Nv + 1

Nvk + 1
. (4)

Alphabetic index sorts the keywords alphabetically and
assigns color according to the order.
Segments in a pie chart are also ordered according to

one of above-mentioned indices for each researcher v (i.e.,
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(c)

(a) (b)

Figure 1. The overview of proposed system; (a) Network panel, (b) Node Detail panel, (c) Operation panel.

wvk, w′
vk and alphabetic index). This means the positions

of a segment in a pie chart can be different between
researchers if their keywords usages are different.
If there are keywords that correspond to the same topic,

a user can manually group those into one keyword group.
A keyword group can be assigned a color in the same way
as a single keyword.
The system has two variations of the pie chart rep-

resentation according to the types of analysis. The first
one shows only selected keywords in a pie chart (type
K1). This is used for checking the distribution of specific
keywords over the network. The second one shows all
keywords in a pie chart, in which non-selected keywords
are rendered in achromatic color (type K2). This is used
for checking the concordance rate of keywords between
researchers.
As for (3), for identifying relations between researchers

in terms of keywords, the system can highlight the
researchers who use at least one of the keywords used
by the selected researcher.
Regarding (4), if the researchers having the collab-

orative papers use exactly the same keywords, their
collaboration is tighter than usual. To show it visually,
the system aggregates nodes in the Network panel if the
corresponding researchers use exactly the same keywords.
This also improves the readability of network view. The
left figure in Fig. 2 shows normal node placement. In the
right figure in Fig. 2, researchers using exactly the same
keywords are aggregated.

C. Time variation
The system handles two types of time variation; time

variation of researcher’s collaboration (i.e., publication

Figure 2. Nodes aggregating based on the keywords usage (left: without
aggregation, right: with aggregation). In right figure aggregated nodes
are enclosed by rectangles.

activities) and that of keywords usage.
This paper divides the task of Identifying time variation

of researchers’ collaboration into three sub tasks:
• Identifying whether a researcher published papers in
a certain period or not.

• Identifying whether a researcher published papers
recently or not.

• Identifying whether a researcher published papers
continuously or sporadically.

For the first task, a user can highlight the researchers
who published papers in a certain period from ys (year) to
ye (year) in the Network panel. The highlighted area can
be varied from [ys, ys] to [ys, ye] with animation, so that
the change of researchers’ collaboration can be shown.
The system also shows all the publication years of the
selected researcher in the Node Detail panel.
For the second task, the brightness and saturation

of a node represent the last period when a researcher
published papers (type T1). Brighter node indicates the
corresponding researcher published a paper more recently.
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Finally, to identify whether a researcher published
papers continuously or sporadically, corresponding node
can be represented with bi-cylindrical style (type T2).
The inner ring represents the earliest year of his/her
publication and outer ring represents the last year. In
the left figure in Fig. 3, both of inner and outer rings
of the node are dark, which indicates the corresponding
researcher published papers early in the specified period
only. In the center figure in Fig. 3, the inner ring of the
node is dark, but the outer ring is bright. This indicates the
corresponding researcher published papers continuously.
In the right figure in Fig. 3, the both of inner and outer
rings of the node are bright, which indicates correspond-
ing researcher published papers late in the period only.

Figure 3. Visualization of time variation of researchers’ collaboration
(left: a researcher who published papers early in the period only, center:
a researcher who published papers continuously, right: a researcher who
published papers late in the period only)

Identification of time variation of keyword usage is
done by combining {K1, K2} and {T1, T2} visualization
as shown in Fig. 4. In the same way as type T1, the
brightness and saturation of a segment in a pie chart
represent the period when a certain keyword was used.
When the bi-cylindrical style (T2) is used, the inner
and the outer rings represent the earliest and the most
recent year when the corresponding researcher used it,
respectively. In Fig. 5(a), the inner ring of the keyword
at top right segment is dark and outer ring is bright. This
indicates that keyword has been used continuously. On
the other hand, the rings of the keyword at middle right
(Fig. 5(b)) are colored dark brown. This indicates that
keyword was used early in the specified period only. The
color of the keyword at the bottom right (Fig. 5(c)) is
bright yellow, which indicates that keyword was used in
late in the period only. In a pie chart representation, type

K1 K2

T1

T2

Research Area

Time
Variation

Figure 4. Variations of nodes visualization

K1 and K2 as above-mentioned are available also in this
case.

(a)

(b)

(c)

Figure 5. Visualization of time variation of keywords usage; (a) the
keyword used continuously, (b) used in early period only, (c) used in
later period only

IV. User Study
It has been shown in [17] that using the proposed

functions in combination, authors could find the same
insights found by first place winners in InfoVis 2004
Contest. The performed task corresponds to the analysis
of past research activities from a co-authorship network.
On the contrary, this paper examines the effectiveness

of the proposed system for supporting the analysis of
future research activities, and its usability for users unfa-
miliar with target domain.
Although the comparing with other systems is useful

for examining the effectiveness of the proposed system,
detailed analysis, such as the contribution of each func-
tion, is difficult through the comparison between systems
having considerably different interfaces and functions.
Therefore, two types of systems are prepared: the system
with full functions and that with limited functions. A
“limited functions” indicates that test participants cannot
use functions for assignment colors to keywords and
its visualization, grouping keywords manually, and bi-
cylindrical visualization of time variation of a researcher
or a keyword. Other than those limitations are as the same
as the system with full functions.
Participants are asked to identify researchers of follow-

ing two types.
Growing researcher

A researcher who is doing interesting work and
would publish research papers actively in future
from a period of a dataset.

Supervisor
A researcher who did or is doing interesting
research work but would not publish papers so
actively in future from a period of a dataset,
because s/he has already achieved in the period
of a dataset.

The reason of adopting these kinds of abstract tasks
is to let participants perform exploratory data analysis
based on various assumptions. That is, when giving
such an abstract purpose, participants are supposed to
translate it into more concrete assumptions about the
conditions the researchers to be identified should satisfy.
The participants should perform analysis guided by such
assumptions with the combination of functions provided
by the system. It is also expected that a participant would
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make various assumptions until s/he obtains sufficient
results. The purpose of the user study is to examine the
relationship between assumptions and used functions.
Two participants took part in the study. Both of them

are male graduated students of system design major
and aged early 20s. It should be noted we selected
test participants who don’t have background knowledge
about Information Visualization. We think support of
research survey by users unfamiliar with target domain
is important, because research surveys are inevitable for
researchers / companies getting into new domains. In
particular, the importance of such surveys is growing for
companies trying to adapt to rapidly changing business
environment.
A participant first did the task by using the system with

limited functions. Before doing the task, participants were
lectured about the usage of T1 for node visualization and
keyword list in Node Detail panel without explanation
about how to assign color for keyword and group key-
words manually. After finishing the task, they are lectured
about remaining functions: T2, K1 and K2 and the manual
color assignment to keywords / keyword groups. After
the lecture, they did the same task again, with using full
functions.
After each task, we had interviews with participants

about assumptions and reasons of their analysis proce-
dures.
We use the co-authorship networks extracted from

InfoVis 2004 dataset in the experiments. The InfoVis 2004
Contest [16] dataset contains bibliographic information of
InfoVis papers from 1995 to 2002 and those references.
As some entries of the contest have pointed out that
there are duplications or errors in the dataset [1], [6], we
cleaned up the dataset based on [1]. The extracted network
contains 969 researchers (nodes), 1736 collaborations
(edges) and 1777 keywords. We treated the publishing
date by year. Published period is from 1974 to 2004, in
which there are no missing years.

V. Results
A. System with Limited Functions
The analyses of two participants were based on almost

the same assumptions:
• A growing researcher has a certain number of papers
and also published papers in recent period (2000-
2004).

• A supervisor has a certain number of papers but
doesn’t published papers in recent period (2000-
2004).

They used combination of following steps to ensure the
assumptions.

• Identify the number of papers which a researcher
published by his/her node size

• Highlight researchers who published papers in a
certain period

In particular, if corresponding node is relatively large
and highlighted in recently period, a researcher is consid-
ered as growing researcher. If a node is relatively large but

not highlighted, corresponding researcher is considered as
supervisor.
They also employed different types of clues to ensure

above-mentioned assumptions. Participant A focused on
groups of researchers. He looked the co-authorship net-
work as “Map of Researcher Groups,” which consists of
nodes with various sizes (Fig. 6). By changing time period
for highlighting nodes, he identified “Rise and Fall of
Research Groups.” He considered relatively large nodes
highlighted in recent period (2002-2004) as growing
researchers and those unhighlighted relatively large nodes
as supervisors.
Participant B used T1 to visualize time variation of

node in addition to the function of highlighting re-
searchers. First he highlighted recent 5 years (2000-2004).
In this situation, researchers who published papers during
2003 and 2004 become blight nodes (enclosed by red
solid rectangle) and those who published during 2000
and 2001 become dark nodes (enclosed by blue dashed
rectangles) in T1 visualization (Fig. 7). From this result
he considered blight nodes as growing researchers and
dark nodes as supervisors.
It can be said that there is a relationship between their

analyzing strategies and the functions provided by the
system. That is, as they could not focus on keyword
usage, they had to ensure their assumptions only from
information about publications.

B. System with Full Functions
Also in this case, both of participants used almost the

same schemes to complete sub-tasks. To identify growing
researchers, they used following schemes:

• (Step1) Identify a researcher who published papers
in recent 5 years (2000-2004)

• (Step2) Assign colors to keywords according to
participant’s assumption

• (Step3) Identify keywords usage over the network
For identification of a researcher who published papers

in recent period, both participants used the function of
highlighting researchers.
On the other hand, in the second step, they selected

keywords according to different assumptions. The as-
sumption of participant A is following:

• If a researcher is a growing researcher, some of
his/her keywords are used by only his/her collab-
orators in both recent and early period.

Participant A used the function of automatically assign-
ing colors to selected keywords. As he assigned colors
based on TF/IDF value (w′

vk), in which the colors are as-
signed from red (high TF/IDF value) to blue (low TF/IDF
value), unique keywords used by few other researchers
are colored red or yellow (Fig. 8). Therefore he could
easily check the usage of such unique keywords over the
entire network in recent and early periods. If the red or
yellow keywords are concentrated to his/her collaborators
in both periods (Fig. 8), he considered the researcher is
a growing researcher. In Fig. 8, a researcher enclosed by
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Figure 6. “Map of Researcher Groups” in recent period (2000-2004). Researcher groups are enclosed by rectangles.

Figure 7. The distribution of last publishing year in recent period (2000-2004).
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Figure 8. The usage of keywords used by a growing researcher in recent period (2000-2004) (analyzed by participant A)
.

a red solid rectangle is considered a growing researcher.
The researchers enclosed by blue dashed rectangles use
keywords used by the selected researcher. However they
use only non-unique (green or blue) keywords.
Fig. 9 shows the change of his keyword usage from

early period to recent period, which satisfies the assump-
tion of participant A.
On the other hand, participant B focused on researcher

group, based on the following assumption:
• A growing researcher shares “hot” keywords with
several researcher groups in recent period.

In this case, a “hot” keyword means a recently used
keyword. He assigned colors to all keywords in the dataset
based on TF/IDF value (w′

k), then checked whether a
researcher group shares keywords with other groups or
not. To identify that, he used the function of highlighting
researchers who share at least one of keywords used
by the selected researcher. Fig. 10 shows the usage of
keywords used by a growing researcher in recent period
(2000-2004). If the selected researcher and other several
groups use the same keywords in recent period, he con-
sidered the selected researcher as a growing researcher. In
Fig. 10, a researcher group enclosed by a red rectangle
contains a growing researcher. The groups enclosed by
green or yellow rectangles use at least one of keywords
used by the growing researcher.
To identify supervisors, both of participants used sim-

ilar schemes as used to identify growing researchers.
• (Step1) Identify a researcher who published papers
in early period but rarely published papers in recent
period (2000-2004)

• (Step2) Assign colors to keywords according to a
participant’s assumption

• (Step3) Identify keywords usage over the network
In Step2 and 3, they employed the different assump-

tions each other. The assumption of participant A is
following:

• If a researcher is a supervisor, his/her keywords with
high TF/IDF value (w′

vk) are used by researchers
other than his/her collaborators in recent and early
periods.

As opposite to identification of growing researchers,
if unique (red or yellow) keywords are shared without
collaborations in early and recent periods, he considered
the researcher as a supervisor. In Fig. 11, a supervisor
is enclosed by a red solid rectangle. The researchers
enclosed by blue dashed rectangles use keywords used by
the selected researcher. They use unique (red or yellow)
keywords without collaborations.
The assumption of participant B is following:
• If a researcher is a supervisor, keywords which were
used by him/her in past period (1974-1999) are used
by several other researchers over the network in
recent period (2000-2004)

As similar to participant A, participant B assigned
colors to keywords based on TF/IDF value (w′

vk), in
which unique keywords used by few other researchers are
colored red or yellow. With this visualization, he could
easily identify the keywords usage over the network.
Interestingly there were two types of supervisors in his
results; researchers who used red or yellow keywords
(Fig. 12) and those without red or yellow keywords (Fig.
13). In Fig. 12 and 13, a supervisor is enclosed by a red
solid rectangle. The researchers enclosed by blue dashed
rectangles use keywords used by the supervisor. In Fig.
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Figure 9. Change of keyword usage: (a) early period (1974-1999), (b) recent period (2000-2004)

Figure 10. The usage of keywords used by a growing researcher in recent period (2000-2004) (analyzed by participant B)
.

12, non-unique (green or blue) keywords used by the
supervisor are shared by others. In Fig. 13, unique (red
or yellow) keywords are shared by those who have no
collaboration with the supervisor.
It is not surprising that assumptions of participants are

different, as the tasks are abstract and can be performed
based on various criteria. It should be noted that both of
participants consider keywords usage in a co-authorship
networks is important information, in spite of having
different assumptions each other. That is, the function
is not single-purpose, by which analysis with various
assumptions is possible.
Furthermore, the comparison of employed strategies

between using the system with limited functions and with
full functions shows that the available functions affect
their analyzing strategies. By using functions for visu-

alizing keyword usage, they had assumptions regarding
research topics.
It is also observed that bi-cylindrical visualization for

time variation of node (type T2) was not used in their
strategies. One possible reason is that it could increase
visual complexity. Because there are many nodes and
edges in Network panel, participants preferred to the
visualization functions which reduce (highlighting) or do
not increase (type T1) visual complexity. The functions
of manual color assignment to keyword and manually
grouping keyword were not used as well. Although the
functions are useful for analyzing time variation of a few
keywords [10], it is supposed that manual operations are
not suitable for a large number of keywords.
It is noted that no predetermined correct answers

(ground truth) is given in the user study, because our aim
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Figure 11. The usage of keywords used by a supervisor in recent period (2000-2004) (analyzed by participant A).

Figure 12. The usage of non-unique (green / blue) keywords used by a supervisor in recent period (2000-2004) (analyzed by participant B).
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Figure 13. The usage of unique (red / yellow) keywords used by a supervisor in recent period (2000-2004) (analyzed by participant B).

is not to support accurate analysis but to encourage users
to perform exploratory data analysis, based on their own
assumptions. However, it is also important to confirm that
users can analyze data reasonably. Therefore, instead of
using ground truth, we asked the participants to conduct
an additional task. After finishing all tasks, participants
investigated the number of research papers from 2004
to 2007 published by their identified researchers using
DBLP. They found that most of growing researchers they
identified published 10 or more papers per year and most
of supervisors published less than 5 papers per year in
that period. These facts show their predictions using the
system are reasonable.

VI. Conclusions
This paper proposes the visualization system for co-

authorship networks. To identify growing researchers and
supervisors, the system provides support functions for
identifying research areas as well as for examining its
time variation.
This paper examines whether the proposed system is

able to support users predicting future research activities
of their unfamiliar domain. In the user study, test par-
ticipants unfamiliar with InfoVis performed exploratory
analysis of the co-authorship network to identify grow-
ing researchers and supervisors. The results show that
they could perform the tasks even though they had no
background knowledge about InfoVis. During performing
tasks, it was observed that they employed different ana-
lyzing strategies according to available functions. Among
the functions the system provided, the function for high-
lighting researchers who published papers in a specified
period is heavily used to identify researchers who recently

published papers. The functions for assigning colors to
keywords and visualizing node as pie chart of keywords
are also frequently used to identify types of researchers.
By combining these functions, they could perform the
tasks successfully. As one of future works, it is expected
that automated assistance of frequently used assumptions
would improve the effectiveness of the system.
In this paper, the result of user study by two participants

is shown, as it is important for the study of user interface
to analyze specific users’ behaviors in detail. On the
other hand, an experiment with many participants is also
important, which should be conducted as one of future
studies. The result of this paper will contribute to an
experimental design.
Future works also include the introduction of other

information than co-authorship networks. Participants
suggested the order of authors in a research paper can
be useful to determinate whether a researcher is young
researcher or a supervisor, as young researcher tends to be
first author and supervisor tends to be the second or later.
It was also suggested that collaboration of researchers is
clearly appeared when they received research grants. As
their relationship is stronger than usual, analyzing grant
programs could provide interesting information.
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Abstract— Electronic word-of-mouth (eWOM) is an impor-
tant information source that influences consumer product
evaluations. This paper presents a computational model
that predicts the potency-magnitude relations of eWOM
messages involving subjective rank expressions, which refer
to the linguistic representations related to the attitude-levels
of the benefits of the product attributes. The amount of
required inference for the message receiver to know the
attitude-level through the message is quantified asinference
quantum by using inference space, which is characterized
by two evaluation parameters: evaluation target size and
evaluation scale size. The computational model incorporates
the idea of inference quantum into the cognitive hypotheses
that were developed to account for the potency differences
with reference to the expertise levels - experts or novices -
of the message receiver of the products.

By applying the computational model to simple eWOM
messages, the potency-magnitude relations were observed to
depend critically on the values of the message receiver’s
evaluation parameters. This paper defines three message-
classes, which are also studied in the areas of opinion mining
and sentiment analysis, and investigates mathematically how
the potency-magnitude relations change based on the values
of the evaluation parameters.

Index Terms— cognitive modeling; attitude change; elec-
tronic word-of-mouth; ewom; social media

I. I NTRODUCTION

In recent years, there has been a focus on electronic
word-of-mouth (eWOM) as the information source that
influences consumer product evaluations [1]–[3]. eWOM
messages refer to statements that are posted electronically
in social media such as bulletin boards on the Web. The
content includes other consumers’ product evaluations and
recommendations based on their own experiences and
preferences. What kinds of eWOM messages have large
potency on the product evaluations made by the consumer
who is exposed to the messages? If we can predict the
potency on an individual basis, then it will be possible to
create an intelligent agent to selectively provide effective
statements to individual consumers from among the huge
volumes of diverse eWOM messages on the Web. These
kinds of intelligent agents would increase opportunities to
use eWOM messages and could be expected to promote
interactions between consumers via the Web.

The author previously proposed cognitive hypotheses
that account for the potency differences in two types -
comparisonand degree- of eWOM messages involving

subjective rank expressions [4]. This paper develops a
computational model of the hypotheses to apply them
to various types of messages obtained using techniques
from opinion mining and sentiment analysis [5], [6]. The
following are the contributions of this paper:

1) Modeled eWOM messages with reference to com-
prehensive message typology in the areas of opinion
mining and sentiment analysis.

2) Developed a computational model that predicts the
potency-magnitude relations between two eWOM
messages involving subjective rank expressions.

3) Investigated mathematically how the potency-
magnitude relations change based on the values of
the message receiver’s evaluation parameters.

Although the former two contributions were previously
presented [7], this is the first appearance for the last
contribution (Section V.). In addition, this paper includes
four minor modifications from previous work: (1) the idea
of “attitude” [8], [9] is incorporated into the definition
of subjective rank expressions to clarify the meaning of
the “levels” of consumer evaluations (Section II. A.); (2)
detailed descriptions of the research background are given
(Sections II. B. and C.); (3) the inference quantum is
redefined based on the idea of entropy in the inference
spaces (Section IV. B.); and (4) computational examples
are revised so that two cases with different values of
evaluation parameters can be compared (Section IV. C.).

In the following, Section II describes the background
of the current research. Section III develops the models
of eWOM messages involving subjective rank expres-
sions. Section IV formalizes the computational model
and illustrates the prediction processes with example
messages. Section V investigates mathematically how the
potency-magnitude relations change based on the values
of evaluation parameters. Section VI concludes the paper
and describes the future work.

II. BACKGROUND

A. Subjective Rank Expressions

Research on word-of-mouth (WOM) communication,
which Arndt defined as the oral person-to-person com-
munication between a receiver and a communicator that
the receiver perceives as non-commercial [10], has been
conducted for many years [11]. It ranges from the motives
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for the communications [12], [13] to the effects on the
receivers’ purchase decisions [14], [15]. Recently, the
widespread penetration of social media has increased
interest in eWOM communication researches (e.g., [16],
[17]) that differ from traditional WOM researches in that
they focus on the more detailed aspects of the information
content [1], [3].

Lee et al. introduced a differentiation between objective
attributes such as size and weight and subjective attributes
such as color and shape [1]. Park et al. divided eWOM
messages on product attributes into two types, which are
“attribute-centric” and “benefit-centric,” and verified the
differences in the potency of these two types [3]. In
contrast, this paper focuses onsubjective rank expres-
sions, which are related closely to researches in opinion
mining and sentiment analysis. Here, subjective rank ex-
pressions refer to the linguistic representations related to
the attitude-levels of the benefits of the product attributes
[4]. A benefit and product attribute pair to be evaluated
is called “target” in this paper. The attitude-levels of a
target means its ranks or grades with respect to personal
attitudes [8], [9]. Thus, subjective rank expressions focus
on the benefits and the product attributes that are used as
two basic elements to represent product evaluations based
on the perspectives in consumer behavior research [18],
[19]. The idea of subjective rank expressions is shown in
Fig. 1, including similar content from previous researches.

Regarding the benefits, this research examined two
types of subjective rank expressions: comparison and
degree [4], where the former describes the results of
comparisons with other benefits and the latter directly
describes the rank of benefits using adjectives and ad-
verbs. A typical example of the comparison type is a
message like “The touch panel LCD of product X is
easier to use than that of product Y,” which claims that
this attribute of X is rated higher than that of Y with
respect to the benefit; easy to use. On the other hand,
a typical example of the degree type is a message like
“The touch panel LCD of product X is incredibly easy to
use,” which claims the attribute of X is rated high with
respect to the benefit. Since both messages are concerned
with the attitude-levels of product attributes for a benefit,
they involve subjective rank expressions. As shown in the
example messages, eWOM messages involving subjective
rank expressions contain not only information connecting
attributes to benefits but also information related to the
authors’ attitude-levels of the benefits of attributes.

The “potency” of eWOM messages in this paper relates
to the attitude change in the product evaluations when the
receiver is exposed to the message. Messagem1 has larger
potency thanm2 when the degree of the attitude change
by m1 is larger thanm2. The potency depends not only
on the message content but also on the characteristics
of the message receivers and of the evaluated products,
so a different person as well as a different product may
give different potency with respect to the same message
content [20]. There are two types of potency: positive
and negative. The former changes the product evaluations

Product

attributes

Benefits

of the 

attributes

Objectivity

Subjectivity Degree

Comparison

Subjective rank expressions

Lee et al. [1]
Park et al. [3]

Figure 1. Subjective rank expressions and related work.

positively and the latter changes them negatively [21],
[22]. This paper focuses on positive potency because
one aim of this research is to develop intelligent agents
that selectively provide eWOM messages to increase
consumer purchase intention.

Some psychological measurements of attitude change
are often used to determine the potency of eWOM mes-
sages (e.g., [1], [3]). Such measurements are also used in
the area of persuasion research [8], [23], which is closely
related to advertising and word-of-mouth researches. In
persuasion researches, the term “persuasiveness” is often
used instead of potency. The difference between persua-
siveness and potency is the presence or absence of a
goal and the intention to reach the goal of the message
providers; i.e., the term persuasiveness postulates such a
goal but the term potency does not.

B. Cognitive Hypotheses

The cognitive hypotheses proposed in [4] focus atten-
tion on how much inference is required for the message
receiver to know the author’s attitude-level of the targets
through the message. Since consumers with high expertise
in the products are likely to infer based on their own
knowledge, they are expected to prefer comparison type
in which the attitude-level is not written explictly and
leaves room for personal determinations. In contrast, since
consumers with low expertise are likely to dislike such
inferences, they are expected to prefer the degree type in
which the attitude-level has already been determined by
the author so that the evaluation can be directly obtained
by the message. Thus, the following hypotheses were
proposed [4].

Hypothesis A: For consumers with high expertise,
comparison type eWOM messages for targets
has larger potency on the evaluation of the
targets than degree type eWOM.

Hypothesis B: For consumers with low expertise, de-
gree type eWOM messages for targets has larger
potency on the evaluation of the targets than
comparison type eWOM.

These hypotheses were supported by hypothesis testing
on the dataset collected from a questionnaire survey
administered to one hundred and fifty two undergraduate
students [4].

A theoretical background of the hypotheses is the
theory of implicit conclusions[24]–[26], which was de-
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veloped mainly to account for the persuasiveness of
advertising. For example, a typical ad with an explicit
conclusion is “Now That You Know the Difference, Shave
With Edge – The Disposable Razor That is Best for
You.” A typical one with an implicit conclusion is “Now
That You Have the Facts, Decide for Yourself Which
Toothbrush You Should Buy,” as introduced in [24]. It
states that ads with implicit conclusions are expected to
be persuasive when the audience is highly involved in the
products instead of being lowly involved. Sawyer et al.
explained the persuasiveness as follows [25]: “Perhaps the
most important reason is that the absence of any obvious
conclusion may lead a motivated audience to try to infer
one. · · · Attitudes resulting from effortful self-generated
conclusions should be more positive than attitudes result-
ing from less effortful processing of conclusions explicitly
provided in a message and more accessible and persistent
over time.” The theory of implicit conclusions was em-
pirically supported [25], [26] and extended from wider
viewpoints such as attention for visual material [27] and
missing attributes [28].

The cognitive hypotheses [4] can be viewed as one
application of the theory of implicit conclusions and, in
that sense, are characterized from two aspects. First, the
hypotheses focus on the inference of the author’s attitude-
levels toward targets through messages and regard the
attitude-levels as “conclusions.” Second, the hypotheses
incorporate the expertise of message receivers instead
of their involvement, which is a motivational parameter
used by the message receiver to infer the conclusions. As
Chebat et al. suggested, both expertise and involvement
should be considered to obtain accurate potency predic-
tions [29]. However, this paper only considers expertise
because it is not so difficult to extend the idea with
expertise only to the one with both factors by assuming
no interaction effect between them.

Expertise of products has various aspects, or dimen-
sions [18], and is measured in various ways. For example,
Park et al. used the number of correct responses to
questions about the products and performed a median-split
technique to divide consumers into experts and novices
[3]. As another example, the author defined expertise with
respect to having/not having an experience of purchasing
products, where expert and novice refer to having and
not having [4]. At a more practical setting for intelligent
agents, expertise may be determined with keywords or
bookmarks used or possessed by users.

C. Research Purpose

Previous work [4] focused on two message types: com-
parison and degree; but subjective rank expressions should
have a wide variety of message subtypes. For example,
gradable comparatives are classified into three subtypes:
non-equal gradable, equative, and superlative [30]. The
similarity or difference between two objects may generate
other subtypes, as shown in [31]. In addition, there may be
messages in which two or more types are combined. Such
a wide variety of message types requires the cognitive
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Figure 2. Illustrative application of computational model.

hypotheses to be very generalized. The purpose of the
current research is to achieve generalization by developing
a computational model that measures the amount of
required inference (Q) for such various messages. The
generalized hypothesis becomes the following: for any
two eWOM messagesmi and mj , if Q(mi) > Q(mj)
then mi has larger potency thanmj for experts and,
conversely,mj has larger potency thanmi for novices.

Fig. 2 shows an illustrative application of the com-
putational model and the scope of this research. In the
figure, the filtering agent selects the eWOM statements
based on the potency-magnitude relations generated from
the computational model, which is the main topic of
this paper. To obtain the potency-magnitude relations
on the eWOM statements written in natural language,
the message extractor constructed by opinion mining
and sentiment analysis (OM/SA) techniques extracts sub-
jective messages, which are the eWOM messages in
the figure, as definite shapes from the natural language
statements. Then the computational model generates the
potency-magnitude relations on the messages based on the
evaluation situations of the user. Although both positive
and negative eWOM statements exist when they are
gathered through social media, only positively evaluated
messages for products are selected and used to promote
the purchase intention of system users. As shown in the
figure, the scope of this research does not directly include
the techniques in the area of OM/SA. However, OM/SA
research is closely related to my current research because
the formats of the messages should be determined based
on the techniques.

III. M ESSAGEMODELING

A. Comparison Type

Two of the most fundamental categories for human
opinion are comparative and direct [6]. A direct opinion
expresses a subjective idea on a single object, while a
comparative opinion expresses a relation of differences
or similarities between two or more objects and/or object
preferences of the opinion holder. Comparatives are clas-
sified into four subtypes: non-equal gradable, equative,
superlative, and non-gradable [30].
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Based on the subtypes of the comparatives, the eWOM
messages in the comparison type of the subjective rank
expressions are modeled as follows:

(target1, target2, type),

where target1 and target2 are the sets of the pairs of a
benefit and a product attribute andtypeis one of the three
subtypes: non-equal gradable, equative, and superlative.
For the non-equal gradable (equative)type, the messages
insist that the attitude-levels oftarget1are larger than (are
equal to) those oftarget2. For the superlativetype, the
messages insist that the attitude-levels oftarget1 are the
largest among all other targets to be evaluated;target2
is omitted. The parametertype excludes non-gradable
from its values because non-gradable does not address
the attitude-levels of targets.

The message model proposed here may be obtained by
adjusting Jindal’s message model using five parameters:
relationWord, features, entityS1, entityS2,and type [30].
Parametersfeatures, entityS1, and entityS2 are related
to target1 and target2 in the proposed model, while
parametertype is the same in both models. Parameter
relationWord takes a keyword such as-er or exceedthat
is used to express a comparative relation in a sentence.
Although the proposed model does not contain parameter
relationWord, the benefits intarget1 and target2 may
contain a piece of the parameter information when it has
beneficial words such as easier and lightest.

Note that, although the message model proposed here
is similar to the Jindal’s model in the appearance, they
are different in the semantics of the comparison. That is,
the message model proposed here compares the attitude-
levels of targets whereas the Jindal’s model compares
certain features like length and size of entities. Therefore,
they may generate different structures of the comparative
relations. For example, for digital cameras, a message
like “The start up time of X is longer than that of Y.”
constructs the relation X> Y with respect to the length
of time by the Jindal’s model whereas it constructs the
relation X< Y with respect to the attitude-levels by the
proposed model (Shorter is better in this case.). The issue
described here is also discussed in [32], [33].

B. Degree Type

One typical problem in the research area is polarity
detection that classifies an online review as positive or
negative at a document level [34] or a sentence level [35].
Recently, the rating-inference problem is also studied to
classify not into two classes, positive or negative, but into
fine-grained rating classes (e.g., one to five “stars”) [36].
Rating-inference tasks determine an author’s evaluation
from the review texts with respect to a multi-point rating
scale, which is a kind of ordinal scale. The latent message
models that the tasks postulate appear to have three
elements: an evaluated object, its rated level, and a multi-
point rating scale for the evaluation.

Based on this idea, the eWOM messages in the de-
gree type of subjective rank expressions are modeled as

follows:

(target, level, scaleInfo),

where target is a set of the pairs of a benefit and a
product attribute andlevel is the attitude-level based on
scaleInfo, which is the specifications of the multi-point
rating scale used. The specifications include the number
of points on the rating scale and, if required, the polarity
that each point belongs. Five-point Likert type scales,
which are often used in psychological experiments, are
one alternative for the rating scales. In the case, the
number of points on the rating scales is five and points
1, 2 belong negative, 3 belongs neutral, and 4, 5 belong
positive attitude.

The granularity of the multi-point rating scale has
variations. Pang et al. discussed a reasonable classification
granularity to determine other persons’ evaluations by
using Internet movie reviews [36]. They examined pairs
of reviews extracted from the review set to determine
whether the first review in each pair was more positive
than, less positive than, or as positive as the second. They
concluded that the reasonable scale size, which is the
number of points on the rating scale, is not so large and
is four or five. As they discussed, much finer-grained may
not be reasonable when no information exists to discern
such finer-grained levels in the message texts. There
may not be enough text samples to create classification
rules with finer-grained scales using machine learning
techniques. The granularity of the multi-point rating scale
is determined practically by considering such properties
of the message texts.

IV. COMPUTATIONAL MODEL

A. Basic Idea

In the computational model, the amount of required
inference is quantified as theinference quantum. Mes-
sages explicitly containing an attitude-level enable it to be
obtained directly, and thus they require no inference; the
size of inference quantum is 0. Since messages containing
only comparative relations of the attitude-levels require
some inference to obtain the levels, the inference quantum
is not 0 but has a certain value. The inference quantum
does not postulate the levels contained in a single message
but postulates the set of the levels of all targets to be
evaluated. Therefore, the computational model incorpo-
rates the idea ofinference spacethat contains all possible
attitude-levels inferred by the message receiver.

The dimensions of the inference space correspond to
the targets to be evaluated. Fig. 3 shows an example of the
inference space where two targets, A and B, are evaluated
and a 5-point rating scale ranging from 1 to 5 is used to
evaluate the attitude-levels. The horizontal and vertical
axes represent the attitude-levels of A and B, which are
denoted ash(A) and h(B), respectively. The inference
space consists of 25 points in this case. A certain point in
the inference space gives the attitude-levels of all targets,
A and B. For example, pointe = (4, 3) indicates that the
attitude-levels of targets A and B are 4 and 3, respectively.
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Figure 3. Inference space.

Thus, based on inference space, the determination tasks
of the attitude-levels of the targets are regarded as the
determination of one point in the inference space. The
idea of inference space was inspired in part by distribution
hyperspace [37] and its extension [38].

The inference quantum of messages giving stronger
constraints in the inference space is considered smaller
because such messages limit the inferred space to a nar-
rower region. On the other hand, the inference quantum of
messages giving weaker constraints is considered larger
because such messages allow the inferred space to be
wider. Thus, the inference quantum is expected to be
quantified using the size of the compatible regions in the
inference space with the message.

B. Formalization

As notations for inference space, the following symbols
are used.

• Target setΩ denotes the set of all targets to be
evaluated. Evaluation target sizek, which is a finite
integer greater than or equal to 1, denotes the size
of Ω.

• Evaluation scale sizeν, which is a finite integer
greater than or equal to 2, denotes the number of
points on the rating scale used for the attitude-level
evaluations. It is also written likeν point rating
scales.

• A pair of k and ν, denotedλ = (k, ν), is called
evaluation parameters.

• Inference spaceΘλ = {e1, . . . , eνk} denotes the set
of all possible attitude-levels for allk targets by
using the ν point rating scale. The elementsej ,
j = 1, . . . , νk are called points inΘλ.

Next consider a set of messagesM = {m1, . . . ,mn},
each of which is eWOM message involving subjective
rank expressions for one or more targets inΩ. The points
of Θλ compatible withmi ∈ M are denoted asri. Based
on the idea of inference spaceΘλ and compatible points
ri of Θλ, the inference quantum is defined below.

Definition (Inference Quantum)
The inference quantumQ of a messagemi ∈ M
for a message receiver with evaluation parame-

tersλ is defined by

Q(mi) = log2
∑
e∈Θλ

ηi(e) , (1)

whereηi is a function:

ηi(e) =

{
1 if e ∈ ri
0 if e ̸∈ ri .

(2)

The inference quantumQ takes an integer ranging from
0 to k log ν. Maximum valuek log ν of the inference
quantum is given to the messages that are compatible with
all of the inference space, but minimum value 0 is given
to the messages that have only one compatible point in
the inference space. The inference quantum is denoted
by Qλ when the evaluation parameters should be written
explicitly.

Based on the inference quantum, the computational rule
for predicting potency-magnitude relations between two
eWOM messages is described below.

Prediction Rule

If Q(mi) > Q(mj), bothmi andmj ∈ M give
positive support to a target∈ Ω,
thenmi ≻ mj for experts and

mj ≻ mi for novices,
wheremi ≻ mj (mj ≻ mi) denotesmi (mj)
is expected to have larger potency thanmj

(mi) with respect to the positive attitude
change in the target.

As shown in the prediction rule, potency-magnitude
relations are derived by discerning the expertise level
of the message receiver of the products. Note that the
rating scale for an inference space is determined based
on the cognitive perspective of the message receiver’s
evaluations. Therefore, it may not be compatible with
the rating scales for degree type messages because the
scales are often determined previously with some practical
conditions in the message extraction techniques. How-
ever, the identical scale should be used because when
a different scale is used, a mapping rule between the
scales has to be developed to obtain compatible regionri
with the messages. To conform the scale for the degree
type messages to the scale for the inference space, it is
necessary to previously prepare degree type messages not
in a single type rating scale but in several types and to
choose messages in a compatible type when the inference
space is determined.

C. Example

This subsection illustrates the prediction processes us-
ing two different situations of evaluation parameters,λa

and λb, as shown in Table I(a). The target set onλa

consists of A, B, and C, that is,k = 3, whereas that
on λb consists of A, B, C, and D, that is,k = 4. The
evaluation scale sizeν on λa andλb is the same value,
5. The inference space forλa contains 125 (= 53) points,
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TABLE I.
PARAMETERS AND MESSAGES INILLUSTRATIVE EXAMPLE

(a) Evaluation parameters

Target setΩ Size ofΩ Scale size
λa A, B, C k = 3

ν = 5λb A, B, C, D k = 4

(b) eWOM messages

Representations Compatible Region
m1 (A, B, non-equal gradable) h(A) > h(B)
m2 (A, , superlative) h(A) > h(∗)
m2 (A, 5, {5-point scale, 1 to 5}) h(A) = 5

“*” indicates any other target inΩ.

TABLE II.
COMPUTATIONAL RESULTS

(a) Inference quantumQ(mi) for each message

m1 m2 m3

λa 5.64 4.91 4.64
λb 7.97 6.64 6.97

(b) Potency-magnitude relations among messages

Experts Novices
λa m1 ≻ m2 ≻ m3 m3 ≻ m2 ≻ m1

λb m1 ≻ m3 ≻ m2 m2 ≻ m3 ≻ m1

so the inference quantum based onλa ranges from 0 to
3 log 5 (=6.97). On the other hand, the inference space for
λb contains 625 (= 54) points, so the inference quantum
based onλb ranges from 0 to4 log 5 (=9.29).

The eWOM messages used in this illustration are
shown in Table I(b). Messagem1 is the non-equal grad-
able type and means that the attitude-level of A is larger
than that of B. It specifies the region whereh(A) > h(B)
in the inference space. Messagem2 is the superlative
type and means that the attitude-level of A is the largest.
It specifies the intersectional region of “h(A) > h(B)”
and “h(A) > h(C)” for λa and the intersectional region
of “h(A) > h(B),” “ h(A) > h(C),” and “h(A) > h(D)”
for λb. Messagem3 is the degree type and means that
the attitude-level of A is 5 on the 5-point rating scale
ranging from 1 to 5. It specifies the region whereh(A)
= 5 in the inference space. All these messages positively
support target A, so that the prediction rule derives the
potency-magnitude relations with respect to the positive
attitude change in target A.

Table II(a) shows the calculation results of the inference
quantum of the eWOM messages. Forλa, the inference
quanta ofm1,m2, and m3 are 5.64, 4.91, and 4.64,
respectively. Forλb, the inference quanta ofm1,m2, and
m3 are 7.97, 6.64, and 6.97, respectively. Table II(b)
shows the potency-magnitude relations derived from the
prediction rule. With respect toλa, relationsm1 ≻ m2 ≻
m3 for experts and relationsm3 ≻ m2 ≻ m1 for novices
are obtained. This suggests that a promising strategy of
intelligent filtering agents to promote A is achieved by
giving priority to m1 for experts and tom3 for novices.
On the other hand, with respect toλb, relationsm1 ≻

m3 ≻ m2 for experts and relationsm2 ≻ m3 ≻ m1

for novices are obtained. This suggests that a promising
strategy of intelligent filtering agents to promote A is
achieved by giving priority tom1 for experts and tom2

for novices.
Note that a reversal phenomenon of the potency-

magnitude relations betweenm2 and m3 was observed
in the computational results, i.e., the relationm2 ≻ m3

(m3 ≻ m2) in λa is reversed asm3 ≻ m2 (m2 ≻ m3) in
λb for experts (for novices). This observation suggests that
the message receiver’s situation of evaluation parameters
may change the potency-magnitude relations. In other
words, accurate prediction of the potency-magnitude rela-
tions can not be achieved without considering the values
of evaluation parameters where the message receiver
evaluates products with eWOM messages.

V. M ATHEMATICAL PROPERTIES

This section defines three message-classes and math-
ematically investigates how the potency-magnitude rela-
tions change based on the values of evaluation parameters
k and ν. The mathematical investigations constructQ-
magnitude Relation Map (Q-Map), which (1) partitions
the space spanned byk and ν into disjoint regions such
that different regions give different magnitude-relations
of inference quanta and (2) labels the regions to give the
same label for the regions where the same magnitude-
relation holds. This section also derivesPriority Message-
Class Map (P-Map)for experts and novices by applying
the prediction rule to the Q-Map. The P-Map contributes
to develop eWOM message filtering strategies. The as-
sumptions used in this section are summarized below:

• The prediction rule is applied to an evaluation situ-
ation where a message receiver evaluates products
with eWOM messages. Therefore, to derive the
magnitude relations of the inference quanta, they are
compared on the same evaluation parameter values.
This means that when we sayQ(mi) > Q(mj),
termsQ(mi) andQ(mj) are calculated by the same
k and by the sameν.

• Each receiver has target setΩ and uses messages
for the targets inΩ to make decisions. Therefore,
all targets in all the messages to be compared are
contained in target setΩ. This means that the eval-
uation target sizek is larger than or equal to 2 on
the premise of the non-equal gradable type, which
contains two different targets at least.

A. Calculating Formula of Inference Quantum

Messagesm1,m2 and m3 used in the Section
IV example are generalized by using message-classes
M

(1,1)
type1,M

(1)
type2, andM (1)

type3, respectively:

M
(1,1)
type1 : The set of all non-equal gradable type mes-

sages that insist the attitude-level of a target
(∈ Ω) is larger than that of another target (∈ Ω).

M
(1)
type2 : The set of all superlative type messages that

insist the attitude-level of a target (∈ Ω) is larger
than those of all other targets (∈ Ω).
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M
(1)
type3 : The set of all degree type messages that insist

the attitude-level of a target (∈ Ω) is a certain
value on aν point rating scale.

As shown in these definitions, the message-classes nei-
ther depend on the target names nor on particular attitude-
levels in the degree type messages. This section does not
usem1,m2, andm3 directly, but instead uses messages
m

(1,1)
type1,m

(1)
type2, and m

(1)
type3, each of which belongs to

classesM (1,1)
type1,M

(1)
type2, andM (1)

type3, respectively. For ex-

ample, the statement “Q(m
(1,1)
type1) > Q(m

(1)
type2)” is used

to state “Q(mi) > Q(mj) for all mi ∈ M
(1,1)
type1,mj ∈

M
(1)
type2.”

The inference quanta ofm(1,1)
type1, m(1)

type2, andm
(1)
type3

are calculated from evaluation parametersk andν as the
following formulae:

Q(m
(1,1)
type1) = log

νk−1(ν − 1)

2
. (3)

Q(m
(1)
type2) = log

(
ν∑

i=1

(ν − i)k−1

)
. (4)

Q(m
(1)
type3) = log νk−1. (5)

The explanations for them are described below:
• Eq. (3): The number of compatible points with

messagem(1,1)
type1 in the inference space’s subspace

spanned by the two targets described in the message
becomes(ν2 − ν)/2 because it excludes the points
where two targets have the same attitude-level and
the points where a target has smaller attitude-levels
than another target. It is multiplied byνk−2 to
consider other dimensions that correspond to other
targets inΩ. Thenνk−1(ν − 1)/2 is obtained.

• Eq. (4): When the attitude-level of the target de-
scribed in the message takes largest valueν (i =
1), the number of compatible points with message
m

(1)
type2 in the inference space becomes(ν − 1)k−1

because the attitude-levels of other targets inΩ can
take any level less than or equal to(ν − 1). In
the same way, when the attitude-level of the target
described in the message takes valueν − 1 (i = 2),
the number of compatible points in the inference
space becomes(ν − 2)k−1. Considering fromi = 1
to ν,

∑ν
i=1(ν − i)k−1 is obtained.

• Eq. (5): The number of compatible points with
messagem(1)

type3 in the inference space’s subspace
spanned by the target described in the message
becomes1 because it specifies a single point in the
subspace. In the same way for messagem

(1,1)
type1, it

is multiplied by νk−1 to consider other dimensions
that correspond to other targets inΩ. Thenνk−1 is
obtained.

Example Simple numerical examples wherek = 2 and
ν = 5 are presented to illustrate the idea of Eqs. (3)-
(5). Three messagesm1, m2, andm3 introduced in the
previous section (Table I(b)) are used to show the number
of compatible points visually.
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Figure 4. Illustrative examples (k = 2, ν = 5) for Eq. (3), (4) and (5).

(a) From Eq. (3),Q(m
(1,1)
type1) = log 52−1(5−1)

2 = log 10 is
obtained. Fig. 4(a) illustrates the number of compatible
points form1 ∈ M

(1,1)
type1.

(b) From Eq. (4),Q(m
(1)
type2) = log

(∑5
i=1(5− i)2−1

)
= log 10 is obtained. Fig. 4(b) illustrates the number of
compatible points form2 ∈ M

(1)
type2.

(c) From Eq. (5),Q(m
(1)
type3) = log 52−1 = log 5 is

obtained. Fig. 4(c) illustrates the number of compatible
points form3 ∈ M

(1)
type3.

Some propositions shown in the next section are proved
not by using inference quantumQ directly but using func-
tion E, which is defined without the logarithm function in
Eq. (1); that is,Q(·) = log2 E(·). The usage ofE works
with Lemma shown below.

Lemma
(a) Suppose two messages,mi and mj (∈ M ). If
E(mi) > E(mj) thenQ(mi) > Q(mj).
(b) Suppose two messages,mi and mj (∈ M ), such
that E(mj) ̸= 0. If E(mi)/E(mj) > 1 thenQ(mi) >
Q(mj).

Proof: (a) E(mi) > E(mj) ⇒ logE(mi) > logE(mj).
(b) E(mi)/E(mj) > 1 ⇒ log{E(mi)/E(mj)} > log 1
⇒ logE(mi)− logE(mj) > 0. 2
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B. Mathematical Propositions

Three mathematical propositions for the magnitude
relations of the inference quanta betweenm(1,1)

type1 and

m
(1)
type2, betweenm(1,1)

type1 andm(1)
type3, and betweenm(1)

type2

andm(1)
type3 are presented as follows:

Proposition 1 (Betweenm(1,1)
type1 andm

(1)
type2)

(a) Whenk = 2 andν ≥ 2, Q(m
(1,1)
type1) = Q(m

(1)
type2).

(b) Whenk ≥ 3 andν ≥ 2, Q(m
(1,1)
type1) > Q(m

(1)
type2).

Proof: (a) By substitutingk = 2 for Eqs. (3) and (4), it
is easy to confirmQ(m

(1,1)
type1) = Q(m

(1)
type2) for all ν ≥ 2.

(b) (i) By substitutingν = 2 for Eqs. (3) and (4), it is
easy to confirmE(m

(1,1)
type1) > E(m

(1)
type2) for all k ≥

3. (ii) When ν becomesν + 1, the amount of change
∆E(m

(1,1)
type1) > ∆E(m

(1)
type2) for all k ≥ 3. Thus, by

using Lemma (a),Q(m
(1,1)
type1) > Q(m

(1)
type2) for all k ≥ 3

and ν ≥ 2 follows from the principle of mathematical
induction.2

Proposition 2 (Betweenm(1,1)
type1 andm

(1)
type3)

(a) Whenk ≥ 2 andν = 2, Q(m
(1,1)
type1) < Q(m

(1)
type3).

(b) Whenk ≥ 2 andν = 3, Q(m
(1,1)
type1) = Q(m

(1)
type3).

(c) Whenk ≥ 2 andν ≥ 4, Q(m
(1,1)
type1) > Q(m

(1)
type3).

Proof: (a) By substitutingν = 2 for Eqs. (3) and (5),
it is easy to confirmQ(m

(1,1)
type1) < Q(m

(1)
type3) for all

k ≥ 2. (b) By substitutingν = 3 for Eqs. (3) and (5),
it is easy to confirmQ(m

(1,1)
type1) = Q(m

(1)
type3) for all

k ≥ 2. (c) E(m
(1)
type3) ̸= 0 allows us to consider ratio

E(m
(1,1)
type1)/E(m

(1)
type3). It is easy to confirm that the ratio

is greater than 1 for allk ≥ 2, ν ≥ 4. Thus, the statement
follows from Lemma (b).2

Proposition 3 (Betweenm(1)
type2 andm

(1)
type3)

(a) Whenk ≥ 2 andν = 2, Q(m
(1)
type2) < Q(m

(1)
type3).

(b) For all k ≥ 2, there existsν ≥ 2 such that
Q(m

(1)
type2) > Q(m

(1)
type3).

(c) For all k ≥ 2 and ν ≥ 2, Q(m
(1)
type2) − Q(m

(1)
type3)

monotonically increases inν.

Proof: (a) By substitutingν = 2 for Eqs. (4) and (5),
it is easy to confirmQ(m

(1)
type2) < Q(m

(1)
type3) for all

k ≥ 2. (b) E(m
(1)
type3) ̸= 0 allows us to consider ratio

E(m
(1)
type2)/E(m

(1)
type3) (≡ Iν). We can write ratioIν as

(ν−1
ν )k−1 + (ν−2

ν )k−1 + · · · + ( 1ν )
k−1. It is enough to

show that the sum of the first two terms of the ratio is
larger than 1 because none of the terms of the ratio take
negative values. The ratio’s first two terms, which are
(ν−1

ν )k−1 and(ν−2
ν )k−1, both monotonically increase in

ν and become 1 whenν → ∞ (They do not become
1 becauseν is finite, but tend to 1 monotonically as
g increases without limit.). This holds for allk ≥ 2.
Therefore, by taking a sufficiently largeν, we can findν
such thatE(m

(1)
type2)/E(m

(1)
type3) > 1 for all k ≥ 2. Thus,

the statement follows from Lemma (b). (c) In the same
way as (b),Iν is used. Whenν becomesν + 1, the ratio
(Iν+1) becomes( ν

ν+1 )
k−1+( ν−1

ν+1 )
k−1+ · · ·+( 1

ν+1 )
k−1.

The differenceIν+1 − Iν is larger than0 for all k ≥ 2

and ν ≥ 2 becauseIν+1 − Iν =
∑ν

i=1{
(ν+1−i)k−1

(ν+1)k−1 −
(ν−i)k−1

νk−1 }, where (ν+1−i)k−1

(ν+1)k−1 > (ν−i)k−1

νk−1 for all k ≥ 2

andν ≥ 2. Thus,Qν+1(m
(1)
type2)−Qν+1(m

(1)
type3) is larger

thanQν(m
(1)
type2)−Qν(m

(1)
type3) for all k ≥ 2 andν ≥ 2

follows from Lemma (b).2

C. Q-magnitude Relation Map (Q-Map)

The three propositions construct a Q-Map form
(1,1)
type1,

m
(1)
type2, and m

(1)
type3. Fig. 5 shows the Q-Map, which

consists of seven disjoint regions:R1, R2, . . . , R7.
RegionsR1, R2, . . . , R5 are determined by Proposi-

tions 1 and 2. For example, Propositions 1(a) and 2(a)
specify the magnitude relation of the inference quantum
for R1 (k = 2, ν = 2) as Q(m

(1,1)
type1) = Q(m

(1)
type2) <

Q(m
(1)
type3). For another example, Propositions 1(b) and

2(b) specify the magnitude relation of the inference quan-
tum forR4 (k ≥ 3, ν = 3) asQ(m

(1)
type2) < Q(m

(1,1)
type1) =

Q(m
(1)
type3).

On the other hand, regionsR6 andR7 are developed
with Proposition 3. In summary, Proposition 3 describes
the reversal phenomenon of the magnitude relation be-
tweenQ(m

(1)
type2) and Q(m

(1)
type3). Specifically, Proposi-

tions 3(a) and (b) state thatQ(m
(1)
type2) is smaller than

Q(m
(1)
type3) when ν is small (ν = 2), but there existsν

such thatQ(m
(1)
type2) is larger thanQ(m

(1)
type3) when ν

becomes large. In addition, Proposition 3(c) states that
if once Q(m

(1)
type2) becomes larger thanQ(m

(1)
type3) by

increasingν, thenQ(m
(1)
type2) never becomes smaller than

Q(m
(1)
type3) by additional increases ofν. This allows us to
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Figure 5. Q-magnitude relation map (Q-Map).
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divide the region wherek ≥ 3 andν ≥ 4 into two:R6 and
R7. Note that the boundary betweenR6 andR7 (dash-line
in the figure) may have another region whereQ(m

(1)
type2)

equalsQ(m
(1)
type3). This indeterminacy disappears if it can

be proven that there is no integerk ≥ 2 andν ≥ 2, except
for k = 2 andν = 3, such thatQ(m

(1)
type2) = Q(m

(1)
type3).

At this time, it is only confirmed by computer simulation
techniques that the condition holds for all2 ≤ k ≤ 100
and2 ≤ ν ≤ 100.

Thus, the magnitude relations of the inference quanta
of the three messages consist of seven patterns, each
of which is determined by the region in the evaluation
parameter space.

D. Priority Message-class Map (P-Map)

The P-Map forM (1,1)
type1, M (1)

type2, andM (1)
type3 is obtained

by applying the prediction rule to the Q-Map with respect
to positive attitude changes in a target (∈ Ω). Only
messages that give positive support to the target are
considered when the prediction rule is applied. Figs. 6(a)
and (b) show the P-Map for experts and novices, each of
which consists of seven disjoint regions, the same as the
Q-Map.

The message-classes indicated in each region of the
P-Map are the expected classes with the largest potency
with respect to the prediction rule. For example, region
k = ν = 2 of the P-Map for experts indicatesM (1)

type3.

This means, for experts, the potency ofm
(1)
type3 exceeds

that ofm(1,1)
type1 and ofm(1)

type2. In the same way, the regions
indicating two message-classes mean that their potency is
the same and larger than the potency of messages in the
other class. The regions indicating “all,” wherek = 2 and
ν = 3 for experts and novices, mean that the potency of
messages in the three message-classes is the same.

P-Maps guarantee that no message has larger po-
tency than messages in the message-classes indicated in
the region. Thus, it is a rational filtering strategy that
gives priority to provide the messages belonging to the
message-classes shown in the P-Map’s region to which the
evaluation parameter belongs. For example, for experts
on k ≥ 3 and ν = 2, messagem(1)

type3 is given priority
to provide, in contrast, for experts onk = 2 and ν ≥ 4,
messagesm(1,1)

type1 and m
(1)
type2 are given priority. In the

same way, for novices onk ≥ 3 and ν = 2, message
m

(1)
type2 is given priority to provide, in contrast, for novices

on k = 2 andν ≥ 4, messagem(1)
type3 is given priority.

As illustrated here, message filtering strategies based
on P-Maps postulate the values of evaluation parameters,
represented byk andν, where the users evaluate products
with eWOM messages. It may be difficult to know previ-
ously the values because they depend not only on the type
and the number of products evaluated by the user but also
on the rating scale used by the user. Fortunately, the P-
Map shown in Fig. 6 suggests that there are cases in which
the exact values of the evaluation parameters don’t have to
be known. For example, for experts, not depending onk,
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Figure 6. Priority message-class map (P-Map).

messagem(1,1)
type1 always belongs to the priority message-

classes whenν ≥ 3, and messagem(1)
type3 always belongs

to the priority message-classes whenν ≤ 3. This suggests
that we do not have to knowk whenν can be estimated.
Such analytical investigations will contribute to reduce the
preciseness requirements fork andν estimation.

VI. CONCLUSION AND FUTURE WORK

This paper presented a computational model that pre-
dicts the potency-magnitude relations of eWOM messages
involving subjective rank expressions. This paper defined
three message-classes and investigated mathematically
how the potency-magnitude relations change based on the
values of two evaluation parameters: evaluation target size
k and evaluation scale sizeν.

The mathematical investigations developed a Q-
magnitude Relation Map (Q-Map) and a Priority
Message-class Map (P-Map), which are exploited to de-
sign eWOM message filtering strategies. Message filtering
strategies based on P-Maps postulate the values of evalua-
tion parameters. This paper discussed that some analytical
investigations reduce the preciseness requirements for the
parameter estimations (Section V. D.). Future work in-
cludes further investigations and finding some observable
factors for the estimation.

The observable factors for evaluation target sizek
may be related to the products evaluated by the user. A
complex product with various specifications (e.g., digital
cameras) will provide largerk than a simple product (e.g.,
a PC mouse). In addition, the increase of the number
of product alternatives to be chosen will increasek.
According to these clues, the value ofk may be estimated
roughly. In a practical setting, a key piece of information
that enables the estimation is the content in the Web-
pages and their number that the user consults for product
comparison. For evaluation scale sizeν, on the other hand,
it may be possible to learn the relationship between the
value of ν and personal characteristics like eWOM in-
volvements and product expertise by doing examinations
presented in [36], which is also discussed in Section III.
B., on a large scale.

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 4, NO. 1, FEBRUARY 2012 23

© 2012 ACADEMY PUBLISHER



The P-Maps developed in Section V can be regarded as
unexplored sub-hypotheses derived from the generalized
hypothesis described in Section II. C. Therefore, future
work must determine whether the potency-magnitude re-
lations change as the maps predict. The observation of the
reversal phenomenon is particularly important; whether
the potency-magnitude relation of the two messages is
reversed when scale sizeν becomes larger.

To obtain accurate potency predictions, not only the
inference quantum proposed in this paper but also many
other factors of eWOM messages, such as those discussed
in [39]–[41], have to be considered. The combination
of factors will determine the potency of the eWOM
messages, so these factors should be used properly for
practical prediction methods.
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Abstract— Even though Web image search queries are often
ambiguous, traditional search engines retrieve and present
results solely based on relevance ranking, where only the
most common and popular interpretations of the query
are considered. Rather than assuming that all users are
interested in the most common meaning of the query, a
more sensible approach may be to produce a diversified set
of images that cover the various aspects of the query, under
the expectation that at least one of these interpretations
will match the searcher’s needs. However, such a promotion
of diversity in the search results has the side-effect of
decreasing the precision of the most common sense. In
this paper, we evaluate these competing factors in the
context of a method for explicitly diversifying image search
results via concept-based query expansion using Wikipedia.
Experiments with controlling the degree of diversification
illustrate this trade-off between diversity and precision for
both ambiguous and more specific queries. As a result
of these experiments, an automatic method for tuning the
diversification parameter is proposed based on the degree
of ambiguity of the original query.

I. INTRODUCTION

The primary method for performing image retrieval on
the Web is based on document search techniques [1].
Images are indexed based on the text that is related to
their use on the Web (keywords, tags, and/or associated
descriptions). User-supplied queries are matched to this
text to produce a set of images, which are ranked based on
the relevance of their associated textual information to the
query. This approach can work well when the contents of
the images are concisely and accurately described within
their source Web pages, and when the searchers’ needs
are clearly specified.

Recent studies on user behaviour with respect to image
search have found that queries are often very short and
ambiguous [2]. This ambiguity comes from the difficulty
that searchers experience in finding the words to describe
an idea or image they have in their mind. From the

This paper is an extended version of “Evaluating the Trade-Offs
Between Diversity and Precision for Web Image Search Using Concept-
Based Query Expansion,” by E. Hoque, O. Hoeber, and M. Gong,
which appeared in the Proceedings of the IEEE/WIC/ACM International
Conference on Web Intelligence Workshops (International Workshop on
Intelligent Web Interaction), Lyon, France, August 2011.

perspective of image retrieval, the difficulty with ambigu-
ous queries is that they can be open to many different
interpretations. It is possible that different searchers may
enter the same query, but their intentions and needs may
vary significantly from one another. In situations such
as this, the matching algorithms used by image search
engines promote the interpretation that is most common
and popular. However, a more sensible approach may
be to produce a diversified set of images that cover the
various aspects of the query, under the expectation that
at least one of the interpretations matches the searcher’s
intent. Providing searchers with an overview of the images
and allowing them to zoom-in and focus on a particular
interpretation [3] may improve the effectiveness and effi-
ciency of the image search process.

Moving beyond traditional relevance ranking, diversi-
fication approaches aim to improve the coverage of the
search results set with respect to the different senses of
the original query. A common method for diversification
is query expansion, whereby additional terms are added
to the query to generate a collection of new queries that,
when taken together, are more broad than the original
[4]. However, in doing so there is a danger in broadening
the query too much, resulting in a potentially significant
decrease in precision. That is, the more broad and diverse
the search results are, the less chance that a particular
search result will be relevant to the searcher’s information
need. As such, this trade-off between diversity and preci-
sion must be studied in order to understand the situations
where more or less diversification is beneficial.

Maintaining a balance between diversity and precision
requires an automatic modelling of the searcher’s query
to determine an appropriate degree of diversification to
promote. In many cases, image search queries are inher-
ently ambiguous. For example, “Washington” might be
interpreted as “Washington (state)”, “Washington D.C.”,
or “George Washington”. Even within a more specific
query, searchers might have an interest in seeing images
that are related to but not explicitly identified in the query.
For example, if a searcher submits a query such as “Hong
Kong”, they may wish to see some representative images
of different landmarks in the Hong Kong area. In other
cases, a query might be very specific, and the scope for
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broadening the query is limited. For example, queries for
a particular landmark within a specific setting like “Eiffel
Tower Bastille Day” may leave little room for diversifying
the search results.

In previous research, we presented a method for diver-
sifying image search results using concept-based query
expansion, which is based on information derived from
Wikipedia [3]. In this work, we have modified our ap-
proach such that the degree of diversification can be
controlled, allowing us to evaluate the trade-offs between
diversification and precision among the image search
results. Using this knowledge, we have developed a
simple method for automatically determining the degree
of diversification based on the level of ambiguity of the
query, resulting in a balance between diversification and
precision.

The remainder of this paper is organized as follows.
Section II provides an overview of the existing methods
for search results diversification. Section III outlines our
method for diversifying image search results, with a
specific focus on a parameter that we use to control
the degree of diversification. Section IV describes an
evaluation that explores how the diversification parameter
can be used to find a balance between diversity and
precision within the search results, and proposes a formula
for automatically determining this parameter. Section V
provides a discussion on the outcomes of this study and
the implications for diversifying image search results.
The paper concludes with a summary of the research
contributions in Section VI.

II. RELATED WORK

The problem of enhancing diversity in search results
has been recognized as an important topic in the research
community. Diversification can be stated as an optimiza-
tion problem, where the objective is to maximize the
probability of finding a relevant document/image among
the top selected results, while minimizing its redundancy
with respect to different aspects of the query. The general
problem is an instance of maximum coverage problem,
which is NP-hard [5].

In the literature of document search techniques, most of
the previous approaches to search results diversification
can be categorized as either implicit or explicit [6].
Implicit search results diversification approaches perform
direct comparison between the retrieved documents, under
the assumption that similar documents will cover similar
aspects. In an early work, Carbonell et al. [7] proposed
a greedy approximation based ranking method called
Maximal Marginal Relevance (MMR), which attempted to
maximize the relevance of a search result while minimiz-
ing its similarity to higher ranked documents. In another
implementation of an MMR-based method, Zhai et al.
[8] proposed a subtopic search method using statistical
language models, which aimed to return results that cover
more subtopics.

An alternative approach to diversification is to explic-
itly utilize different aspects associated with a query by

directly modelling these aspects. For instance, Agrawal
et al. [5] investigated the diversification problem based
on the assumption that a taxonomy is available for
both queries and documents. In their work, documents
retrieved for a query were considered similar if they were
confidently classified into one or more common categories
covered by the query. They applied a greedy algorithm
that started with an empty list of results and selected
the next result with the highest marginal utility until k
results were selected. Here, the marginal utility measured
the probability that the result satisfied a category the
current result set did not yet cover. In a related approach,
Radlinski and Dumais [9] proposed to filter the results
retrieved for a given query so as to limit the number of
those satisfying the same aspect of the query, represented
as different query reformulations obtained from a large
query log from a commercial search engine. Recently,
Santos et al. [10] introduced a probabilistic framework for
search results diversification, which explicitly represented
query aspects as “sub-queries”. They defined diversity
based on the estimated relevance of documents to multiple
sub-queries and the relative importance of each sub-query.

The diversity problem is more challenging in Web
image search for a number of reasons. First of all, image
search may involve not only semantic diversity but also
visual diversity of the search results [11]–[14]. Although
there may be some benefit to promoting both types of
diversity, the focus of our research is on the semantic
side. Secondly, in the document centric retrieval methods,
the documents themselves provide some useful ways to
allow direct comparisons and similarity calculations when
promoting diversification in the search results. But in
image retrieval, the limited amount of textual metadata
associated with the retrieved images are not reliable
enough nor sufficient to allow for the computation of
similarities between their associated images.

A somewhat common approach to dealing with the
diversification problem for image search results is to use
semantic and/or visual clustering [11]–[13], [15], [16].
Although these approaches differ in the information used
and the methods employed for clustering, the end result is
a grouping of images that represent the different aspects
of the image collection. There are, however, a number
of challenges associated with clustering approaches, in-
cluding determining a suitable similarity measure, the
efficiency of clustering algorithms, determining an ap-
propriate number of clusters to use, and deciding how
to order or organize the clusters.

Re-ranking methods have also been proposed with an
aim to enhance topic coverage in search results. Song et
al. [17] addressed the diversity problem using a re-ranking
method based on topic richness analysis. The goal here is
to enhance topic coverage in the image search results,
while maintaining acceptable retrieval performance. A
topic richness score was computed by analyzing the
degree of mutual topic coverage between an image pair
based on the assumption that images are annotated by
several words.
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Some have also begun to study the trade-off between
precision and diversification within the context of image
search. For example, van Zwol et al. proposed a method
for optimizing this trade-off by estimating a query model
from the distribution of tags that favour the dominant
sense of an image search query [18].

A promising direction for enhancing the diversity of
image search results is the use of query expansion meth-
ods based on concepts that are related to the query. Unlike
the general domain of document-centric information re-
trieval, query expansion has been studied in only a few
research works in Web image retrieval. Those that have
explored such techniques have shown them to be promis-
ing [3], [19]. However, one of the challenges associated
with query expansion is to find an appropriate source
of knowledge required for the expansion process. It has
been noted that many image search queries are associated
with conceptual domains that include proper nouns (i.e.,
people’s names and locations) [2], [20]. As such, finding
a suitable knowledge base that has sufficient coverage of
a realistic conceptual domain is very important first step
in this approach to query expansion. Wikipedia is a good
candidate for such a knowledge base since it includes
a large number of articles describing people, places,
landmarks, animals, and plants. The challenge in using
Wikipedia is to design efficient and effective algorithms
that can process the semi-structured knowledge to derive
meaningful terms for use in the query expansion process.

III. IMAGE SEARCH RESULTS DIVERSIFICATION

For the diversification framework used in this research,
image search results are explicitly diversified based on
concept-based query expansion. For the short and am-
biguous queries that are common in image search, query
expansion attempts to capture the various aspects of
the query. We model the original query by discovering
different possible senses, and for each sense a number
of concepts pertaining to the query are discovered from
within Wikipedia. These concepts are ranked according
to the semantic relatedness to the original query, and
only the top-N most related concepts are used within the
query expansion process to retrieve a range of images that
provides a broad view of what is available.

Within this process, the value of N is an explicit
indicator of the degree of diversification, which we call
the diversification parameter. With a smaller value of
N , fewer concepts will be used, and the search results
will remain more focused. If we increase N , then more
concepts will be used for query expansion, and in turn
the search results will be more diversified covering more
aspects associated with the query. The fundamental trade-
off between diversification and precision is based on the
fact that as we increase N , there is a higher chance
that a concept will be selected for the query refinement
process that is not relevant to the searcher’s information
needs, resulting in the associated irrelevant images being
included in the search results. As such, our goal is to fulfill
the diversification objective by setting N sufficiently high

to capture the broad range of concepts associated with
the query, but not so high as to have a significant adverse
affect on the average precision across all of the senses of
the query.

In this precision-diversity trade-off context, we can
state our diversification objective as follows: Given a
query Q, perform query expansion based on N concepts
to retrieve a results set R, so that it will maximize the
value of N , and at the same time maximize the precision
P with respect to each of the possible senses of the query
over the results set R. Note that an inherent feature of
such diversification is that it will increase the precision of
the search results with respect to the less common senses
of the query, at the expense of the most common sense.

To achieve this objective in our diversification method,
the possible senses of the query, the number of con-
cepts to be selected for each sense, and the number of
images to be retrieved for each concept are determined
automatically based on an analysis of the original query
and the candidate concepts extracted from Wikipedia. The
purpose here is to distribute the concepts and the number
of images retrieved for each concept unevenly, so that
we can alleviate the problem of harming precision due to
the images retrieved for irrelevant concepts that are only
loosely related to the senses of the original query.

The process of diversifying the image search results
using concept-based query expansion follows three steps:
extracting concepts from Wikipedia; ranking the extracted
concepts to select the top-N related concepts; and retriev-
ing images based on the expanded queries derived from
these concepts. The details for each of these steps are
explained in the remainder of this section.

A. Concept Extraction Using Wikipedia

In order to use Wikipedia as the source knowledge
base in this work, a dump of the Wikipedia collection
was obtained and preprocessed to support the type of
knowledge extraction required for our purposes. Matching
a user-supplied query Q to this knowledge base is simply
a matter of selecting the best matching article (referred
as the home article) using Wikipedia’s search feature. In
the case where the query is ambiguous and Wikipedia
suggests multiple senses of interpretations, the ones with
higher commonness values are used as the home articles.
Here the commonness value of an article is calculated
based on how often it is linked by other articles.

In analyzing Wikipedia, we observed that the in-link
articles (ones having links to a home article) and out-link
articles (ones to which a home article links) often provide
meaningful information that is closely related to the
concept of the home article, and hence the user-specified
query. Therefore, these linked articles are located and their
titles are extracted as candidates for related concepts.

We also found that the captions surrounding the images
present within a given article can often provide a valuable
perspective on the visual features associated with the ar-
ticle’s concept. Due to the importance of this information
for the purposes of image retrieval, it is important to
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ensure that all relevant concepts associated with the image
captions are extracted. We use Wikifier [21] to augment
the captions with links to relevant Wikipedia articles that
may have been missed by the author of the article, and
use these links to extract their associated concepts.

The end result of this process is the selection of a set
of home articles {hs|1  s  q} (for q senses of given
query Q), along with a list of all the candidate articles
Chs for each home article hs that originate from the in-
link articles, out-link articles, and the image captions.
These concepts provide the basis for the automatic query
expansion process.

B. Ranking the Extracted Concepts

Due to the rich and interconnected nature of Wikipedia,
the number of concepts obtained in the process described
above may become very large. Thus, a filtering step is
necessary to ensure the quality of the concepts that are
extracted. Here, our objective is to select the top-N con-
cepts from among all the candidate articles. Considering
the difference in the importance of each of the senses,
we distribute these top-N concepts among the candidate
concepts Chs of each home article hs. As such, the
number of concepts Nhs that are to be selected for a
particular home article hs is determined as follows:

Nhs =
|Chs | ⇥NPq

j=1 |Chj |

Note that the sum of all Nhs values equals N .
To select these Nhs concepts for each home article

hs, it is necessary to rank the candidate concepts Chs

based on their relevance to their associated home article.
Our approach to this problem is to measure the semantic
relatedness between the home article and each of the
candidate concepts. A number of different methods have
been devised to use Wikipedia for this purpose, including
WikiRelate! [22], Explicit Semantic Analysis (ESA) [23],
and Wikipedia Link-based Measure (WLM) [24]. Given
the computationally efficiency and accuracy of WLM, we
use this approach in our work.

For each of the candidate articles ci 2 Chs extracted
from the home article, WLM is applied between the
home article hs and the candidate articles. WLM takes
advantage of the hyperlink structure of the associated
articles to find out how much they share in common.
In order to give preference to the concepts that have
been extracted from the image captions within the home
article, we use a re-weighting function to determine the
relatedness score:

r(ci, hs) = min(WLM(ci, hs)(1 + ↵s), 1)

Since WLM provides a value in the [0,1] range, we
ensure that the relatedness score remains in this range
with the min function. The re-weighting factor ↵s is
provided according to the following function:

↵s =

(
k Chs
Nhs

if concept ci originates from a caption
0 otherwise

Here, Chs and Nhs are as defined above, and k is
a system parameter that controls the importance of the
concepts derived from the captions. In our prototype
implementation k = 0.01, which results in a 10 -
20% increase in the score for the concepts derived from
the captions, with proportionally more importance being
given when there are more concepts extracted from the
home article.

The outcome of this process is that the top-N concepts
are selected from among the candidate articles, such
that the ones that came from the image captions are
given preference over those from in-link and out-link
articles. These concepts are used as the source for the
query expansion process. The value of N serves here as
an explicit diversification parameter. How it affects the
diversification and precision of search results are discuss
in Section IV.

C. Concept-Based Query Expansion and Image Retrieval

In order to ensure that the expanded queries remain
focused on the topic of the query itself, the top-N related
concepts {cr|0  r  N} are prepended with their
associated home article hr, resulting in queries of the
form < hr, cr >. We define c0 to be null and h0 to the
the original query Q, producing the original query plus
N expanded queries.

Given that individual expanded queries have differing
degrees of relevance to the original query, we dynami-
cally determine how many images to retrieve for each
expanded query based on their relatedness score to the
home articles. This way we can ensure that more images
are retrieved for concepts that are most similar to the sense
associated with their home article, even when the original
query has multiple meanings. This is done to minimize
the number of images retrieved for concepts that are only
loosely associated with the sense of the query.

The number of images to retrieve for each expanded
query is given by the following formula:

Ir =
r(cr, hs)⇥ ItPN
k=0 r(ck, hs)

Here, r is the same function used to generate the
relatedness score in the concept ranking process, and It
is the total number of images to be retrieved by all of the
queries. We set It = 60 for the purposes of performing
the evaluation within this paper, but it can be set to any
reasonable number of images. Since the null expanded
query (c0) is the original query, we define r(c0, hs) = 1
in the above calculation. All of the queries are sent to the
Google AJAX Search, and the desired number of images
are retrieved. Duplicate images are deleted based on the
URL of the source image (as provided by the underlying
search engine).

IV. EVALUATION

The goal of this approach is to automatically diversify
the images retrieved for a given query, using Wikipedia
as the source for a query expansion process. However, it
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is unclear to what degree such diversification should be
promoted during the search process. In this evaluation of
the approach, our goal is to study the inherent trade-off
between precision and diversity in detail. In particular, for
a set of queries, we explore how the precision changes
as diversity in the image search results is promoted.
Using this information, we propose a simple approach
to automatically determining the degree of diversification
based on features of the user-supplied query.

A. Experimental Setup

For these experiments, we chose 12 query topics, split
between those we deemed to be highly ambiguous (hav-
ing four senses), moderately ambiguous (three senses),
slightly ambiguous (two senses), and non-ambiguous (one
sense). This distribution of different degrees of ambiguity
allowed us to examine the effect of the experimental
condition (i.e., the varying of the degree of diversification)
in the context of ambiguity. For each of these different
degrees of ambiguity we selected two queries, except for
the moderate ambiguity, for which we selected six queries.
The moderate degree of ambiguity was examined more
carefully since it represents the most common case of
ambiguity.

To evaluate the effect of diversification on precision,
we retrieved the top 60 search results from Google Image
Search using our concept-based query expansion method
with ten different values of N , ranging from 0 to 40
(N = 0, 2, 4, 6, 8, 10, 15, 20, 30, 40). Here, N = 0 implies
that no query expansion has occurred (i.e., the search
results are not diversified, and are simply the results
provided by the underlying image search engine). At the
other extreme, N = 40 causes the system to return a
highly diversified set of image search results from 40
different associated concepts chosen in the query expan-
sion procedure. Data was collected more frequently in the
low end of this range in order to more closely observe
the effect of a low degree of diversification. Preliminary
experiments illustrated that the effect of the degree of
diversification at the higher range became rather stable
[25].

For each of the different senses of the query, asses-
sors were asked to judge the relevance of each image.
This assessment of relevance provided the ground truth
information in the calculation of the precision scores (the
ratio of relevant images to the total number of images
retrieved). Since there were ten trails (i.e., ten different
values of N ) and 60 images retrieve with each trial, this
resulted in the evaluation of a total of 600 images for each
test query.

B. Results

In these experiments we measured the precision for
each of the test queries as the diversification parameter
N was varied from 0 to 40. Our hypothesis was that as
N increased, the distribution of the senses would become
more balanced across all of the meanings of the query.

This would result in a reduction in the precision for the
most common senses of the query, and an increase in the
precision for the less common senses. This feature can
be readily identified in the graphs in Figures 1, 2, and 3.
To further understand this effect, we plotted the average
precision (the red lines with the triangle markers) and
the total precision (the dark red lines with the x marker)
across all of the senses.

Figures 1 and 2 show the results from the highly and
moderately ambiguous queries. The general effect that can
be seen here is that the precision for the most common
sense (i.e., the blue line in each graph) was automatically
reduced as a result of the diversification. In most cases
this occurred in a more or less smooth fashion even with
very low values of N . At the same time, the precision for
all other senses increased. In some cases, it was necessary
for the value of N to be set higher than six for images
from some of the less common senses of the query to be
represented in the search results.

Although there was, in some cases, a minor reduction
in the total precision for very low values of N , this was
often accompanied by a subsequent increase in the total
precision as more diversification occurred. This effect is
a result of the method by which the number of images
retrieved for each expanded query is dynamically deter-
mined. With very few expanded queries, more images are
retrieved for each (which may result in the inclusion of
some less relevant images deeper in the search results
list). As N is increased and more expanded queries
are generated, the images that are retrieved have higher
rankings with respect to their source query.

For all of these queries, the precision of the images
over each of the senses of the query did not change
significantly once the value of N was set beyond six to
ten, depending on the specific query. Furthermore, if the
value of N was set too large (i.e., 30 or 40), the average
and total precision started to decrease, indicating that
some non-relevant concepts and their associated images
were being included in the search results set due to over-
diversification.

Our expectation when designing these experiments was
that for queries that have a high degree of ambiguity, it
would be necessary to set the diversification parameter
rather high in order to capture enough information on all
of the different senses. However, it is clear that even with
a diversification parameter set at N = 10, the desired
effect appears.

In some cases, the most common sense remains the
most common regardless of the level of diversification
(e.g., Figure 1a and b, and 2d, and e). In the other
cases, senses that were less common in the original search
results become dominant. The reason for this change
is that there may be disagreement between what the
underlying search engine assumes is the desired informa-
tion need (i.e., the most common sense of the query),
and the amount of information that can be extracted
from Wikipedia on the other senses and their associated
concepts.
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(a) Tiger (b) Washington

Figure 1. The effect of varying the degree of diversification (N) on precision (P) for highly ambiguous queries with four different senses.

(a) Beetle (b) Fuji

(c) Jaguar (d) Jim Clark

(e) Sharks (f) Tivoli

Figure 2. The effect of varying the degree of diversification (N) on precision (P) for moderately ambiguous queries with three different senses.

Figure 3 shows the results from the slightly ambiguous
queries. As with the highly ambiguous queries, even
with a low degree of diversification (from two to six),
the outcome of the diversification is a balancing of the
precision between the two senses of the query. In addition,

the effect of a dropping then increasing total precision
over low values of N is present, as is the dropping average
and total precision when N is set too large. However, the
later effect occurs with lower values of N than with the
highly or moderately ambiguous queries (15 - 20 for the
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(a) Apple (b) Beckham

Figure 3. The effect of varying the degree of diversification (N) on precision (P) for slightly ambiguous queries with two different senses.

(a) Eiffel Tower (b) Washington Monument

Figure 4. The effect of varying the degree of diversification (N) on precision (P) for non-ambiguous queries with only one sense.

slightly ambiguous queries).
For the queries where there was only one sense (Figure

4), it is clear that diversifying the search results can very
quickly have a negative effect on the precision. However,
for small values of N (e.g, 2-4) this effect is negligible.
This indicates that even for very specific queries, a small
degree of diversification might be tolerable and perhaps
even beneficial as highly related images are drawn into
the search results set.

As a result of this analysis, we conclude that diver-
sifying the image search results can be very useful for
addressing the situation where an ambiguous query has
multiple senses. Rather than relying on the search engine
to choose the most common sense, we can diversify the
image search results and let the user focus on those
images that match their needs. The more senses that
can be inferred from a query, the more diversification is
necessary to sufficiently balance all of these senses in
the search results. However, when there are few different
senses, the degree of diversification should be limited to
avoid including irrelevant concepts and their associated
images in the search results.

C. Automatically Determining the Degree of Diversifica-
tion

One of our goals in this research is to automatically
determine the degree of diversification needed to enhance
the searcher’s ability to find relevant documents. As
illustrated in the experiments, the degree of ambiguity of

the query has an impact on the value of diversification.
That is, a highly ambiguous query can benefit from more
diversification, whereas a very specific query may be
harmed by diversifying the search results too much.

Based on this, we propose a linear scaling of the degree
of diversification based on the number of senses of the
query (as determined by Wikipedia). One such automatic
function for determining the how aggressively to diversify
the search results is N = a ⇥ q where q is the number
of senses for query Q (following the terminology from
Section III). Based on the experiments reported in this
paper, setting a = 3 will produce reasonable results. That
is, if a query has one sense, the diversification parameter
will be set to 3, performing a relatively low degree of
diversification that does not harm the precision of the
one sense of the query. For the slightly, moderately, and
highly ambiguous queries, this results in the diversifica-
tion parameter being set to 6, 9, and 12, respectively. By
inspecting the graphs in Figures 1 - 4, we can see that
this is a near-optimal value for N .

This simple approach to determining N could benefit
from further research in fine-tuning this formula and its
parameters for automatically determining the value of N
based on some measure of query ambiguity.

V. DISCUSSION

Without diversification, the most common sense of an
ambiguous query can dominate the image search results.
Images that match other senses of the query may not
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be very common or even represented at all within the
top search results. This is a preferential outcome if the
searcher’s information needs match the underlying search
engine’s interpretation of the query. However, when this
is not the case, it can be very difficult for the searcher to
find images that match their needs. Their only recourse
is to attempt to reformulate the query into something
more specific. However, studies on Web image search
behaviour indicate that this may be a rather difficult task
for searchers to perform.

The key benefit of performing image search diversifi-
cation is that instead of assuming a single interpretation
of the query, we retrieve images from different senses
discovered using Wikipedia, providing a more balanced
distribution of the senses within the set of search results.
As a result, this diversified set of search results may be
suitable to a wider range of users with a wider range of
information needs.

A common problem with query expansion in general,
and search result diversification in particular, is that it
can reduce the precision by including documents (images)
that might not be relevant to all searchers. This remains
the case for our work on image search diversification. In
particular, we have shown how the precision for the most
common sense will invariably be reduced. This is because
images from the less common senses are being included in
the search results as a result of the diversification process.
However, even amid this reduction in the precision of the
most common sense, and the increase in the precision
of the less common senses, the average precision is not
chaining noticeably when the degree of diversification is
not set unreasonably large. On the contrary, in some cases
the total precision actually increases, when calculated over
all senses of the query. This indicates that the proposed
approach is effective in keeping the expanded queries
focused on the intended senses of the query, even when
there are multiple such senses.

Because the process of diversification will commonly
result in a mix of relevant and irrelevant images for a
given interpretation of an ambiguous query, it is important
that an interface to the image search results be used that
makes it easy for the searcher to ignore the senses of
the query that are not relevant to their needs, and focus
on those that are. We have developed such an interface
in previous research that organizes the search results
according to both visual and conceptual similarities [26],
allowing the searcher to filter the search results both vi-
sually through a pan-and-zoom operation [27], and based
on a hierarchy of the concepts that produced the expanded
queries [3]. Using this visual interface to explore the
search results, the precision for a particular sense of the
query may be improved as irrelevant images are moved
out of the field of view or are filtered based concepts that
are uninteresting to the searcher. An evaluation of this
interface from the perspective of improving the precision
of the search results through these interactive operations
has shown not only the benefit of the interactive features,
but also the benefit of organizing the images based on

both visual and conceptual features [28].
It is also worth noting that the benefit that this ap-

proach to image search diversification can provide de-
pends greatly on the completeness and interconnected
nature of information in Wikipedia. If there is a sense of a
given query that is not well represented in Wikipedia, then
it will not be well represented within the diversified image
search results set. As such, as Wikipedia continues to
grow and be enhanced, it will become a better and better
tool for providing knowledge for information retrieval
research such as what has been discussed in this paper.

VI. CONCLUSIONS

In this paper, we present a novel approach for explicitly
diversifying image search results using concept-based
query expansion. This approach is based on our previous
research, but has been modified such that the degree of
diversification can be controlled through the diversifica-
tion parameter N . Using this system, we have evaluated
the trade-off between diversification and precision, using
a set of test queries of varying ambiguity.

From these experiments, we can see that the degree
to which diversification needs to be promoted in order
to provide a balance across all of the senses of a query
depends on the ambiguity of the query itself. That is, a
highly ambiguous query can benefit from a high degree of
diversification more so than a very specific query. Based
on this, we propose a simple automatic calculation of the
diversification parameter based on the level of ambiguity
of the query that balances the increased diversification
against the decrease in precision.

Instead of only satisfying the information needs for the
most common interpretation of the query, our method
provides a more balanced view of the different senses
of the query, without a significant negative impact on
the average precision across all senses. Furthermore, our
method of diversification provides an effective means
for ensuring that the expanded queries that produce the
diversified search results remain focused on at least one
sense of the query. Coupled with a visual interface for
organizing the image search results based on their visual
and conceptual similarity, and interaction methods that
support dynamic filtering, this approach to search results
diversification can be a very powerful tool for enhancing
the image search experience.
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Abstract—The main motivation of this paper is to devise a 
way to select the best answers collected from multiple web 
sources. Depending on questions, we need to combine 
multiple QA modules. To this end, we analyze real-life 
questions for their characteristics and classify them into 
different domains and genres. In the proposed distributed 
QA framework, local optimal answers are selected by 
several specialized sub-QAs. For fining global optimal 
answers, merged candidates are re-ranked by adjusting 
confidence weights based on the question analysis.  We 
adopt the idea of the margin separation of SVM 
classification algorithm to adjust confidence weights 
calculated by own ranking methods in sub-QAs. We also 
prove the effects of the proposed re-ranking algorithm 
based on a series of experiments. 
 
Index Terms—Re-ranking, Multiple Web sources, Question 
Answering 
 

I.  INTRODUCTION 

Depending on questions, various answering methods 
and answer sources can be used. To find the answer for 
general questions in a simple factoid-style, many systems 
of TREC (Text Retrieval Conference, [1]) adopted 
statistical answering methods [2]. For some questions that 
ask record information such as “Which is the longest 
river?”, finding the answer in a specific corpus like the 
Guinness Book is more effective. Otherwise, knowledge 
bases can be used to answer definition questions such as 
“Who is J. F. Kennedy?”  

One can argue that the same answer from multiple 
sources would increase the confidence level [3,4]. 
Depending on the type of question and the nature of 
Question Answering (QA) module, however, this type of 
redundancy may not be necessary [5]. For example, a 
question like, “When was Madam Curie born?”, can be 
answered without ambiguity in an encyclopedia-based 
QA system, if an answer exists, because it can be handled 
by a pre-constructed knowledge base. Besides, multiple 
answers may end up lowering the confidence level of the 
correct answer if a straightforward merging method is 
used. We take the position that some redundancy would 
be useful for answer verification but should be used more 
judiciously for both efficiency and effectiveness. 

More recent research tries to comprehend 
heterogeneous sources with the aim of improving the 
performance of QA system. PIQUANT from IBM [6] 

firstly proved that a multi-source approach to question 
answering achieve a good correlation of confidence 
values and correctness. A re-ranker of CHAUCER [7] 
compiled answers from each of the five answer extraction 
strategies into a single ranked list and an Answer 
Selection module identifies the answer which best 
approximates the semantic content of the original 
question. However, these researches are focused on the 
similarity of candidate answer and the given question. 

As an advanced research, PowerAqua [8] explores the 
increasing number of multiple, heterogeneous knowledge 
sources available on the Web. A major challenge faced 
by PowerAqua is that answers to a query may need to be 
derived from different ontological facts and even 
different semantic sources and domains. To overcome 
this problem, they presented merging and ranking 
methods for combining results across ontologies [9]. 
However, the ontology-based method needs a lot of 
human efforts. 

In Information Retrieval (IR) area, the base technology 
of QA, Wu and Marian [10] proposed a framework to 
aggregate query results from different sources. To return 
the best answers to the users, we assign a score to each 
individual answer by taking into account the number, 
relevance and originality of the sources reporting the 
answer. They took into account the quality of web pages. 

In this paper, we build a distributed QA system to 
handle different types of questions and web sources. 
Especially, to select the best answer for a given user 
question, we propose an answer selection algorithm for 
re-ranking candidate answers from distributed multiple 
web sources. 

To distill characteristics questions and answers, we 
differentiate varieties of user questions collected from 
commercial portal services, and distinguish a wide 
spectrum of potential answers from multiple web sources. 
Based on these observations, we build vertical sub-QA 
modules specialized for different domains and genres of 
web sources. Each sub-QA has own answer extraction 
methods tailed to various answer types that are 
identifiable from documents. They built multiple inverted 
index databases and distributed with Hadoop system [11].  

To merge candidate answers from multiple web 
sources, we develop a special broker to interact with sub-
QAs. When a user question is entered, the broker 
distributes the question over multiple sub-QAs according 
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TABLE I.  DOMAIN DISTRIBUTION OF USER QUESTIONS  

Domain # of Question Ration 
Education 1,813  25.64% 

Game/Computer 1,218  17.23% 

Life 
Local 891  12.60% 
Sports 238  3.37% 
Travel 133  1.88% 

Entertainment 720  10.18% 
Shopping 521  7.37% 

Health 516  7.30% 
Economics 510  7.21% 

Social/Politics 510  7.21% 
Total 7,070  

to question types. The selected sub-QAs find local 
optimal candidate answers, however, the weights are 
calculated by own ranking mechanisms so they have a big 
diversity.  

The merged candidates are re-ranked by adjusting 
confidence weights based on the question analysis result. 
The re-ranking algorithm aims to find global optimal 
answers. We borrow the concept from the margin 
separation and slack variables of SVM classification 
algorithm [12, 13], and modify to project confidence 
weights into the same boundary by training. 

In the following, we (1) discuss characteristics of 
questions and illustrate an overview of our distributed 
QA model consists of multiple sub-QAs in Section 2, (2) 
describe how to analyze a given user question and 
distribute it over corresponding sub-QAs in Section 3, (3) 
concentrate on the re-ranking algorithm based on the 
SVM training model in Section 4, (4) analyze the effect 
of the proposed ranking method with several experiments 
together with an in-depth analysis of weight distribution 
in Section 5. Finally we conclude with a suggestion for 
possible future works in Section 6. 

II.  DISTRIBUTED QUESTION ANSWERING 

Our ultimate goal is to build a QA system that can 
handle a variety of types of questions and answers. In 
order to make full use of various QA techniques 
corresponding to different types of questions it is critical 
to classify user questions in terms of the nature of the 
answers being sought after. To this end, we collected 
more than 7,000 questions from the commercial manual 
QA sites1. They were analyzed to characterize the types 
of questions and answer sources with two points of view: 
domains (or categories) and genres. 

As shown in Table 1, the most Top-4 domains of user 
questions are education, game/computer, life (including 
travel, sports, and local), and entertainment. However, the 
education domain covers very broad subjects (e.g. 
mathematics, physics, or chemistry) and over 80% of 
answers of questions in education could be found in the 
encyclopedia or Wikipedia [5], so we substituted this 
domain for the Wikipedia genres.  Meanwhile, we also 
excluded the entertainment domain since many questions 
belong to this domain are related with gossip or 
entertainer scandals, so these problems are very difficult 
to judge that which answers are correct or not. In this 
paper, four major domains are selected: game/computer, 
travel, local, and life. The other questions are considered 
as the “open” domain. 

We differentiated answer sources according to genres. 
Because the corpus such as the Wikipedia contains facts 
about many different subjects or explains one particular 
subject in detail, there are many sentences that present 
definitions such as “X is Y.” On the other side, some 
sentences describe the process of a special event (e.g. 

                                                           
1 the Navertm Manual QA Service (http://kin.naver.com). When a user 
upload a question, then the other users answer the question by manually 
and get points depending on how satisfied with the answer by the 
question owner. 

World War I), so that they consist of particular syntactic 
structures (5W1H) similar to those found in news 
documents. In blogs, there are many personal opinions or 
know-how for a certain problem. In this paper, major 
genres of web sources which have many chances to get 
answers for most of user question are concentrated on 
four types: news, blogs, Wikipedia, and the others.  

Based on overall analysis, we built a distributed QA 
system to have multiple sub-QA modules as shown in 
Figure 1. We combined eight sub-QAs: four domain-QAs 
and four genre-QAs. While the sub-QA modules are 
complementary to each other in providing answers of 
different types, their answer spaces are not completely 
disjoint. 

All sub-QAs except the web-QA have own answering 
methods tailed to various answer types that are 
identifiable from documents [5]. Especially, the number 
of documents indexed in the News-QA and the Blog-QAs 
are approximately 13,800,000 and 33,600,000, 
respectively. Thus we needed to distribute local indexing 
database for efficient. As shown in Figure 1, the News-
QA and the Blog-QA consist of 3 and 5 Hadoop clusters, 
respectively. For the Web-QA to complement web 
documents which we neglected to crawl, we used the 
Yahoo! API from Yahoo! Search Web Services2. 

To interact with sub-QA modules, we developed 
special brokers, the B1 and B2 components. The B1 
combines multiple indexing blocks for a particular sub-
QA and merges candidate answers, whereas the B2 
communicates with multiple sub-QAs and ranks their 
candidates. The B2 has own ranking algorithm to find the 
local optimal answer for each sub-QA.  

The Answer Manager component has two roles. The 
first one is to determine a user question and spread them 
to appropriate sub-QAs. The other is to re-rank candidate 
answers merged by B2 and find the best answer as the 
global optimal solution. 

III.  DISTRIBUTING QUESTIONS 

Based on question types, the B2 in Figure 1 can 
determine which sub-QAs should be involved to find the 
best answer. A user question in the form of natural 
language is entered into the system and analyzed by the 

                                                           
2 http://developer.yahoo.com/search/web/  
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Figure 1. System Overview 

Question Analysis component that employs various 
linguistic analysis techniques such as POS tagging, 
chunking, answer type (AT) tagging [9], and some 
semantic analysis such as word sense disambiguation [10]. 
An internal question generated from the Question 
Analysis component has the following form: 

 
Q = <AF, AT, QT, AD>                     (1) 

 
where AF is the expected answer format, AT is the 
expected answer type, QT is the theme of the question, 
and AD is the domain related to the expected answer 
source or sub-QA module from which the answer is to be 
found. 

• The answer format (AF) of a question is 
determined to be one of these four types: a single, 
multiple, descriptive, or yes/no question. For 
example, single is the AF value in the question 
“Who killed President Kennedy?” 

• There are 147 fine-grained ATs organized in a 
hierarchical structure with 15 nodes at the level 
right below the root, each of which has two to four 
lower levels [9]. The AT gives information about 
the type of the entity being sought [11]. The sub-
type/super-type relations among the ATs give 

flexibility in matching. For the example above, the 
AT would be “people” because of “who”, which 
can be matched with “president” in a passage. 

• A question theme (QT) has two parts: a target and 
a focus. The target of a question is the object or 
event that the question is about, whereas the focus 
is the property being sought by the question. In the 
example above, the target is “J. F. Kennedy” and 
the focus is “killer”. 

• The answer domain (AD) of a question indicates 
the most likely source (sub-QA module) from 
which an answer can be found, which is 
determined based on the other traits of the 
question (AF, AT, and QT). It also contains some 
detailed information about what should be sought 
after in the QA module. For example, the answer 
for the question, “When was Madam Curie born?” 
might be found in Wikipedia. In contrast, for 
“How to play Starcraft 3  well using Protos?”, 
personal blogs or community boards for that game 
are more suitable. 
 

                                                           
3 StarCrafttm is a military science fiction real-time strategy video game 
developed by Blizzard Entertainment©. 
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<Original Q> What is the population of the Bahamas?  
<Question Analysis>  

<AF> Factoid </AF> 
<AT> QT_NUMBER </AT> 
<QT> target: Bahamas / focus: population </QT> 
<AD> Wikipedia > news > blogs > others </AD> 

<Answer rank =1> 
<Ans> 370267</Ans> 
<Ans_sent> The population of The Bahamas on  
January 1st 2010 is approximately 370267. 

<Ans_sent> 
<Ans_source> Wiki-QA </Ans_source> 
<org_weight> 0.3  </ org_weight > 

</Answer> 
<Answer rank =2> 

<Ans> 294,982 </Ans> 
<Ans_sent> The population in the Bahamas is  

currently about 294,982 persons.  <Ans_sent> 
<Ans_source> News-QA </Ans_source> 
<org_weight> 0.5  </ org_weight > 

</Answer> 
… 

Figure 4. An Example of Evaluation Set. 

Based on the question analysis, The B2 in Answer 
Manager invokes one or more sub-QA modules. For the 
former example question about Madam Cuire, the B2 
might select the wiki-QA at first. If the calculated 
evidence of answer candidates from the wiki-QA is 
strong enough, then the B2 provides the answer to the 
user. If none of the answers from the first module have a 
confidence weight higher than the threshold, the B2 
invokes other sub-QAs to merge candidates. 

IV.  MERGING AND RE-RANKING ANSWERS 

The local optimal answers from multiple web sources 
are collected in the Answer Manager. As mentioned in 
Section 2, each sub-QA has own ranking mechanism, so 
that the confidence weights of merged answers are very 
diverse. For example, the weights from the News-QA are 
between 0 and 2, while Web-QA weights are between 0 
and 0.8 (refer Figure 5). To adjust these variations and to 
project confidence weights into the same boundary, we 
devise a new re-ranking algorithm. We borrow the idea 
from the margin separation of SVM classification 
algorithm [12, 13], and modify to adjust confidence 
weights into the same boundary by training.  

Figure 2 captures correct answers and uncertain 
answers in the SVM model and they are marked with 
“●” and “x”, respectively. If the training answer set D is 
not linearly separable, the standard approach is to allow 
the fat decision margin to make a few mistakes. We then 
pay a cost for each misclassified example, which depends 
on how far it is from meeting the margin requirement 
given in Equation (2). 

 
1≥+ )( bxwy i

T
i

rr
                         (2) 

 
Asking for small ww ⋅  is like “weight decay” in 

Neural Nets and like Ridge Regression parameters in 
Linear regression and like the use of Priors in Bayesian 
Regression-all designed to smooth the function and 
reduce overfitting [14]. In SVM, slack variable 

iξ measures by how much example ),( ii yxr fails to 

archive a target margin of δ . We adjust the weights 
which are located out of margin area as slacks according 
to traits of the question analysis result (AF, AT, QT, and 
AD in Equation (1)) and  answer evidences such as 
snippet, matched keywords, or position in the answer 
document. After adjusting, the slack weights can be 
moved the safe boundary, as illustrated in Figure 3.  

For training, we built <question, answer> set of 
various sorts in terms of questions and answer sources. 
Figure 4 is an example of a <question, answer> pair. We 
can notice that the weight of wiki-QA should be boosted 
from 0.3 to 0.6 (or any higher scores than other lower 
ranked answers), even though the original local 
confidence weight of the answer from the News-QA (0.5) 
is higher than wiki-QA’s (0.3). On the other hand, some 
cases should be decreased.  
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By training, we learned the confidence weight 
distribution and slack boundaries iξ  and set boosting 

ratio iΔ  in Equation (3):  
 

01 ≥−≥+Δ⋅ iiiii andbxwy ξξ)( rr
          (3) 

 
According to question types, the boosting ratios are 

different and they are updated whenever training 
questions are leaned. We also determined the threshold 
values for each of sub-QA to avoid superfluous calls for 
other QA modules. 

At the result, when a new user question which is 
similar with training questions is entered, we can predict 
which QA modules are likely to find answers and how 
much we should increase or decrease the confidence 
weights from multiple sub-QAs. 

V. EVALUATION AND ANALYSIS 

A. Test Collection and Measure 
Among 7,070 questions collected from real users, 577 

questions are selected with considering various 
question/answer types. We used 260 pairs of training and 
317 pairs of testing, which is part of the entire set of 577 
<question, answer> pairs. 

For effectiveness comparisons, we employ precision, 
recall, and F-score, sometimes with the mean reciprocal 
rank (MRR) [15] and the well-known “top-n” measure 
that considers whether a correct nugget is found in the top 
n-th answers. Because of the large number of 
comparisons to be made for different cases, we use F-
scores for summary tables. 

 

B. Experimental Background 
As described in Section 2, our distributed QA model 

contains four different genre-specific QAs (News-QA, 
Blog-QA, Wiki-QA, and Web-QA) and four domain-
specific QAs (Game-QA, Travel-QA, Local-QA, and 
Life-QA), which are covered most frequently asked 
questions.  

Before the main experiment, we have to announce that 
characteristics of our distributed QA. Table 2 summarizes 
performance of individual Genre-QAs and Figure 5 
shows weight distribution of four Genre-QAs. 

As shown in Table 2, the News-QA answered for 244 
questions among 317 of entire set. Out of 244 candidate 
answers, 139 answers are correct so the News-QA 
precision is 0.570.  The best performed Genre-QA is 
Web-QA since Yahoo web search is covered all kind of 
web documents, whereas other genre-QAs are focused on 
specific genres.  

Figure 5 depicts original confidence weights of the 
first answers (Top-1) merged from each four genre-QAs 
for 317 testing questions. If a sub-QA cannot find 
appropriate answers for a given question, then the weight 
regards as 0.  In general, weights from the Blog-QA 
(marked with “■”) are higher than others, while the Web-
QA weights (marked with “x”) are lower. The scores 

from the Wiki-QA (marked with “▲”) are between 0.6 
and 0.98, but the Blog-QA and the News-QA (marked 
with “♦”) show inconsistent values from 0 to even 8. We 
had pruned weights over 2 to avoid overffiting to 
extremely higher values. 

To prove reliability of our proposed QA model and re-
ranking algorithm, we measured the lower and upper 
boundaries. 

The accuracy of lower bound can be estimated when 
selecting the top-ranked answer among the merged 
candidates from multiple sub-QAs without any 
adjustment. As shown in the right side of Table 2, the 
accuracy of simply merging and selecting the top-ranked 
answer shows just 0.568, even though micro-average 
precision of all genre-QAs is 0.722. That is poor than the 
case of performing only one sub-QAs.  Because the 
News-QA and the Blog-QA usually are usually higher 
than others as shown in Figure 5, the final selected weight 
depends on them. This result supports that re-ranking is 
very important, which is the main focus in this paper. 

Under assumption that the correct answer for a given 
question might be exist at least among all local optimal 
candidate answers generated from multiple sub-QAs, we  
evaluated all Top-3 ranked answers for each sub-QA. The 
number of candidates in answer pool can be from 0 to 24 
at most (3 answer x 8 sub-QAs). We regarded this result 
as the upper boundary. Out of 317 questions, user can get 
correct answers for 273 questions. The fact that the recall 
is quit high (0.861) prove our assumption is reasonable. 
Our upper boundary precision is 0.907 and MRR is 0.849. 

C. Analysis of Experimental Results 
This paper had pursued adjusting diverse confidence 

weights from multiple sub-QAs as shown in Figure 5. For 
a detail example, Figure 6 shows the original weights 
from the Blog-QA. They are divided into correct and 
incorrect answers which are indicated with “●” and “x”, 
respectively. Because some fake answers have very high 
scores as shown in Figure 6, they lead to ignore the other 
sub-QAs results and ultimately cause false alarm.  

After the training process which is described in Section 
4, we learned which sub-QAs are more relevant and how 
to boost their weights depending on question types. As a 
result, we observed that the Blog-QA is suitable to 
answer for factoid questions about game/computer or 
personal life domains. In contrast, answers for questions 
looking for interesting information about a particular 
person or thing such as “Who is Vlad the Impaler?” or 
“What is a golden parachute?” are founded in the Wiki-
QA. Figure 7 presents the adjustment result for the Blog-
QA. While some wrong answers are located in higher 
position, we can cut-off candidates less than 0.2.  

Table 3 and 4 summarize the accuracy of our 
distributed QA adopted the proposed re-ranking 
algorithm. As mentioned in Section 5.1, multiple sub-
QAs answered for 301 questions and could not find any 
candidate for 16 questions, out of 317 questions. We 
merged the Top-3 candidates for each sub-QA by the B2 
broker, and adjusted their confidence weight by the 
trained model. 
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TABLE II. PERFORMANCE OF INDIVIDUAL GENRE-QAS AND BOUNDARIES 

 Individual Genre-QAs (Top-3) Lower bound Upper bound 
 News-QA Blog-QA Wiki-QA Web-QA Selecting the 

top-ranked 
All Top-3 ranked 

answers 
#of answered Q. 244 272 135 228 301 301 
# of missed Q 73 45 182 89 16 16 
# of corrected Q. 139 204 103 184 130 273 
Precision 0.570 0.750 0.763 0.807 0.568 0.907 
Recall 0.541 0.794 0.401 0.716 0.539 0.861 
F-score 0.555 0.771 0.526 0.759 0.553 0.883 
MRR 0.488 0.645 0.740 0.711 0.568 0.841 
Micro-Average Precision = 0.722 / Recall = 0.613   

 

 
 

Figure 5. Weight Distribution of four Genre-QAs 

 

       
 

Figure 6. The original weights from the Blog-QAs 
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TABLE II. EVALUATION RESULT OF THE TOP-1 

 Lower B. Top-1 
# of corrected 130 202 (+72) 
Precision 0.568 0.671 (+18.13%) 
Recall 0.539 0.637 (18.18%) 
F-score 0.553 0.654 (18.26%) 

  

TABLE II. EVALUATION RESULT OF THE TOP-3 

 Top-3 Upper B. 
# of corrected 248 (-25) 273 
Precision 0.824 (-9.15%) 0.907 
Recall 0.782 (-9.18%) 0.861 
F-score 0.803 (-9.06%) 0.883 
MRR 0.801 (-4.76%) 0.841 

To compare with the lower boundary, we evaluated 
only the top-ranked answers for 301 questions. As shown 
as Table 3, we obtained an increased accuracy by about 
18% of precision, recall and F-score. 72 (130 to 202) 
answers are adjusted by our re-ranking algorithm. In Top-
1 evaluation, MRR is same with precision.  

Compensating the factor that the upper boundary 
considered all candidates in the Top-3 for each sub-QA, 
we also evaluated the Top-3 of re-ranked answers, but not 
all answer pool. As in Table 4, we missed 25 questions’ 
answers while we handled just three candidates on top. 
We got the loss about 9% (-9.06%) of F-score and 5% (-
4.76%) of MRR. The fact that the gap between MRRs 
(0.801 vs. 0.841) is smaller than other measures indicates 
the answers of our method are located in higher position. 
That is by our re-ranking algorithm; we can not only 
suppress erroneous answers but also save time. 

VI. CONCLUSION 

The main motivation behind this work was to devise a 
way to combine multiple QA modules to answer various 

user questions. To this end, we analyzed real-life 
questions for their characteristics and classified them into 
different domains and genres. In the proposed distributed 
QA framework, 8 specialized sub-QAs are combined and 
an advanced re-ranking algorithm are adopted to adjust 
confidence weights calculated by own ranking methods in 
sub-QAs.  

We ran a series of experiments to see the effects of the 
proposed re-ranking algorithm against two different 
cases: (1) the lower boundary when considering only the 
first answers from sub-QAs, (2) the upper boundary when 
evaluating all local optimal candidate answers. The result 
based on 317 questions show that our re-ranking method 
outperforms the lower boundary by about 18%.  
Compared with the upper case, the loss is narrowly about 
5% in MRR.  

Based on the result of question analysis, The B2 in 
Answer Manager determined invocation of sub-QAs. In 
particular, the expected answer type and answer domain 
analysis for a question presents a critical problem because 
it influences the re-ranking process. We plan to improve 
upon the answer type classification and domain 
expectation modules by expanding training corpus toward 
including various question types. 
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Abstract— This paper proposes a novel constrained cluster-
ing method that is based on a graph-cut problem formalized
by SDP (Semi-Definite Programming). Our SDP approach
has the advantage of convenient constraint utilization com-
pared with conventional spectral clustering methods. The
algorithm starts from a single cluster of a whole dataset
and repeatedly selects the largest cluster, which it then
divides into two clusters by swapping rows and columns of
a relational label matrix obtained by solving the maximum
graph-cut problem. This swapping procedure is effective
because we can create clusters without any computationally
heavy matrix decomposition process to obtain a cluster label
for each data. The results of experiments using datasets
from the ODP and WebKB corpus demonstrated that our
method outperformed other conventional and the state of
the art clustering methods in many cases. In particular, we
discuss the difference between our approach and another
similar one that uses the same SDP formalization as ours.
Since the number of constraints used in the experiments is
relatively small and can be practical for human feedback, we
consider our clustering provides a promising basic method
to interactive Web clustering.

I. INTRODUCTION

Clustering has long been one of the most essential and
popular techniques in data mining [1]. It is used not only
for visualization of huge data sets but also for image
segmentation [2], medical applications, recommendation
systems, and so on.

Constrained clustering is a semi-supervised learning
approach that utilizes pre-given knowledge about data
pairs to improve normal clustering accuracy [3], [4].
The knowledge used is generally of two simple types:
a constraint about data pairs that must be in the same
cluster, and a constraint about data pairs that must be in
a different cluster. These are usually called must-link and
cannot-link, respectively.

Recent research about distance metric learning inter-
prets the constraint information as the distance or kernel
value of data pairs and tries to produce a new distance
measure or kernel matrix for a whole dataset to ensure
the distance of must-link is small and the distance of
cannot-link is large [5], [6], [7]. In this research, we do
not interpret the constraint as a distance or kernel value
but rather as a relational label that indicates whether data
pairs should be in the same cluster or not. Our objective is
to predict the correct label for each data pair (not for each
individual piece of data) by using sample labels converted

from pre-given constraint information according to the
framework of the transductive learning.

Our method is based on the graph-cut problem. Al-
though graph-cut based clustering (e.g., spectral clus-
tering) is a well known approach and many methods
have been proposed so far [8], [9], their solutions are
mostly based on the graph spectrum obtained by eigen
decomposition, which requires complicated processes to
add in the constraint information. Our approach is to solve
it as a semi-definite programming (SDP) problem. The
advantage of SDP is that we can naturally incorporate
constraints without any complicated processing and do
not need any specific objective functions (e.g., normalized
cut) to avoid a trivial solution (as is the case with many
other spectral clustering methods).

In terms of formalization, our problem is the same
as Li’s [10] or Hoi’s [11], although the introduction is
completely different. The most critical difference is the
interpretation of the SDP solution. They interpret the
solution as a kernel matrix and use it for multi-class
clustering, while we interpret it as a label matrix (as
described above) and use it for two-class clustering. As
we will show in the experiments, our two-class clustering
approach performs better than the multi-class clustering
approach. Our approach is based on the divide and con-
quer algorithm. It starts from a single cluster of a complete
dataset and repeatedly selects the largest cluster, which
it then divides into two clusters until we get the target
numbers of clusters. In each iteration, we obtain relational
labels for all data pairs from the solution of the SDP
problem. We then use the label matrix to create clusters
by swapping rows and columns to reduce the clusters’
label distribution entropies. This swapping procedure is
very effective because we can create clusters without any
computationally heavy matrix decomposition processing.

In summary, we propose a constrained clustering
method that has the following features.

• Clustering is performed based on the relational labels
of all data pairs that are obtained by solving a
graph-cut problem formalized by semi-definite pro-
gramming. Our SDP approach has the advantage
convenient constraint utilization compared with con-
ventional spectral clustering methods.

• The interpretation of the obtained matrix is different
from Li and Hoi’s approaches, although the problem
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formalization is similar. They use the matrix as a
kernel matrix for one-time multi-class clustering,
while we use it as binary label matrix for divide
and conquer-based two-class clustering.

These advantages make constrained clustering more effi-
cient, especially in the case of small number of constraints
such as interactive web clustering like [12].

The rest of the paper is organized as follows. First we
explain the standard maximum graph cut problem and
its solution by semi-definite programming relaxation in
Section II. Next, we describe our clustering algorithm,
which is based on the approximate solution of the SDP.
We describe the entire clustering procedure including
binarizing and swapping of the solution matrix in Section
III. Section IV shows the results of experiments performed
using datasets from the ODP and WebKB corpus. We
discuss our methods in Section V, and finally we conclude
our work in Section VI.

II. CONSTRAINED GRAPH CUT PROBLEM

Graph-cut formalization is a powerful clustering ap-
proach that many algorithms have adopted. In this section,
we first formalize the maximum cut problem and then
introduce a solution by semi-definite programming.

A. Maximum Cut Problem

The objective of the problem is to divide a graph into
two parts as its cut amount reaches the maximum. More
formally, consider a graph G = (V,E), where V is a set
of vertices and E is a set of edges. The problem is to find
partitioning (V1, V2) such as V1∪V2 = V and V1∩V2 = φ
and a maximum cut amount of

∑
i∈V1,j∈V2

wij . Here,
wij is the weight of an edge between data i ∈ V1 and
data j ∈ V2. We decide on a “maximum” cut when wij

is defined by some distance (e.g., Euclid distance). In
contrast, if wij is defined by some similarity (e.g., Gauss
kernel), the “minimum” cut is appropriate.

By introducing a cluster label variable ui for each
vertex, we can formalize the maximum cut problem as
follows.

Maximum Cut Problem

maximize
1
4

∑
i∈V1

∑
j∈V2

wij(1 − uiuj)

subject to u2
k = 1 (k ∈ V )

uk =
{

+1 (k ∈ V1)
−1 (k ∈ V2)

According to the standard method of spectral clustering
or segmentation by the random walk model, we can solve
this problem with the method of Lagrange multipliers.
The ui labels are obtained as eigen vectors corresponding
to the second largest eigen value.

Our aim is to incorporate given constraints into the
above problem and find a method to solve constrained

 

  

 

 
 

Figure 1. Cannot-link is not applicable in divide and conquer approach

maximum cut problems. While there are constrained ver-
sions of spectral clustering methods, we adopt a different
approach, solution by semi-definite programming (SDP),
which is practically easier to use because it can handle
constraints intrinsically.

B. Formalization by SDP

Semi-definite programming is a kind of convex op-
timization that is used to relax several optimization
problems such as combinatorial optimization, 0-1 integer
programming, and non-convex quadratic programming.
Since the maximum cut problem is an example of 0-1
integer programming, SDP can also relax it.

For the standard formalization of SDP, we transform
the above objective function into a matrix representation
with a weight matrix W and a matrix X whose element
is the product of ui and uj .

∑
i∈V1

∑
j∈V2

wij(1 − uiuj) = (diag(W e) − W ) • X

= L • X

X = uT u

u = (u1, u2, ..., un), n = |V |

L is the graph Laplacian matrix and e is a vector whose
elements are all one. As a final step, we add must-link
constraints to formalize the constrained maximum cut
problem as follows.

Maximum Cut Problem with SDP Relaxation

maximize L • X

subject to Eii • X = 1, (i = 1 ∼ n)
Eij • X = 1, (i, j) ∈ M

X � O

Eij is an n×n matrix in which only the (i, j) element
is 1, and all others are 0. M is a set of must-link.
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(a) Grouping patterns

                

               

               

               

               

               

 

 

 

 

 

               

 

               

 

               

 

               

 

               

 

 

 

 

  

 

 

 

(b) Sort pattern groups
Figure 2. Clustering process using label matrix
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Figure 3. Clustering Boundary

Although available constraints are not limited to must-
link, meaning we can also use cannot-link, it is very
difficult to select applicable cannot-links during multi-
class clustering because the partitioning order determined
in the graph cut process is usually unpredictable in
advance. Figure 1 gives an idea of the difficulty of using
cannot-link. There are three data in the figure - a, b, c -
and cannot-link is applicable only at the second cut. It
cannot be used at the first cut because b and c are in the
same cluster at that time.

There are several freely available SDP solvers that we
can use to obtain an approximate solution X̃ . Although
we need to decompose X̃ to obtain partitioning label u,
we found a way to complete partitioning by using only
X̃ . We explain this method in the next section.

III. CLUSTERING THROUGH SWAPPING ROWS AND
COLUMNS IN A LABEL MATRIX

In this section, we describe a concrete partitioning
procedure using matrix X̃ , which is given as the SDP
solution, and then an entire clustering with an iterative
dual-partitioning process.

As described in the previous section, we solve the
maximum cut problem with relaxed SDP, so the elements

Algorithm 1 Constrained Iterative Graph Cut Clustering
1: Input: D0 // Dataset
2: W // Weight Matrix
3: M // Must-Link Set
4: K // Number to be Clustered
5: Output: C = {D1, D2, ..., DK} // K clusters
6:
7: Let C = D0

8: for i = 1 to K-1 do
9: Select the largest cluster Dmax

t

10: Extract a subset of must-link constraints Msub
t

related to Dmax
t

11: Input Dmax
t and Msub

t to SDP solver and get
divided clusters {D1

t , D2
t }

12: Subtract Dmax
t from C

13: Add {D1
t , D2

t } to C
14: end for

of X̃ are assigned a real value ranging from -1 to 1.
We therefore decided on a different approach in which
we first binarize X̃ with 0-1 values, then swap rows and
columns to maximize the evaluation measure, and finally
determine the partitioning border.

The concrete procedures are as follows.
1) Each element of X̃ is binarized as follows.

X̃ij =
{

1, if X̃ij ≥ 0
0, if X̃ij < 0

The value does not matter because we treat 0 and
1 as a character in the following steps.

2) For each row, treat the column’s value as a char-
acter (0 or 1) and make a string (or pattern) by
concatenating each character in the original order.
Next, make groups of the same string (select a
representative of each kind of string). Figure 2(a)
illustrates this procedure.

3) Determine the most frequent string s0, and calculate
the Hamiltonian distance between s0 and the other
strings. Next, align other strings in descending order
of the Hamming distance. String s1 is the most
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TABLE I.
DIRECTORIES USED IN ODP CORPUS

No. Directory #data
1 Anomalies and Alternative Science 47
2 Science in Society 45
3 Environment/Water Resources 42
4 Astronomy 24
5 Technology/Structural Engineering 24
6 Agriculture 19
7 Biology/Genetics 16
8 Social Sciences/Linguistics 15
9 Physics 15
10 Earth Sciences 11
11 Math 10
12 Chemistry 6

TABLE II.
DATASETS IN ODP CORPUS

Dataset #data #cluster
odp odd 154 6
odp even 120 6
odp small 92 7

odp all 274 12

similar to s0. Figure 2(b) illustrates this procedure.
4) Determine the partitioning boundary according to

the following measure.

F (i, j) =
4∑

k=1

−pSi log(pSi)−(1−pSi) log(1−pSi)

(i, j) represents the partitioning boundary. If we
partition the above aligned matrix in the boundary
between i’s row and j’s row (i.e., also in the
boundary of i’s column and j’s column ), there
are four partitioned areas in the matrix. pk

0 and pk
1

are the probabilities of 0 and 1, respectively, that
appears in the area k. Thus, F (i, j) is the sum of
the entropy in four areas when partitioned between
ith and jth row (and column). The more clearly
partitioned, F (i, j) becomes lower.

5) Determine the boundary at the lowest F (i, j).
This is a heuristic method because the original problem

is a combinatorial one and practically intractable. There
is no guarantee for obtaining global optimum. However,
experimentally it works well, as described in the next
section.

We describe an entire procedure of our clustering
algorithm in Algorithm 1.

IV. EXPERIMENTS

A. Datasets

We evaluated our proposed method on two Web page
corpora. One is a ODP corpus, a set of web pages
extracted from the Open Directory Project (ODP)1 by
ourselves. We selected 12 subdirectories from the the
“Science” top directory, and downloaded top pages of the

1http://www.dmoz.org/

TABLE III.
WEBKB CORPUS

Dataset #data #cluster
student 558 4
faculty 153 4

staff 46 4
course 244 4
project 86 4
other 3033 4

Web sites listed in each directory. We removed tags and
stopwords from the pages, and stemmed each word. The
summary of each directory is listed in Table I.

We treated each directory as a target cluster, and
made four datasets using those clusters. One is a dataset
(odp all) using all the directories in the corpus. The other
two (odp odd and odp even) are half size of odp all. The
directories of odp odd and odp even are selected from
the odd and even number ones in Table I, respectively.
The final one (odp small) is a set of small directories
(No.6∼12) that include under 20 data. We summarize
about datasets in Table II.

We also used the WebKB corpus 2. This corpus consists
of seven datasets, and each one has fixed five clusters
named “Cornel”, “Texas”, “Washington”, “Wisconsin”
and “misc”, respectively. Since the last “misc” cluster
consists of Web pages from miscellaneous universities
and lacks unity, we removed it from each dataset. We also
removed department dataset because it has only one page
for each cluster. The datasets are summarized in Table III.
We applied the same preprocessing as ODP corpus and
evaluated each method on all the datasets.

B. Compared methods

We compared our proposed method with other three
methods. The notation and brief introduction of each
method is listed below.

GCUT This is our proposed method. We calculated
the Euclid distance for the weight of the graph
edge, which is indicated as wij in the maximum
graph cut problem in Section II. We used the
SDPT3 package 3 to solve SDP. The default
parameters are used for each run.

PCP PCP is one of the state of the art distance
metric learning methods proposed by Li [10].
It learns a kernel matrix using the same SDP
formulation with ours. The difference between
two methods lies in the usage of the solution
matrix. PCP uses it as a kernel matrix for kernel
k-means while ours uses it for iterative graph
cut. The weight of the graph edge and the
parameters for SDPT3 are the same with GCUT.
Since this method can use both must/cannot-
link constraints, we conducted two trials. One
is the trial using only must-link constraints, the
other uses both must/cannot-link constraints. the

2http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
3http://www.math.nus.edu.sg/ mattohkc/sdpt3.html
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Figure 4. Results of ODP corpus (horizontal axis is the number of constraints and vertical axis is NMI)

former is denoted by PCP(m) and the latter is
PCP(m/c).

ITML ITML is an another distance metric learning
method proposed by Jain [13]. It learns a trans-
form matrix to calculate desired distance. Since
this method follows online learning process,
we tuned its learning parameter η by selecting
the best value from 0.1 to 1.0 with 0.1 steps.
Clustering is done by normal k-means with
learned Euclid distance. Since cannot-link on
this method showed terrible performance deteri-
oration, we applied only must-link for it.

CKM CKM is the constrained k-means clustering
algorithm (called COP-Kmeans) proposed by
Wagstaff [14]. Since cannot-link often caused
deadlock and stopped all the algorithm pro-
cedure, we applied must-link only as well as
ITML.

C. Other settings

We use normalized mutual information (NMI) to mea-
sure the clustering accuracy. NMI is calculated by the

following formula.

NMI(C, T ) =
I(C, T )√

H(C)H(T )

where C is the set of clusters returned by each algorithm
and T is the set of true clusters. I(C, T ) is the mutual
information between C and T , and H(C) and H(T ) are
the entropies.

Constraints are selected randomly. We changed the
number of constrains from 0 to 100 with 10 steps. For
each number of constraints, we selected 10 different sets
of constraints and used the same sets for each method.
The NMI is calculated as the average value of those 10
sets.

D. Results

Figure 4 is the results of the ODP corpus. The horizon-
tal axis is the number of constraints and the vertical axis
is the value of normalized mutual information (NMI).

In this corpus, GCUT outperformed other methods in
all the datasets, especially at the points where the number
of constraints is small.

PCP(m/c) showed comparable or slightly better perfor-
mance at some points in the odp odd, the odp even and
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Figure 5. Results of the WebKB corpus (horizontal axis is the number of constraints and vertical axis is NMI)

odp small datasets though it remained the second best or
worse in other points. PCP(m) is slightly worse than PCP.
CKM outperformed other methods without GCUT in the
odp all dataset. ITML did not show the good results in
this corpus.

Figure 5 shows the results of the WebKB corpus. The
meaning of the horizontal and vertical axis is the same
as the ODP corpus. In this corpus, GCUT indicated the
best results in four datasets. The results in the other two
datasets is comparable and slightly worse than the other
methods. GCUT showed clearly better performance espe-
cially in the student and “other” datasets whose number
of data is relatively larger than others. The performance

of all methods in “other” dataset is low because the topic
of this dataset is diverse and does not have unity as a
cluster. GCUT also showed better performance than other
methods in the staff and project datasets whose number of
data is relatively small. In those datasets, performance gap
between GCUT and others widened as the number of con-
straints increased. PCP showed comparable and slightly
better performance in the course and faculty datasets. We
did not observe significant difference between PCP(m/c)
and PCP(m) in this corpus. The performance of CKM
and ITML remained worse than GCUT and PCP in all
the datasets.

The performance of GCUT as well as all the other
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methods does not grow monotonically and sometimes
drops despite the increase of constraints. This is because
the effectiveness of constraints are generally quite uneven.
Some sets of constraints may work better for some
methods. On the other hand some sets may bring neg-
ative effect (e.g. because of must-link constraints related
outliers).

V. DISCUSSIONS

Our proposed clustering method (GCUT) repeatedly
divides the largest cluster into two sub-clusters until the
given number of clusters is obtained. This procedure
delivers a good property compared to a one-time multi-
class clustering approach represented by PCP as shown in
the experiments. The results indicate that we can obtain
more accurate clusters if we interpret the SDP problem
described in Section II as a constrained graph cut problem
and use its solution for iterative two-class clustering.

As described in Section I, our method uses the same
SDP formulation as PCP. However the purpose, derivation
and interpretation of the solution for our method is
different from PCP. In this section, we explain a brief
introduction of PCP and clarify the difference from our
method, and then discuss the cause of the experimental
results in the previous section.

PCP is a method to produce a kernel matrix of a dataset
by projecting original feature vectors to a higher dimen-
sional space. Constraints are used as desired inner product
values for some selected data pairs in the projected feature
space. In order to propagate the effect of the constraints
to other data pairs, Li et al. formulated an optimization
problem according to a well-known regularization in
spectral graph theory.

Optimization Problem derived in PCP

minimize
1
2

n∑
i,j=1

wi,j ||
φ(xi)√

dii

− φ(xj)√
djj

||2F

subject to < φ(xi), φ(xi) >F = 1 i = 1, 2, ..., n

< φ(xi), φ(xj) >F = 1 ∀(xi, xj) ∈ M

< φ(xi), φ(xj) >F = 0 ∀(xi, xj) ∈ C

Here, φ(xi) is a feature vector in the projected space,
wij is an initial similarity between data i and j, dii is∑

k wik, and < ·, · >F indicates inner product calculation
in the projected space. The objective function of the above
problem can be finally transformed into the formula L•X
that is the same one as described in Section II.

In this way, GCUT and PCP solve the same SDP
problem except for the use of cannot-link. However their
derivations of the problem are different from each other
like following.

1) PCP places the SDP problem as a basis to define
a proximity measure in a dataset. Thus it solves a
SDP problem only once for a clustering trial. The
proximity measure is actually got as a kernel matrix.

2) The SDP problem in GCUT is a constrained graph
cut clustering problem itself. Thus it iterates to
solve SDP k − 1 times. k is a target number of
clusters.

Though the reason for the performance increase of
GCUT compared with PCP superficially seems to be
multiple SDP executions, it is more important that the
derivations of the SDP problem in both methods are
different. GCUT derives from a constrained graph cut
problem while PCP derives from a problem to define a
desired proximity measure.

VI. CONCLUSIONS

In this paper, we proposed a constrained clustering
method that is based on a graph-cut problem formalized
by semi-definite programming and deterministic iterative
two-class partitioning approach. While graph-cut based
clustering is a particularly promising way to improve
conventional techniques like k-means method, few meth-
ods have been proposed, which can naturally incorporate
constraint like must-link.

Our method has the advantages of more convenient
constraint incorporation compared to other graph-cut
based method such as spectral clustering and can uti-
lize SDP’s solution matrix more appropriately compared
with other SDP-based methods. Since our method adopts
deterministic clustering approach unlike k-means using
random seeds, the performance is stable and robust to out-
liers. These advantages were clearly demonstrated through
experiments using many datasets from two Web corpus.
Results showed that our proposed clustering method con-
stantly outperformed conventional methods in many cases
and utilized constraints effectively.

A few problems still remain in this work. First, we
need to investigate how the constraint quality influences
the clustering. This is an active learning problem and
in the future we aim to develop a new active-learning
technique by utilizing the properties of our clustering
methods. Second, we need to develop a constraint propa-
gation method to improve clustering accuracy even if the
number of constraint is small. There are already various
propagation methods in place [15], but we need something
more powerful to improve the effectiveness of very small
constraints.

The advantages of our proposed clustering is efficiency,
especially in the case of small number of constraints.
Thus we are planning to apply this clustering method to
interactive (Web) clustering with GUI [12].
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Abstract— The k-means clustering method is a widely used
clustering technique for the Web because of its simplicity
and speed. However, the clustering result depends heavily
on the chosen initial clustering centers, which are uniformly
chosen at random from the data points. We propose a
seeding method that is based on the independent component
analysis for the k-means clustering method. We evaluate
the performance of our proposed method and compare it
with other seeding methods by using benchmark datasets.
We also applied our proposed method to a Web corpus,
which was provided by ODP, and the CLUTO datasets. The
results from the experiments showed that the normalized
mutual information of our proposed method is better than
the normalized mutual information of the k-means clustering
method, the KKZ method, and the k-means++ clustering
method.

Index Terms— k-means clustering method, KKZ method, k-
means++ clustering method, independent components anal-
ysis, seeding

I. I NTRODUCTION

Clustering is one of the most useful unsupervised
learning in data mining[1][2]. It has been applied to
various fields and used widespread both in research and
business[3]. We are interested in application of clustering
to the Web clustering. The Web clustering[4] has a
very wide ranges including clustering searched results[5],
[6], [7], [8], clustering Web pages/sites[9], [10], [11],
clustering Web multimedia[12] and so on. Especially,
we focus on clustering of Web searched results because
our final research objective is to build IWI (Intelligent
Web Interaction) systems. While Web search engines are
definitely good for certain search tasks such as finding
an organization’s Web page, they may be less effective
at satisfying ambiguous queries. The results on different
subtopics or meanings of the input query also will come
together in a hit list, thus implying that the user may have
to sift through a large number of irrelevant items to locate
those of interest. On the other hand, there is no way to
estimate what is relevant to the user given that the queries
are usually very short and their interpretation is inherently
ambiguous in the absence of context.

An approach for clustering the results of Web search[5],
[6], [7], [8] is different from one for retrieving information

It is difficult to find relevant data in 
search results because they contain 
many kinds of mixed data.

It is easy to understand topic and 
systematically explore search results.

Figure 1. Effect of clustering the results of Web search.

from the Web. This clustering approach shows the results,
which are manually or automatically associated with
clusters that consist of similar items (Figure 1).

We consider this clustering of Web searched results
should be quick and accurate because a user never
wait for the clustered results so long. In particular, we
are interested in the simplest and quickest clustering
method. Therefore, we deal with the k-means clustering
method in our research. We particularly discuss how to
solve the problem of “seeding” in the k-means clustering
method[13], [14], [15].

The rest of this paper is organized as follows. Section II
discusses the related work and the k-means clustering, the
KKZ clustering, and the k-means++ clustering methods.
Section III discusses the problem with these clustering
methods and introduces our proposed method. Section IV
presents our experimental results along with comparison
of the performance of the proposed method with those
of the k-means clustering, the KKZ clustering, and k-
means++ clustering methods. Section V concludes this
research.
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II. RELATED WORKS

Clustering is a classic problem in machine learning
and computational geometry. In the popular k-means
formulation, one is given an integerk and a set ofn
data pointsX ⊂ Rm. k is the number of cluster centers.
The goal is to choosek centersC to minimize the sum of
the squared distances between each point and its closest
center.

ϕ =
∑
x∈X

min
c∈C

∥x− c∥2 (1)

Solving this problem is NP-hard, even with just two
clusters[16], however Lloyd[17] proposed a local search
solution 25 years ago that is still widely used today.

In this section, we formally define the k-means clus-
tering method, the KKZ clustering method and the k-
means++ clustering method.

A. k-means clustering method

The k-means clustering method is simple and fast and
locally improves the centers of mass of clusters. It works
as follows.

1) Arbitrarily choosek initial centersC = c1, · · · , ck,
2) For eachi ∈ {1, . . . , k}, set the clusterci to be the

set of points inX that are closer toci than they are
to cj for all j ̸= i.

3) For eachi ∈ {1, . . . , k}, setci to be the center of
the mass of all the points in a setCi of cluster i:
ci =

1
|Ci|

∑
x∈Ci

x.
4) Repeat steps 2) and 3) untilci no longer changes.

It is standard practice to uniformly choose the initial
centers at random fromX. For Step 2), the ties may be
arbitrarily broken, as long as the method is consistent.
Steps 2) and 3) are both guaranteed to decreaseϕ;
therefore, the method makes local improvements to an
arbitrary cluster until it is no longer possible to do so.

The k-means method is attractive in practice because
it is simple and generally fast. Unfortunately, it is guar-
anteed only to find a local optimum, which can often be
quite poor.

B. KKZ clustering method

The KKZ method was proposed by Katsavounidis et al.
[18]. This method calculates the entire distance among the
data and finds the data with a wide distance. The data are
selected as the initial cluster centers. At any given time,
let D(x) denote the shortest distance from a data point
x to the closest center we have already chosen. Then,
the following clustering method is defined as the KKZ
clustering method[18].

1a) Choose initial centersc1 and c2. The distance
betweenc1 and c2 is the widest of all distance
between a data point and the other data point
(Figure 2).

1b) For all data,D(xj), j ∈ {1, · · · , n} are calculated
(Figure 3).

Figure 2. Initial centers of KKZ methodd d
Figure 3. DistanceD(x)

1c) Choose the next centerci, selectingci = x′ ∈ X
with the widest distanceD(x′) (Figure 4).

1d) Repeat step 1b) until we have chosen a total ofk
centers.

Steps 2)-4) proceed just like that for the standard k-means
algorithm.

The KKZ method is attractive in practice because it is
simple for decision of unique initial centers. However,
the KKZ method sometimes find bad clusters because
unfortunately it depends on outlier data points.

C. k-means++ clustering method

The k-means method begins with an arbitrary set of
cluster centers. k-means++ clustering proposes specif-
ically choosing these centers. At any given time, let
D(x) denote the shortest distance from a data pointx
to the closest center we have already chosen. Then, the
following clustering method is defined as the k-means++
clustering method[19].

1a) Choose an initial centerc1 uniformly at random
from X.

1b) For all data,D(xj); j ∈ {1, · · · , n} are calculated
(Figure 3).

1c) Randomly generate a real valueL satisfying the
following equation.

0 < L ≤
∑
x∈X

D(xj) (2)

1d) Choose the next centerci, selecting theci = xj

with satisfying the following equation (Figure 5).
j−1∑
m=1

D(xm) < L ≤
j∑

m=1

D(xm) (3)

W
Figure 4. Next centerci of KKZ method
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Figure 5. Next centerci of k-means++ method

1e) Repeat step 1b) until we have chosen a total ofk
centers.

Steps 2)-4) proceed in the same way as with the stan-
dard k-means clustering method. We call the weighting
used in Step 1b) simply “D2 weighting”.

III. PROPOSEDMETHOD

This section describes a problem with the k-means
and the k-means++ clustering methods. Then, we propose
a k-means combined with an Independent Component
Analysis (ICA)[20], [21], [22] based seeding method.

A. Problem for k-means and k-means++ clustering meth-
ods

We have six data points, which consist ofxi (i =1, . . . ,
6) and these points are divided into two clusters. Figure 6
shows these six data points.

In addition, Figure 7 shows the global optimal clus-
tering result for these six data points. The first cluster
consists of{x1,x2,x4,x5} and the other consists of
{x3,x6}. We assume that most of clustering methods can
find the global optimal clusters. However, the k-means
clustering method generates bad clusters ifx2 andx5 are
chosen as the initialc1 and c2 cluster centers. Figure 8
shows the local optimal clusters, which are bad clusters.
The k-means++ clustering method was developed to avoid
this bad clustering.

However, the k-means++ clustering method sometimes
generates bad clusters because it depends on the choice
of the initial centerc1. The initial centerc1 is chosen
uniformly at random fromX.

1 2 3 4 500
1
2
3

x1
x2

x3

x4
x5

x6

Figure 6. Given Data

1 2 3 4 500
1
2
3

x1
x2

x3

x4
x5

x6

Figure 7. Global Optimal Clustering Case

1 2 3 4 500
1
2
3

x1
x2

x3

x4
x5

x6

Figure 8. Local Optimal Clustering Case

B. k-means combined with ICA based seeding method

The k-means clustering method begins with an arbi-
trary set of cluster centers. The k-means++ clustering
method begins with a small arbitrary set of cluster centers.
As stated above, we propose a method for specifically
choosing these centers. At any given time, we can obtain
independent components (ICs) from given dataX. Then,
we define the following seeding method.

1a) Extractk independent componentsIC1, · · · , ICk

from given dataX (Figure 9).
1b) Choosek initial centersci (i = 1, · · · , k), selecting

ci = x′ ∈ X with a minimum ICi·x′

|ICi||x′| (Figure 10).

Steps 2)-4) proceed in the same way as with the
standard k-means clustering method. Figure 11 shows
the concept of the k-means clustering method combined
with the ICA based seeding method. In the figure 11,
IC1 andIC2 denote independent components. The each
independent component may become an initial seed to
generate the global optimal clustering case.
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1IC 2IC
3IC

Figure 9. Independent components

1IC 2IC
3IC

Figure 10. Initial centersci of ICA based method

IV. EXPERIMENTAL CONDITION

To evaluate the k-means clustering method, KZZ
method, k-means++ clustering method and proposed
method in practice, we implemented and tested them in
matlab. In this section, we briefly explain about the data
sets that were used for the experiments, the evaluation
metrics in the experiments, some compared seeding meth-
ods and the results of the experiments. We found that the
k-means clustering method combined with the ICA based
seeding method performed well in the experiments.

A. Data sets

We evaluated the performance of the k-means cluster-
ing method, KKZ method, k-means++ clustering method,
and the proposed method using on two kinds of data
sets. One contained a small amount of data and the

1 2 3 4 500
1
2
3

x1
x2

x3

x4
x5

x6IC1

IC2

Figure 11. Concept of Our Proposed Method

TABLE I.
NO. OF CLUSTERS, ATTRIBUTES, AND SAMPLES FORUCI

REPOSITORY DATA SETS

Data set No. of clusters No. of attributes No. of samples

Iris 3 4 150
Wine 3 13 178

Soybean
-Small 4 35 47
Breast

-Cancer 2 9 683

TABLE II.
NO. OF DIRECTORIES, ATTRIBUTES AND SAMPLES FORODP CORPUS

DATA SET

Data set No. of clusters No. of attributes No. of samples

ODP 4 340 72

other a large data. The small data set consisted of the
UCI Machine Learning repository and Open Directory
Project(ODP) Web corpus. The large data set consisted
of the CLUTO data sets.

1) UCI Machine Learning repository:The UCI Ma-
chine Learning repository had four data sets in our
experiments. The first data set,iris, consisted of50
samples from each of three species of Iris (Iris setosa,
Iris virginica, and Iris versicolor). The second data set,
wine, contained the results of a chemical analysis on
wines produced in the same region in Italy but derived
from three different cultivars. The analysis determined
the quantities of13 constituents found in each of the
three types of wine. The third data set,soybean-small,
was for diagnosing four soybean diseases. The data set
consisted of47 samples and35 attributes. The fourth
data set,breast-cancer, contained diagnosis results of
breast cancer. The data set consisted of683 samples and
9 attributes. Table I lists the numbers of samples, the
numbers of attributes and the numbers of clusters in the
data sets used in our experiments.

2) ODP corpus data:We used the ODP Web corpus
data set for our test experiment. The ODP Web corpus was
extracted from the Open Directory Project1 by ourselves.
We selected twelve subdirectories from the “Science” top
directory, and downloaded top pages of the web sites
listed in each directory. We removed tags and stopwords
from the pages, and stemmed each word. The summary
of each directory is listed in Table I. We treated each
directory as a target cluster, and made four datasets using
those clusters. Table II lists the number of samples, the
number of attributes, and the number of directories of the
data sets used in our experiments.

3) CLUTO data sets:CLUTO2 is a software package
for clustering low- and high-dimensional datasets and for
analyzing the characteristics of various clusters. In our
experiments, seven CLUTO data sets were adopted. The
seven CLUTO data sets aretr11, tr12, tr31, tr41, tr45,
k1b, and re1. Table III describes statistics on CLUTO

1http://www.dmoz.org/
2http://glaros.dtc.umn.edu/gkhome/views/cluto
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TABLE III.
NO. OF CLUSTERS, ATTRIBUTES AND SAMPLES FORCLUTO DATA

SETS

Data set No. of clusters No. of attributes No. of samples

tr11 9 6429 414
tr12 8 5804 313
tr31 7 10128 927
tr41 10 7454 878
tr45 6 8261 690
k1b 6 21839 2340
re1 25 3758 1657

data sets including the number of samples, the number of
attributes and the number of clusters.

B. Evaluation Metrics

We used normalized mutual information as a metric
to evaluate the qualities of the clustering outputs from
the different methods. The normalized mutual information
measures the consistency of the clustering output com-
pared to the ground truth. It reaches a maximum value
of 1 only if the membershipϕc perfectly matchesϕg

and a minimum of zero if the assignments ofϕc and
ϕg are independent. The membership functionϕc(x) is
the mapping of a pointx to one of thek clusters. The
membershipϕg(x) represents the true cluster label forx.
Formally, the normalized mutual information is derived
using the following equation

NMI(ϕg, ϕc) =
MI(ϕg, ϕc)

max(H(ϕg),H(ϕc))
(4)

whereMI(ϕg, ϕc) denotes the next equation

MI(ϕg, ϕc) =
k∑

i=1

k∑
j=1

pg,c(i, j) log
pg,c(i, j)

pg(i)pc(j)
(5)

H(ϕg) comes from the following equation

H(ϕg) =
k∑

i=1

pg(i) log
1

pg(i)
(6)

andH(ϕc) denotes the next equation

H(ϕc) =

k∑
j=1

pc(j) log
1

pc(j)
(7)

The pg(i) is the percentage of points in clusteri based
on the ground truth, i.e.

pg(i) =

∑n
l=1 1(ϕg(xl)− i)

n
. (8)

Similarly, pc(j) denotes the following equation

pc(j) =

∑n
l=1 1(ϕc(xl)− j)

n
(9)

and pg,c(i, j) is the percentage of points that belong to
clusteri in ϕg and also clusterj in ϕc, i.e.

pg,c(i, j) =

∑n
l=1 1(ϕg(xl)− i)1(ϕc(xl)− j)

n
. (10)

The above defined metrics were used to evaluate the
accuracy of the k-means clustering method, KKZ method,
k-means++ clustering method and the proposed methods.

1PC 2PC

Figure 12. Principal components

1PC 2PC

Figure 13. Initial centersci of PCA based method

C. Compared methods

In our experiments, we tried to compare the perfor-
mance of our proposed methods with the performance
of other methods. The other methods consist of the k-
means clustering method, KKZ method, and k-means++
clustering method (See section II). Our proposed methods
are based on a k-means combined with an ICA based
seeding method and k-means combined with a PCA[23]
based seeding method. k-means combined with ICA based
seeding method was explained in Section III. Now, we
briefly explain the k-means combined with a PCA based
seeding method.

At any given time, we can obtain principal components
(PCs) from the given datax. Then, we define the follow-
ing seeding method.

1a) Extract k principal componentsPC1, . . . ,PCk

from given dataX (Figure 12).
1b) Choosek initial centersci (i = 1, · · · , k), selecting

ci = x′ ∈ X with a minimum PCi·x′

|PCi||x′| (Figure 13).

Steps 2)-4) proceed in the same way as with the
standard k-means clustering method. Figure 14 shows the
concept of the k-means clustering method combined with
a PCA based seeding method.

V. EXPERIMENTS

This section discusses some of the experimental results
under the above experimental condition.

A. Experimental results for small data sets

The k-means and k-means++ clustering methods were
executed100 times using different initializations over
all four data sets from the UCI repository3. In our
experiments, the Euclid distance was used as a similarity
measure when the k-means clustering method was ap-
plied to the UCI repository. The KKZ method and the

3http://archive.ics.uci.edu/ml/
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Figure 14. Concept of Our Proposed Method based on PCA

TABLE IV.
EXPERIMENTAL RESULTS FORiris DATA SET

method NMI NMI with max. min. avg.
min. variance NMI NMI NMI

k-means - 0.751 0.751 0.532 0.703
k-means++ - 0.751 0.751 0.532 0.749
KKZ 0.751 - - - -
PCA 0.751 - - - -
ICA 0.751 - - - -

proposed method were executed only one time because
a unique initial seeding can be set up. Table IV lists
the experimental results for theiris data set. Table V
lists the experimental results for thewine data set. Table
VI lists the experimental results for thesoybean-small
data set. Table VII lists the experimental results for the
breast-cancerdata set. Tables IV, V, VI, and VII have an
averagedNMI, a maximumNMI, a minimumNMI, and
a NMI when the clusters achieved minimum variance.

In IV, V, and VII tables, theNMIs of our proposed
method are the same as the maximumNMIs of the k-
means clustering method and the k-means++ clustering
method. TheNMIs of our proposed methods are achieved
by using only one initial seeding. Therefore, IV, V, and

TABLE V.
EXPERIMENTAL RESULTS FORwineDATA SET

method NMI NMI with max. min. avg.
min. variance NMI NMI NMI

k-means - 0.429 0.429 0.387 0.418
k-means++ - 0.429 0.429 0.387 0.418
KKZ 0.387 - - - -
PCA 0.429 - - - -
ICA 0.429 - - - -

TABLE VI.
EXPERIMENTAL RESULTS FORsoybean-smallDATA SET

method NMI NMI with max. min. avg.
min. variance NMI NMI NMI

k-means - 0.711 1.000 0.518 0.714
k-means++ - 0.711 1.000 0.711 0.806
KKZ 0.711 - - - -
PCA 0.711 - - - -
ICA 0.711 - - - -

TABLE VII.
EXPERIMENTAL RESULTS FORbreast-cancerDATA SET

method NMI NMI with max. min. avg.
min. variance NMI NMI NMI

k-means - 0.743 0.743 0.743 0.743
k-means++ - 0.743 0.743 0.743 0.743
KKZ 0.743 - - - -
PCA 0.743 - - - -
ICA 0.743 - - - -

TABLE VIII.
EXPERIMENTAL RESULTS FORODP Web corpusDATA SET

method NMI NMI with max. min. avg.
min. variance NMI NMI NMI

k-means - 0.555 0.589 0.392 0.514
k-means++ - 0.555 0.589 0.425 0.525
KKZ 0.531 - - - -
PCA 0.500 - - - -
ICA 0.638 - - - -

VII tables show that the proposed method outperforms
both the k-means clustering method and the k-means++
clustering method for theiris, wine, and breast-cancer
data sets of the UCI repository.

In IV and VII tables, theNMIs of the KKZ method
are the same as the maximumNMIs of the k-means
clustering method and the k-means++ clustering method.
The NMIs of the KKZ method are achieved by using
only one initial seeding. Therefore, the IV and VII tables
also show that the KKZ method outperforms both the k-
means clustering method and the k-means++ clustering
method for theiris and breast-cancerdata sets of the
UCI repository. However the V table shows that the
performance of the KKZ method is the worst among the
compared methods in our experiments.

We generally cannot provide true cluster data. Having
a NMI with minimum variance is the most important
issue for real-world applications. Table VI shows that
the NMIs of our proposed method are the same as the
NMIs of the k-means clustering method and k-means++
clustering method when the clusters achieved minimum
variance. This situation shows that the performance of our
proposed method is the same as the performance of the
k-means clustering method and the k-means++ clustering
method for thesoybean-smalldata set. And theNMI with
minimum variance is achieved by using only one initial
seeding.

In our experiments, the k-means clustering and k-
means++ clustering methods run100 times using different
initializations for the ODP Web corpusdata set. The
proposed method runs only one time because it can set
up a unique initial seeding. Table II lists the experimental
results of theODP Web corpusdata set. When the k-
means clustering method was applied to an ODP corpus,
the cosine distance was used as a similarity measure in our
experiments. The KKZ method and the proposed method
were executed only one time because they can set up a
unique initial seeding.

Table VIII shows that theNMI of our proposed method
is better than theNMI of the k-means clustering and k-
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means++ clustering methods when the clusters achieved
a minimum variance for theODP Web corpusdata set.
Table VIII shows that theNMI of the proposed method
was 0.638. This value is better than the maximumNMI
of the k-means clustering method and the maximumNMI
of k-means++ clustering method. In addition, theNMI of
the proposed method is better than theNMI of the KKZ
method and theNMI of PCA based method. Therefore,
Table II shows that the proposed method outperforms
the k-means clustering method, k-means++ clustering
method, KKZ method and PCA based method for the
ODP Web corpusdata set. In addition, the bestNMI is
achieved by using only one initial seeding.

B. Experimental results for large data sets

The k-means and k-means++ clustering methods were
executed100 times using different initializations for all
seven data sets from the CLUTO data sets. In our ex-
periments, the cosine distance was used as a similarity
measure when k-means clustering method was applied to
CLUTO data sets. KKZ method and the proposed method
were executed only one time because they could set up
a unique initial seeding. Table IX lists the experimental
results for the seven CLUTO data sets.

It is difficult to understand aspects of performance of
compared methods from table IX. Therefore, we would
now like to introduce the ratio between the number of
attributes and the number of samples. We could order the
results from the CLUTO data sets by using the value of
the ratio. Table X lists the ordered results of CLUTO data
sets. The underlined performances indicate the best ones.
The ratio denotes the following equation

ratio =
No. of attributes
No. of samples

. (11)

The NMIs of the k-means and k-means++ areNMIs
with the minimum variance in table IX.

When the ratio is smaller than10.00, table X shows
that shows the performance the proposed method based
on ICA is better than the performance of the k-means
clustering method, k-means++ clustering method and
KKZ method. In other words, theNMIs of the proposed
method is better than theNMIs of the k-means clus-
tering method, k-means++ clustering method and KKZ
method fork1b, tr41 andre1 CLUTO data sets. However,
when the ratio is larger than10.00, the performance of
the proposed method based on ICA is not better than
the performances of the k-means clustering method, k-
means++ clustering method and KKZ method in table X.
In other words, theNMIs of the proposed method are
not better than theNMIs of k-means clustering method,
k-means++ clustering method, and KKZ method fortr12,
tr11, tr45, and tr31 CLUTO data sets. When the ratio is
larger than10.00, the number of attributes is much larger
than the number of samples and it is difficult to find stable
independent components. Therefore, the proposed method
with ICA may not be able to perform well.

TABLE IX.
EXPERIMENTAL RESULTS FORCLUTODATA SETS

tr11
method NMI NMI with max. min. avg.

min. variance NMI NMI NMI
k-means - 0.630 0.730 0.523 0.635
k-means++ - 0.669 0.717 0.545 0.632
KKZ 0.578 - - - -
PCA 0.619 - - - -
ICA 0.585 - - - -

tr12
method NMI NMI with max. min. avrg.

min. variance NMI NMI NMI
k-means - 0.664 0.752 0.521 0.664
k-means++ - 0.621 0.689 0.425 0.621
KKZ 0.683 - - - -
PCA 0.500 - - - -
ICA 0.638 - - - -

tr31
method NMI NMI with max. min. avg.

min. variance NMI NMI NMI
k-means - 0.579 0.676 0.377 0.503
k-means++ - 0.523 0.641 0.392 0.507
KKZ 0.439 - - - -
PCA 0.504 - - - -
ICA 0.438 - - - -

tr41
method NMI NMI with max. min. avg.

min. variance NMI NMI NMI
k-means - 0.623 0.699 0.533 0.611
k-means++ - 0.651 0.730 0.530 0.620
KKZ 0.584 - - - -
PCA 0.680 - - - -
ICA 0.667 - - - -

tr45
method NMI NMI with max. min. avg.

min. variance NMI NMI NMI
k-means - 0.769 0.787 0.594 0.696
k-means++ - 0.794 0.794 0.564 0.697
KKZ 0.660 - - - -
PCA 0.744 - - - -
ICA 0.722 - - - -

k1b
method NMI NMI with max. min. avg.

min. variance NMI NMI NMI
k-means - 0.537 0.649 0.421 0.518
k-means++ - 0.523 0.611 0.422 0.521
KKZ 0.491 - - - -
PCA 0.438 - - - -
ICA 0.587 - - - -

re1
method NMI NMI with max. min. avg.

min. variance NMI NMI NMI
k-means - 0.541 0.578 0.460 0.523
k-means++ - 0.545 0.575 0.465 0.545
KKZ 0.557 - - - -
PCA 0.557 - - - -
ICA 0.575 - - - -

C. Computational costs

Next, we explain the computational cost of the pro-
posed method from an experimental point of view. In our
experiments, we used a Windows Vista 32 bit machine
that has an Intel Core 2 Duo E8600 3.34 GHz and 4 GB
memory. Table XI lists computational times of four UCI
repository data sets.

We can find from this table that the computational time
of the proposed method is larger than the computational
time of the k-means clustering method for the four UCI
repository data sets. The k-means clustering method was
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TABLE X.
ORDERED EXPERIMENTAL RESULTS BASED ON RATIO(NO. OF

ATTRIBUTES/NO. OF SAMPLES) FOR CLUTODATA SETS

data set ratio proposed k-means k-means++ KKZ

tr12 18.54 0.638 0.664 0.621 0.683
tr11 15.52 0.585 0.630 0.669 0.578
tr45 11.97 0.722 0.769 0.794 0.660
tr31 10.92 0.438 0.579 0.523 0.439

k1b 9.33 0.587 0.537 0.523 0.491
tr41 8.49 0.667 0.623 0.651 0.584
re1 2.26 0.575 0.541 0.545 0.557

TABLE XI.
COMPUTATIONAL TIMES (SEC.) FOR UCI REPOSITORY DATA SETS

method iris wine breast-cancer soybean-small
k-means 0.0032 0.0034 0.0059 0.0041
proposed 0.0748 0.0948 0.0643 0.0773

executed100 times using different initializations for all
four data sets of the UCI repository.

Table XII lists computational times of thetr45 CLUTO
data set. We can find from this table that the computa-
tional time of the proposed method is smaller than the
computational time of the k-means clustering method for
a CLUTO data set. The k-means clustering method was
executed100 times using different initializations for all
four data sets of the UCI repository. In other words, the
computational time of the proposed method is smaller
than the computational time of the k-means-clustering
method for large data sets that contain many attributes.
Generally, the Web contains a lot of documents with many
attributes. Therefore, the proposed method is useful for
the Web.

VI. CONCLUSION

We proposed a method that combines the k-means
clustering method with an Independent Component Anal-
ysis based seeding method and a Principal Component
Analysis based seeding method, and compared the per-
formances of the proposed method with the performance
of the standard k-means clustering method, k-mean++
clustering method, and k-means clustering method with
a KKZ seeding method.

From our experimental results for small data sets (UCI
repository data sets), our proposed method performed the
same as or better than the standard k-means clustering
method, k-means++ clustering method, and k-means clus-
tering method with a KKZ seeding method.

From our experimental results for large data
sets(CLUTO data sets), our proposed method based
on ICA performed better than the standard k-means
clustering method, k-means++ clustering method, and
k-means clustering method with a KKZ seeding method
when the ratio between the number of attributes and the
number of samples is smaller than10.00. When the ratio
between the number of attributes and the number of
samples is larger than10.00, our proposed method based
on ICA did not perform better than the standard k-means
clustering method, k-means++ clustering method, or

TABLE XII.
COMPUTATIONAL TIMES (SEC.) FOR tr45 CLUTODATA SET

method tr45
k-means 90.42× 100
proposed 52.39+90.42

k-means clustering method with a KKZ seeding method.
Generally, the Web has a lot of documents and the ratio
between the number of attributes and the number of
samples is small. Therefore, the proposed method is
useful for the Web.

For our future work, we plan to theoretically analyze
the computational cost of the proposed method, and to
conduct research on how to decide the number of clusters
based on the observed data distribution.
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Abstract— Nowadays netizens embark on a prevalent 
lifestyle to actively voice out their opinions online that 
includes both forums and social networks (Web 2.0). Their 
opinions which initially are intended for their groups of 
friends propagate to attentions of many. This pond of 
opinions in the forms of forum posts, messages written on 
micro-blogs, Twitter and Facebook, constitute to online 
opinions that represent a community of online users. The 
messages though might seem to be trivial when each of them 
is viewed singularly; the converged sum of them serves as a 
potentially useful source of feedbacks to the current affairs 
after analysis. A local government, for instance, may be 
interested to know the response of the citizens after a new 
policy is announced, from their voices collected from the 
Internet. However, such online messages are unstructured 
in nature, their contexts vary greatly, and that poses a 
tremendous difficulty in correctly interpreting them. In this 
paper we propose an innovative analytical model that 
evaluates such messages by representing them in different 
moods. The model comprises of several data analytics such 
as emotion classification by text mining and hierarchical 
visualization that reflects public moods over a large 
repository of online comments.  

Index Terms— Emotion classification; text mining; 
hierarchical visualization 

I.  INTRODUCTION

Netizens nowadays develop a habit of whining out 
their opinions in the virtual world, through blogs, social 
networks as well as community forums. Their purpose 
may be just to share their views, casually or consciously, 
in response to all kinds of world events and individual 
topics of interest. From the postings and counter-replies, 
it has evolved into a trend of social acquaintance in the 
virtual world [1]. Twitter has more than 180 million 
unique visitors per month, and a total amount of 
messages close to a trillion. Facebook also has a 
population of 166 million active users whose posts 
amount to an astronomical figure. And these figures are 
still undergoing some phenomenal growth. 

Recently government agencies established their 
community groups on Facebook. The motive could be in 
twofold: to disseminate information to the online users, 
and to probably listen to their opinions. However, to the 
second motive, assuming that the government agency 

bothers to pay attention to those opinions, there is an 
inherent challenge in the format of the data. They are 
unstructured both in grammar and context. As users are 
free to post anything under the sun, the format is not in 
formal writing (unlike official letters); slangs may be 
used and they differ from culture to culture. On the 
brighter side, netizens are responsive to new posts and 
new events. For example, any world news, such as 
earthquake, terrorist attacks or economic crisis that rock 
the world would attract them to proactively post and 
encounter post on each other’s messages. They share their 
views in different emotions, pertaining to the subject that 
they are commenting about. The online messages come in 
very different types of wish-making, suggestion, political 
opinion, critics and praises, or dissatisfaction to share 
among friends and the rest of the world. 

In addition to the obstacles of data formats and 
contexts, a government or organization may face another 
challenge due to the dynamic nature of the distributed 
online comments, which arise both in tremendous 
quantity and at a very high speed. The contents of the 
comments may change over time too; for example, an 
invention of a vaccine for a global epidemic disease may 
first be cheered as “happy” news. Should it be later found 
as a hoax, the general comments may gradually switch to 
mood of “disappointing” or even “hilarious”. 

Organizations do need some autonomous method to 
classify the messages into different moods and kinds of 
opinions, in contrast of the previous works of deciphering 
their actual meanings. Currently manual work is required 
by a human user to comprehend the messages by his 
knowledge background and relate them as opinions being 
talked about of a particular event. Because there are large 
diversities of words and vocabularies representing 
different emotions, it is important to tap on the cultural 
background knowledge. 

Emotion is a complex psycho physiological experience 
of an individual's state of mind as interacting with 
biochemical and environmental influences. In humans, 
emotion fundamentally involves "physiological arousal, 
expressive behaviors, and conscious experience" [2]. 
Emotion is associated with mood, temperament, 
personality and disposition, and motivation. Emotion 
doesn’t exist in computers that are based on logics. 
Emotion also may not be easily calculated by a formula. 
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Emotion is a fuzzy state; hence machine learning 
algorithms that are able to represent non-linear relations 
between the occurrence of a series of keywords in the text 
and the predicted class of emotion, are appropriate for 
handling this type of problems such as Artificial Neural 
Network and Decision Tree algorithms [3]. Before 
entering the comments in to an emotion classifier, we 
need to translate sentences to relative metadata which are 
represented in abstract levels. To translate sentences to 
metadata we make use of a linguistic dictionary to 
categorize, stemming methods that filter out unimportant 
words, vector space model for establishing the 
importance of words by measuring their frequencies and 
group the significant words into meta-data. 

“Point of view” is another important factor that 
contributes to understanding emotions. We utilize 
information from online news to establish a neutral 
evaluation standard. Since opinions in newspapers are in 
journalistic and relatively objective style, we adopt so as 
a standard for describing neutral opinions. The other 
usage of newspaper is it may contain the background 
story of an event. By comparing the evaluation standard 
and online comments we can have some benchmark for 
positioning a neutral point in our visualization which 
shows information in different levels, thus we call it 
“Hierarchical Visualization”. The Hierarchical 
Visualization can provide the trend of public mood, detail 
of the range about mood and it can be directly used for 
government or organization to understand their citizens’ 
or customer’s feedbacks. The Hierarchical Visualization 
reveals the moods of the public in general, instead of 
displaying a long list of individual comments. Our 
proposed Hierarchical Visualization is designed for high-
level users who often prefer to glimpse at an overall view 
of the public opinions, without going into details or 
crunching over the numeric figures. This method 
proposed in this paper is subtle which doesn’t require 
costly massive scale of survey questionnaires that probe 
answers directly from citizens. 

II.  OUR PROPOSED MODEL

Before collecting information from the Internet, a 
specific Research Topic (or topic of interest) to be 
analyzed should be defined. Research topics could be of 
any current affair or any latest government policy which 
netizens are keen to comment about. The next step is to 
download the data from relevant sources. The easiest way 
to confirm the date of the event that happened can be 
referred from the official news. News published on the 
Internet usually would have highlighted by some 
keywords that can be extracted from the tags that appear 
at the bottom of the page – the keywords are useful for us 
to define the metadata of a research topic. Overall, for 
each research topic, we use the time, the metadata, as 
settings of parameters for the web downloading software 
to congregate Internet comments within a reasonable time 
range (e.g. 80% of netizens talked about Michael 
Jackson’s death within only 5 months). The information 
downloaded will be used to build up two kinds of 
databases. One is a repository of online News that are 

tagged with date of occurrence, plus the related metadata 
for ontology [4]; the second one is the postings extracted 
from some social networks and micro-blogging sites. 
Twitter and Facebook are used as experiments in this 
paper. HTML tags are cleansed in the preprocessing step. 
The information about the poster’s information, such as 
IP (which may not always be available), time of posting, 
user’s background or other will also be collated. 

There are several approaches to build a Moods engine 
which is used to classify the mood of a given online 
article or piece of text. It was suggested in [5] that a 
Moods engine to be based on a standard dictionary for 
embracing the keywords by using an artificial neural 
network (ANN). The relevant words that are related to 
different emotions from a well-known dictionary 
reference are used as training data to build up a number 
of ANNs, one for each type of emotion so that it can be 
used subsequently to recognize the perceived emotion out 
from a testing text. Optionally, one may incorporate 
MSN-style of acronyms or emoticons to represent 
emotions [6], e.g. a smiley is a symbol of happiness 
written as :-) Short-names commonly used as cyber 
etiquettes like W.T.H/F. (anger plus astonishment) and 
I.M.H.O (neutral narration) could also be added on. One 
ANN is to be trained and employed to describe one type 
of mood. The mood engine is to be fine-tuned with users’ 
subjective experiences for improving the accuracy. So the 
major function of the mood engine is to distinguish a 
resultant mood by reading through a pile of text messages. 

The evaluated news will also train the ANN of 
different moods. The ANN of a particular mood is 
represented by the weights trained by the training data. If 
a piece of news was marked or flagged as “happiness”, 
the news would be used to train the “happiness” ANN 
model. Data from the Internet comments databases would 
be used as testing data to be tested in the ANNs for 
deciding which mood(s) they belong to.  

Alternatively, as proposed in this paper here, a generic 
text classifier can be trained by some predefined training 
texts which have already the labeled classes of emotions 
assigned in the training data. This approach requires pre-
assignment of verdict classes (emotions) on the training 
dataset that is made up of news which we already known 
the emotion class that they belong to. The training dataset 
would be processed by text mining techniques that 
include a sequence of data-preprocessing steps such as 
stemming, data cleaning and transforming of the 
keywords to attributes of frequency of occurrences. Text 
classification is adopted here as a generic approach that 
could be powered by a range of different underlying 
algorithms. After a classifier is trained with sufficient 
records that have the labeled emotions, it could be 
deployed for automatically classifying the expected 
emotions from the future texts. It is recommended that 
the classifier has to be trained first to certain acceptable 
accuracy from training data taken from online news 
pertaining to a Research topic or a category of current 
affairs. Then it would be used for classifying emotions 
from testing data that are to be scraped from users’ posts. 
The workflow of the model training is shown in Figure 1. 
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Figure 1. The workflow of training the classifier for recognizing 
emotions from online news. 

Once the emotion classifier is trained and its 
performance accuracy reaches an acceptable level, the 
classifier is ready to classify emotions from new data. 
Posts and messages made by online users are retrieved 
and formatted in the same way as in the training process 
for the classifier. Given the new data, the classifier 
classifies new instances of online users’ opinions into 
emotion groups. The advantage of this text mining 
approach is the generality that different machine learning 
algorithms as well as different dimensionality reduction 
algorithms can be used, even in combination, for the 
optimal results. Figure 2 shows the subsequent process. 

Figure 2. High-level view of the emotion classification process. 

The output results will be processed in presentation 
engine and displayed in the Hierarchical Visualizations. 
Multiple levels of visualizations are used because the 
details of the results could be shown in different depths, 
depending on the choice of the user for the desired 
resolution. Too much information in visualization is 
confusing to the users. Users can opt to choose a viewing 
level interactively in the control panel of the visualization 
software. 

The results are shown in graphical form so that it is 
easy to captivate the attention of the user, and possibly to 
spot any special patterns visually. The user can zoom in 
and out at will, or to display the full details for further 
analysis when necessary. Colors are used to represent the 
different emotions respectively. The following example 
in our experiment is on the topic of “Hengqin Campus 
Project of University of Macau”. We set up a list of 
colors [7] to represent different moods. The circle 
represents moods of an event and we use the angles 
represent the percentage of the moods. In Figure 3, it is 
easy to get to know the public mood about an event based 
on the comments collected from the Internet. In the 
software, we can scale to level 2 of the hierarchical 
visualization as shown in Figure 4 when we select the 
two colors in the circle. Since the colors are not fixed, the 
visualization is interactive with the end-user. The user 
can focus his attention on which moods that the general 
public feels about the specific topic. In this zoom-in level 
of visualization, we may want to analyze about the 
genders of the users who posted their opinions (and 
subsequently reflected by their moods), just for example. 
The wave line in Figure 4 is representing the number of 
people who are in different moods with different gender, 
one on each side of the belt. In the next level, we can 
select a location to be analyzed. The locations, gender 
and moods relationships are presented in this level. In 
Figure 5, the chart shows visually that how users in 
different locations carry certain moods. The level of 
details can be increased optionally; for example, the 
locations can further break down to suburbs, streets, etc. 
Other dimensions can be added or switched too 

Figure 3. Level 1 of the visualization. 

Figure 4. Level 2 of the visualization. 
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Figure 5. Level 3 of the visualization. 

The proposed system can help organizations or 
government to understand the opinions which are in 
response to a news event or a policy announcement, 
without doing meticulous survey to collect public 
opinions. The system is easy enough to use, for revealing 
the public moods based on a given event. The system 
features about consideration of a culture of a country by 
training the emotion classifier using news samples from 
the local online news website. For example, CNN for 
Americans, CBS/BBC for English, ABC for Australian, 
ChannelNewsAsia for Asians, just to name a few. 
Cultural perceptions influence on how the citizens 
express their views, hence the choice of words being said 
and posted on online forums. For example, the word 
“cool” may mean a cheerful mood in the Western culture, 
but otherwise in oriental or other conservative cultures 
who take the word “cool” literally as “indifferent” in 
character. However, different versions of the system may 
be needed to be built for different cultures [8], but the 
training datasets and hence the classifiers would be 
unique in each culture. As such, an analyst who uses the 
system by different cultures can understand where, who, 
which age group, how many people and what they feel in 
the visualization, in response to an event, based on the 
analysis from the Internet comments. 

III.  EXPERIMENT

In order to validate the concept of our proposed model, 
a text mining program is built by using Weka which is an 
open-source JAVA platform for evaluating machine 
learning algorithms by University of Waikato. 
Specifically, text classification is implemented under the 
text mining domain and training datasets of different 
emotions are used for the experiment. We aim to test-
drive the classifier with different machine learning 
algorithms and different dimensionality reduction 
methods. It is a known challenge in text mining that the 
accuracy is almost directly pegged on how well the 
dimensionality of the dataset can be tamed. The training 
data which are obtained from online news platforms are 
unstructured in nature. In addition to standard data pre-
processing techniques like filtering noise and stemming 
(a process for removing redundant words), dimensionality 
reduction algorithms for reducing the number of 
attributes that are used to represent the essence of the text 
and amount of instance number are applied in our 
experiment. An outliner removal algorithm is used for 
trimming off data rows that have exceptionally different 
values from the norm. For reducing the number of 

attributes, two standard Feature Selection algorithms (FS) 
are used, together with a novel approach called Attribute 
Overlap Minimization (AOM) are applied. Readers who 
want to have further details about these algorithms should 
refer to [9].  

The training data are excerpted from CNN news 
website, of the news articles that were released for ten 
days across the New Year 2012 (one week before and one 
week after the New Year eve). The news collection has a 
good mix of political happenings, important world events 
and lifestyles. One hundred sample news were obtained 
in total, and they were rated manually according to six 
basic human psychological emotions, namely, Anger, 
Fear, Joy, Love, Sadness and Surprise. The data are 
formatted into ARFF format (as required by Weka), 
having one news per row in the following structure: 
<emotion>, <”text of the news”> where the second field 
has a variable length. The training dataset is then subject 
to the above-mentioned dimensionality reduction 
methods for transformation to a concise dataset in which 
the attributes have substantial predictive powers 
contributing to recognizing emotions from the text strings.

The Feature Selection algorithms used include, 
CfsSubset, ChiSquaredAttribute, InfoGainAttribute, 
SignificanceAttribute, and SymmetricalUncertAttribute. 
The full explanation about these algorithms can be found 
on Weka homepage. As shown in our experimental 
results in Table 1, CfsSubset generally can achieve the 
best classification accuracy by filtering most but retaining 
only the minimum set of elite attributes that have most 
predicting powers. The rest of the FS algorithms produce 
almost identical results though ChiSquare and InfoGain
are relatively more popularly used in data mining 
community. Accuracy is defined by the percentage of the 
number of correctly classified instances over the total 
number of instances in the training dataset. By applying 
attribute reduction and data reduction, we can observe 
that the initial number of attributes have reduced greatly 
from 8135 to 19. Having a concise and elite amount of 
attributes is crucial in real-time application, and in text 
mining, the number of attributes is proportional to the 
coverage of news articles – the more unique words 
(vocabularies) that are being covered, the greater the 
amount of attributes there are. Text classification 
essentially works on the principle of finding the non-
linear relations of co-occurrences of important keywords 
in a given text, measured by their occurrence frequencies. 

It is found from the results in Table 1 that using the FS 
algorithm CfsSubset together with other techniques can 
effectively achieve a classifier (Decision tree is selected 
in this example) that has the lowest number of tree size, 
highest accuracy and shortest training time. A compact 
tree size in Decision tree algorithm means least 
consumption of heap memory space that is essential for 
real-time applications where memory space may be an 
operational constraint. Short training time implies that the 
classifier model takes only a short while for updating or 
even rebuilding the tree model that will be useful for 
application scenarios where frequent updates may be 
necessary for fast-changing data inputs. 
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The experiment is then extended to evaluate the use of 
machine learning algorithms, with the objective of 
achieving the highest accuracy. The selection list of the 
machine learning algorithm used in our experiment here 
is by no means exhaustive, but will form the basis of a 
performance comparison which should supposedly cover 
most of the popular algorithms. The machine learning 
algorithms are grouped by four main categories, Decision 
Tree, Rules, Bayes, Meta and Miscellaneous; all of them 
are known to be effective for data classification in data 
mining to certain extents. The list of algorithms is shown 
in Table 1, and their details can be found in [9]. 

TABLE I. LIST OF CLASSIFICATION ALGORITHMS USED IN THE 
EXPERIMENT

The experiments are conducted according to the 
workflow depicted in Figure 1. After the training data are 
cleansed, formatted and labeled, they were subject to the 
dimensionality reduction algorithms for improving the 
accuracy of the classifier. Three groups of resultant 
datasets were text-mined by different classification 
algorithms that are specified in Table 1. They are the 
original dataset without any dimensionality reduction, 
transformed dataset with reduced attributes, and 
transformed dataset with both attributes reduced and 
outliners removed. The results in terms of accuracy are 
shown in Figure 6 and Figure 7. The experiments are 
repeated for trying two most popular FS algorithms – 
CfsSubset and InfoGain. While the former FS algorithm 
chooses only the minimum number of the attributes that 
have significant contributing predictive power, the latter 
algorithm retains most of the attributes that have at least 
non-zero information gain towards the decision tree 
induction. Figure 6 shows the classification results from 
dataset filtered by CfsSubset, and Figure 7 shows those 
filtered by InfoGain. 

It can be seen that the classifiers performed poorly 
over the original dataset, but the accuracy greatly 
improved once the attributes are reduced. A more than 
100% gain increase is observed between the original data 
and the attribute-reduced data. This gain can be observed 
for most of the classification algorithms except for FURI 
and RIPPER. It makes little difference between FS 
algorithms for CfsSubset and InfoGain, which means 
CfsSubset can be used for minimum number of attributes. 
From the results of Figures 6 and 7, approximately 4% to 
18.3% increases in accuracy are observed between the 
results obtained from attribute-reduced data and both 
attribute-reduced and outliner removed data. All the 
classification algorithms perform consistently well. Naïve 
Bayes classifier (NB) however, achieves the highest 
accuracy 86.8% in all cases. It in fact is the only classifier 
which has no effect by using CfsSubset and InfoGain
feature selection algorithms. NB is independent of the 
feature selection algorithm and the candidate that yields 
the highest accuracy when a combination of 
dimensionality reduction techniques is used. For this 
reason, mood classification application is suggested to 
adopt NB for effectively classifying online text messages 
into a class of one of the six emotions. The following part 
of the experiment is to classify newly acquired text data 
by using the trained classification model. 

IV.  RELATED WORK

There is a similar project named “Twitter mood maps 
reveal emotional states of America” in America. It has an 
idea to present human mood in a timeline superimposed 
on an America map with different colors. This method 
takes individual words out of context. If someone tweets 
“I am not happy”, the team’s method counts the tweet as 
positive because of the word “happy”. It is based on 
current state of Twitter user and by possibly keyword 
matching methods. Unlike our proposed model, it does 
not shows results from multi-dimensions, and the fuzzy 
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natures of mood matching and different cultural aspects 
were not considered. 

Another academic research work that is very similar to 
ours is [10], by the authors Tao et al. Tao regarded that 
the Web has become an excellent source for gathering 
and realizing public voice. The paper discusses a method 
for exploring the public mood levels at the time of 
posting. Hence the results are presented as two-
dimensional graphs with the y-axis being the mood level, 
and the x-axis as a time-line. Again, the two dimensions 
of variables for presenting mood levels can be extended 
to multiple dimensions as proposed in this year. Also the 
paper [10] used corpus aggregating method for measuring 
mood level, and the case study was on emergency 
scenarios, where a flexible classifier that can be chosen 
from a collection can be used in our model for handling 
application situations. In addition, our model incorporates 
with a hierarchical visualization program, and our 
experiments showed that the prototype can be used in 
general situations. 

V.  CONCLUSION

In this paper we proposed and defined an analytical 
model for evaluating online users’ comments in response 
to a given event. Our model features a Mood engine made 
up of a number of dimensionality reduction algorithms, 
and text classification machine learning algorithms, that 
can effectively classify a text into one of the six human 
basic emotions aka moods. The moods can be changed 
and calibrated according to different cultures by re-
training the text classification model. The classifiers can 
be trained by using standard words or past news with 
predefined emotions assigned by human experts. The 
trained classifier is then used to detect types of moods 
and their intensities from a pool of new messages and 
postings collected from micro-blogs and social networks 
that constitute a large online community as a whole. The 
online comments are inputted to the mood engine and the 
comments are categorized into types of moods. 
Aggregating categorized comments and their moods are 
fed into a hierarchical visualization program that shows 
interactively different dimensions of the information with 
respect to the public Mood. A prototype is built and 
results show that the model is feasible. This paper 
contributes a text classification model for this job; its 
efficacy is experimented by considering a wide range of 
classification algorithms and several feature selection 
algorithms. It is found that Naïve Bayes classification 
algorithm outperformed the rest, and it is independent of 
which feature selection algorithm is being used. The 
techniques and model presented in this paper are generic 
which means a specific algorithm can be replaced by a 
new candidate, and it is believed to work on other similar 
mood detection scenarios such as analysis of help-desk 
logs, customers’ feedbacks, online reviews etc. The core 
engine of the model is the Mood Engine which essentially 
is shown to be possible by implementing it with an 
appropriate text mining algorithm and a sequence of 
dimensionality reduction methods. The advantage is a 
simple and flexible model with reasonable accuracy. 
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Figure 6. Accuracy results of classifiers in percentage with different types of datasets based on CfsSubset FS algorithm. 

Figure 7. Accuracy results of classifiers in percentage with different types of datasets based on InfoGain FS algorithm. 
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Abstract— Seamless vertical handoff between different 

access networks in the next generation wireless networks 

remains a challenging problem. A recent vertical handoff 

scheme that is based on Signal to Interference and Noise 

Ratio (SINR) may not be the best scheme for selecting the 

service access point or base station. Although this SINR-

based scheme has higher system throughput and lower 

disconnection probability as compared with other vertical 

handoff schemes, we presume that the distance is a good 

criterion for decreasing service disconnection probability 

and increasing system throughput. The Distance-based 

Scheme for Vertical Handoff (DSVH) that we propose in 

this paper for heterogeneous wireless networks is a reactive 

vertical handoff scheme. We suggest that vertical handoff be 

based on the Received Signal Strength (RSS) and the 

distances to access points or base stations, where the main 

goal of this scheme is to enhance system performance in 

terms of reducing service disconnection probability and 

increasing system throughput. The simulation experiments 

show that our proposed scheme, DSVH, significantly 

outperforms the SINR-based scheme. It reduces the number 

of dropped users by 20%. However, the throughput 

improvrmrnt is insignificant; it is about 1%. 

 

Index Terms—Vertical handoff, SINR, RSS, Heterogeneous 

Wireless Networks  

 

I INTRODUCTION 

Nowadays, mobile users demand to be connected with 

the Internet while they move freely, and Always Best 

Connected (ABC) has become a very important service 

for mobile users so as to get high quality services at high 

data rates [2]. 

 A state-of-the-art Fourth Generation (4G) wireless 

network is composed of different wireless subnetworks 

that complement each other [3]. The integration of such 

heterogeneous subnetworks should allow mobile stations 

(MSs) to choose the most appropriate access subnetwork 

among the available alternatives (these include IEEE 

802.11 Wireless Local Area Network (WLAN) and IEEE 

802.16 Worldwide interoperability for Microwave Access 

(WiMAX)), in addition to the traditional cellular 

networks. 

One of the important issues in mobility is mobility 

management. This is concerned with location 

management and handoff management [6]. Location 

management enables the system to track the locations of 

mobile stations continuously as they move from one 

location to another; this might be in the same system or to 

a different one. On the other hand, handoff management 

aims to maintain an active connection with high quality 

between the MS and the network during the movement of 

the MS. This process requires keeping track of the state 

of the MS, either when it is linked with some Base 

Station (BS) [7] or when it is moving from one BS to 

another [8].  

Handoff can be either horizontal or vertical [1]. A 

horizontal handoff takes place when the MS switches 

between points of attachment supporting the same 

network technology. For example, between two 

neighboring BSs of a cellular network. On the other hand, 

a vertical handoff occurs when the MS switches between 

points of attachment supporting different network 

technologies, for example, between a cellular network BS 

and an IEEE 802.11 AP  [9][10]. A handoff process can 

be divided into three stages: initiation process (radio link 

transfer), decision process and execution process 

(channel assignment) [11] [12]. 

In this paper, we are interested in vertical handoff. 

Several criteria have been proposed in the literature for 

use in vertical handoff schemes. The main criteria used 

are discussed below: 

 Received Signal Strength (RSS): is the most widely 

used criterion to decide which network to use for the 

handoff from a candidate list of networks. It is easy to 

measure and it is directly related to service quality. 

Obviously, RSS depends on the velocity of the MS, 

and on the distance between the MS and its point of 

attachmen. When a MS notices that the RSS is 

gradually decreasing, it can be assumed that the MS is 

moving away from the AP. When the RSS is 

increasing, then the MS is moving towards an AP. The 

speed and direction of a mobile node indicate the 

length of time the current connection can be 

maintained. Another factor is the coverage area of the 

network. A small coverage area would cause excessive 

handoffs between access points within the same 

network, which can lead to high packet loss. 

 Signal to Interference plus Noise Ratio (SINR): is the 
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ratio of the power of the received desired signal to the 

average noise power at the receiver. SINR can be 

improved by increasing the transmitted power, 

decreasing the coverage range and using a better Low 

Noise Amplifier (LNA). 

 Available Bandwidth: is the volume of data per unit of 

time that a transmission medium can handle [1]. It is a 

good indicator of traffic conditions in the access 

network. When a high bandwidth network, for 

example, a WLAN is heavily loaded or congested, the 

MS can switch to a lower bandwidth connection. 

A. Background on Radio Wave Propagation 

Radio wave propagation deals with the properties and 

behavior of radio waves as they propagate from the 

sender to the receiver. There are three key factors that 

may impede the propagation of waves. They are 

reflection, diffraction and scattering. Reflection occurs 

when radio waves collide with a very large object, such 

as a mountain, a hill and a tower. Diffraction occurs due 

to collision with an aliasing object (i.e., an object that 

contains wavy edges and many protrusions surfaces). 

Scattering happens when the radio waves pass through 

paths that contain a large number of objects with small 

dimensions compared with the wavelength, such as 

foliage, herbs and street signs [14]. 

Path loss indicates the decline in the power of the wave 

during transmission from the sender to the receiver. In 

general, the path loss depends on the properties of the 

environment, the topography of the earth and the 

propagation medium, and the distance between the 

sender, the receiver, and the height of the BS/AP [13]. 

The propagation or path loss from the sender antenna 

to the receiver antenna is computed using the equation:  

PL =  10 log [ Pt / Pr] 

Where PL is the path loss in decibels (db), Pt is the 

transmitted power in watts, and Pr is the received power 

in watts. 

Several models have been proposed for computing the 

path loss in various environments. These models are 

based on experiments in real environments, where all 

objects that are present in a particular experimental 

environment are taken into account, whether they are 

mountains, towers or buildings … etc [15]. 

Okumura’s Model [16] is a well-known model for 

predicting the value of the path loss in an urban 

environment. This model is applicable when the 

frequency of waves is within the 150-1920 MHz range 

[17], the distance between the sender and receiver is from 

1-100 km, and the height of the antenna of base station is 

from 30-1000 m. To determine the median path loss 

between the sender and receiver, Okumura developed a 

set of curves that give the median attenuation (Amu) 

relative to free space in an urban area with BS antenna 

height of 200 m and mobile station (MS) antenna height 

of 3 m. [15]. Another model, the Hata model, is an 

extension of the Okumura model [18]. This model is 

applicable for the 150-1500 MHz frequency range, the 

sender-to-receiver distance range of 1-20 km, and base 

station heights from 30 to 200 meters and MS heights 

from 1 to 10 meters.  

B. Problem Definition and Motivation 

A recent SINR-based vertical handoff scheme [28] 

[29] has higher system throughput and lower 

disconnection probability as compared with other vertical 

handoff schemes. However, we presume that the distance 

is a better criterion for decreasing. service disconnection 

probability and enhancing system throughput when 

selecting the best AP or BS. We propose that wave 

propagation models use the distance to the AP/BS as a 

main parameter, and propose a reactive distance-based 

vertical handoff scheme that aims to improve 

performance as compared with the recent SINR-based 

vertical handoff scheme. The proposed scheme has been 

designed and simulated using MATLAB. In order to 

evaluate the performance of our proposed scheme, we 

have compared our results to those of the SINR scheme. 

The reason behind choosing the SINR scheme is that it 

has high system throughput and low disconnection 

probability as compared with other vertical handoff 

schemes.  

II LITERATURE REVIEW 

Vertical handoff schemes are essential components of 

the structural design of the forthcoming 4G 

heterogeneous wireless networks. These schemes need to 

be designed to provide the required QoS to a wide range 

of applications while allowing seamless roaming among a 

multitude of access network technologies [1].  

There are many proposed schemes for vertical handoff 

in heterogeneous networks, which can be grouped into 

four categories: RSS-based, bandwidth-based, area-based 

and fuzzy logic-based vertical handoff scheme.  

A. RSS-based Vertical Handoff Schemes 

The idea of the RSS based vertical handoff schemes is 

to calculate and compare the RSS of the current point of 

attachment against the others to make handoff decision. 

A lot of previous work and studies have been conducted 

in this topic [23] [24] [25] [26]. In this section we discuss 

three representative RSS based vertical handoff schemes. 

Zahran et al [23] [27] proposed an adaptive lifetime-

based vertical handoff (ALIVE-HO) scheme which takes 

into consideration the RSS, handoff latency, application 

QoS and delay tolerance, by presenting an application-

based signal strength threshold (ASST) tuning 

mechanism to study the performance of vertical handoff 

between Third Generation (3G) cellular network and 

WLAN. The ASST have a significant role in future 

generation wireless networks where access technologies 

with different characteristics are expected to seamlessly 

co-exist and efficiently inter-operate. Therefore, the 

ASST can be optimally tuned for any access network 

based on practical system characteristics and 

requirements. In this scheme, the vertical handoff 

between 3G cellular network and WLAN can be 

described through two cases; in the first case, when the 

MS moves towards a WLAN cell. The handoff to the 

WLAN is trigger if the average RSS measurement of the 
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WLAN signal is larger than a threshold (MITWLAN) and 

the available bandwidth of the WLAN meets the 

bandwidth requirements of the application. While in the 

second case, when the MS moves away from the 

coverage area of a WLAN into a 3G cellular network 

cell, a handoff to the 3G cellular network is initiated 

under the conditions that the average RSS of the WLAN 

connection falls below a predefined threshold 

(MOTWLAN), and the expected lifetime is less than or 

equal to the handoff delay. An analytical framework has 

been proposed to evaluate the performance of adaptive 

lifetime-based vertical handoff (ALIVE-HO) scheme, 

which is validated by computer simulation. This 

analytical framework proved that by introducing the 

lifetime metric the algorithm adapts to the application 

requirements and the MS mobility reducing the number 

of superfluous handoffs, and there is an improvement on 

the average throughput that provides for the MS because 

of the MS’s ability to remain connected to the WLAN 

cell as long as possible. 

Another scheme was designed to minimize the 

probability of unnecessary handoffs and to improve the 

overall network utilization. Yan et al [25] [26] proposed a 

vertical handoff decision scheme based on the distance of 

traveling distance within a WLAN cell (i.e. the time that 

MS is expected to spend within a WLAN area). The 

proposed scheme uses two thresholds which are 

calculated by the MS as it enters the WLAN area: 

Distance traveling threshold which based on RSS change 

rate (i.e. time that the MS is expected to spend within the 

WLAN area) and distance threshold which is calculated 

based on various network parameters such as handoff 

failure, handoff probability, radius of the WLAN area and 

handoff delays. A handoff to a WLAN is initiated if the 

WLAN coverage area is available and the estimated 

traveling distance inside the WLAN area is larger than 

the distance threshold. While a handoff to the cellular 

network is initiated if the WLAN RSS is continuously, 

fading and the MS reaches a handoff commencement 

boundary area based on its speed. The performance 

analysis showed that the main improvement of this 

scheme is that it minimizes the probability of handoff 

failures, unnecessary handoffs and connection 

breakdowns whenever the predicted traveling distance 

inside the WLAN cell is smaller than the distance 

threshold value.  

B. Bandwidth-based Vertical Handoff Schemes  

Bandwidth based vertical handoff schemes considers 

the available bandwidth for MS as the main criterion to 

make handoff decision. A lot of previous work and 

studies have been conducted in this topic [22] [27] [28] 

[29]. In this section, three representative bandwidth based 

vertical handoff schemes are discussed. 

Yang et al [22] proposed a bandwidth-based vertical 

handoff scheme between WLAN and Wideband Code 

Division Multiple Access (WCDMA) network, using the 

received Signal to Interference plus Noise Ratio as the 

handoff criteria. This scheme consider the combined 

effects of SINR from different access networks; where 

the SINR value from one network being converted to 

equivalent SINR value to the target network. A handoff 

to the network with larger SINR is performed, so the 

handoff algorithm can provide the knowledge of the 

achievable bandwidth from both access networks to make 

handoff decisions with QoS consideration. In addition to 

that, Yang et al [27] recently propose a Multi-

dimensional Adaptive SINR based Vertical Handoff 

scheme (MASVH) for next generation heterogeneous 

wireless networks. This scheme uses the combined 

effects of SINR, MS required bandwidth, MS traffic cost 

and utilization from participating access networks to 

provide seamless vertical handoff with multi-attribute 

QoS support. Simulation results confirm that the new 

MASVH scheme improves the system performance in 

terms of higher throughput and lower dropping 

probability, as well as reduces the MS traffic cost for 

accessing the integrated wireless networks.  

Ayyappan et al [28] [29] proposed SINR based vertical 

handoff scheme for QoS in heterogeneous wireless 

networks. In order to provide QoS inside the 

heterogeneous network, the vertical handoff scheme 

needs to be QoS aware, which can be achieved by gives 

the SINR based handoff better than RSS based handoff. 

This scheme considers the received SINR as a handoff 

criterion, which can be calculated using the Shannon’s 

capacity theorem as R = W log2 (1 +  / Γ) Where, R is 

the maximum throughput, W is the carrier bandwidth,  is 

SINR received at MS, Γ is the gap between uncoded 

quadrature amplitude modulation and channel capacity. 

The handoff is initiated when the MS receives higher 

equivalent SINR from another network. In such cases, the 

MS tries to switch to another network that will satisfy the 

service QoS attributes. Simulation results prove that the 

proposed SINR based vertical handoff scheme provides 

higher overall system throughput as well as minimum 

number of dropped MS. 

Rafiq et al [30] proposed a vertical handoff scheme 

that takes into account end-to-end QoS in addition to 

other common parameters. The scheme present an 

architecture involving an external host based light-weight 

server, called Access Link Utilization Monitor (ACUM) 

that disseminates the available end-to-end bandwidth to 

the mobile node to assist it in making a decision to 

maintain end-to-end service quality. The authors also 

describe a fuzzy logic based algorithm that is used in the 

handoff decision.  

C. Area-based Vertical Handoff Schemes  

Area-based schemes make use of geographical 

information that is gathered by either GPS devices or a 

physical layer support. Such additional coverage area 

information is exploited in making proper vertical 

handoff decision. In this section, two representative area-

based vertical handoff schemes are discussed. 

The mobility models of MS are used as input data for 

predicting the next served AP. Zhang et al [31] predict a 

handoff based on the movement of MS using its current 

location, direction and velocity, to predict the next 

location L [x, y] after certain period. It finds a serving AP 
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of the location L and if it different from the current AP, it 

initiates the handoff to that AP. Distance from AP is 

another scheme to predict a handoff that based on the 

current position of the MS. The MS compares the 

distance from the current associated AP with the distance 

from the APs of neighbor cells. When MS is moving 

away from the current AP, it calculates the time when it 

will get out of the cell. If it determines that it will be out 

of cell in several scans later, it decides the handoff and 

searches for the next nearest AP. If there is a nearer AP 

than the current associated AP, the MS determines the 

handoff to the nearest AP [31].  

D. Fuzzy Logic-basedVvertical Handoff scheme 

Shih-Jung [33] proposes the Fuzzy Normalization - 

HandOver Decision strategy algorithm (FUN-HODS), to 

obtain system-loading balance and to avoid failures 

caused by mobile node handovers to network access 

points with lower velocity capabilities and weaker RSS 

requirements. The characteristics of fuzzy normalization 

were applied to handover decisions to make vertical 

handover decisions as simple as the horizontal one. The 

simulation experiments proved that the handover fail 

probability in the FUN-HODS algorithm is lower than the 

handover fail probability for a traditional fuzzy algorithm 

when each mobile node has random velocity. 

III DISTANCE-BASED SCHEME FOR VERTICAL HANDOFF 

(DSVH) IN HETEROGENEOUS WIRELESS NETWORKS 

A. Overview 

As discussed before in section two, the radio wave 

propagation model has been determined for hotspot 

communication in wireless access technologies like 

WLAN and WCDMA network. This model is based on 

extensive experimental data and statistical analysis to 

compute RSS for WLAN and WCDMA network. The 

first idea in our scheme is to rely on this radio wave 

propagation model to calculate the RSS in both WLAN 

and WCDMA network as well as to study and evaluate 

the handoff process between WLAN and WCDMA 

network and vice versa. Our distance-based algorithm is 

based on RSS, WLAN and WCDMA network vertical 

handoff threshold value and minimum distance between 

mobile user and corresponding APs or BSs. The second 

idea in our scheme is to calculate the mean throughput 

value for WCDMA and WLAN based on Shannon 

capacity theorem [22] [28]. We consider WCDMA as an 

example of 3G networks. Shannon's theorem is based on 

the average RSS value, available bandwidth and the total 

noise or interference power over the bandwidth. It uses 

these parameters in computing channel throughput. In 

this paper we compare mean throughput values for 

WLAN and WCDMA network in both SINR and DSVH 

schemes, this is to see whether the proposed scheme 

improves the throughput. The Shannon theorem states 

that the throughput, R, is an upper bound of data rate that 

can be sent with a given average RSS through an analog 

communication channel subject to an additive white 

Gaussian noise of power Г. 

The expression below represents the maximum 

possible rate of information transmission through a given 

channel or system. The channel bandwidth, the received 

signal level, and the noise level set the maximum 

throughput rate. It is computed as follows: 

R = W log2 (1+ Ɣ / Г)                                               (1) 

Where R is the channel capacity (throughput) in bits 

per second. W is the bandwidth of the channel in hertz. Ɣ 

is the total received signal power. Г is the total noise or 

interference power over the bandwidth, measured in watt 

or volt. The RSS and throughput for both SINR and 

DSVH schemes are calculated and explained next. 

B. The SINR-based Scheme for Vertical Handoff in 

Heterogeneous Wireless Networks 

This section illustrates how we can calculate the RSS 

and throughput for both WLAN and WCDMA network 

based on SINR Scheme. 

Ɣ that is received at mobile user i when associated 

with WCDMABSj [22] [29] can be represented as:  

Ɣ BSj , i = GBS   PBS / (PB +   Ʃ (GBS PBS) – GBS   PBS)            (2)            

Where GBS is the channel gain power between mobile 

user i and BSj. PBS: is transmitting power of BSj. PB: is 

the background noise power at mobile user receiver end. 

Ɣ that is received at mobile user i when associated 

with WLANAPj [22] [28] can be represented as follows:  

Ɣ AP j , i = GAP   PAP / (PB  +   Ʃ  (GAP  PAP))             (3) 

Where GAP is the channel gain power between mobile 

user i and APj. PAP: is transmitting power of APi. PB: is 

the background noise power at mobile user receiver end. 

In SINR scheme, Shannon’s capacity formula is 

applied, as it is, where the value of Ɣ represents the RSS 

at the mobile user. Therefore, we can use the Shannon’s 

capacity formula (1). 

C. The Distance-based Scheme for Vertical Handoff 

(DSVH) in Heterogeneous Wireless Networks 

The distance-based scheme for vertical handoff in 

heterogeneous wireless networks that we propose is a 

reactive vertical handoff scheme. We suggest that vertical 

handoff be based on the RSS and the distances to access 

points or base stations, where it is able to consistently 

offer the mobile user with maximum available throughput 

during vertical handoff.  

Okumura et al and Bertoni et al have developed 

various empirical path loss models based on RSS 

measurements [11]. These models are the best and most-

used models for path loss distance in urban areas where 

there are many urban structures but not many tall 

buildings.  

The Path Loss (PL) in dB for cellular networks (CN) 

environment is given by: 

PL = 135.41+12.49 log(f) - 4.99 log(hbs ) + 

              [46.84 - 2.34 log(hbs)] log(d)                            (5) 

Where d is distance in kilometer and f is the frequency 

in MHz. hbs is the effective base station antenna height in 

meters. 

Moreover, RSS for cellular networks is expressed in 

dBm as: 

PCN =Pt + Gt − PL − A                            (6)   

 Where PCN is the RSS of CN in dBm. Pt is the 
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transmitted power in dBm. Gt: is transmitted antenna gain 

in dB. PL: is total path loss in dB. A: is connector and 

cable loss in dB. 

In WLANenvironment, the path loss in dB is given by 

[11]: 

PL = L +10 n log (d) + S                                         (7) 

Where L is constant power loss. n is path loss 

exponent with values between 2 to 4. d: represents the 

distance between the MS and WLAN access point. S: 

represents shadow fading which is modeled as Gaussian 

with mean μ=0 and standard deviation σ with values 

between 6-12 dB depending on the environment.  

Moreover, the RSS for WLAN is expressed in dBm as: 

PW = Pt – PL                                                  (8) 

Where Pt is the transmitted power and PL is the path 

loss in dB. 

In DSVH, Shannon’s capacity formula is applied, 

where the value of Ɣ represents the total RSS at the 

mobile user based on the distance, which it is computed 

previously in (6) and (8). Therefore, we can rewrite the 

Shannon’s capacity formula, which is used to calculate 

the throughput in DSVH, as follows:  

R = W log2 (1 + RSS / Г)                              (9) 

Where R is the channel capacity (throughput) in bits 

per second. W is the bandwidth of the channel in hertz. 

RSS is the total received signal power. Г is the total noise 

over bandwidth measured in watt or volt.  

IV PERFORMANCE EVALUATION AND ANALYSIS 

In this section, we discuss the performance metrics 

used to evaluate our scheme. We then present and 

analyze the results of the simulation experiments that 

compare SINR with DSVH.  

D. Performance evaluation metrics for vertical handoff 

schemes 

For the purpose of evaluating our proposed scheme 

DSVH and comparing its performance with the 

performance of the SINR scheme, we examined the 

overall system throughput and number of dropped mobile 

users for DSVH and SINR under identical input 

parameters, such as number of nodes, bandwidth and 

transmitted power.  

Vertical handoff schemes can be quantitatively 

compared under various usage scenarios by measuring 

the mean and the maximum handoff delays, the number 

of handoffs, the number of failed handoffs due to 

erroneous decisions, and the overall throughput of a 

session maintained over a typical mobility model.  

These metrics are further explained below: 

 Number of Handoffs: the movement of MS would 

cause the change of RSS value received either from 

AP or BS. Reducing the number of handoffs is usually 

preferred as frequent handoffs affect the network 

resources. A handoff is considered dispensable when a 

handoff back to the original point of attachment is 

needed within certain time duration [1]. 

 Throughput: refers to the average data rate of 

successful packets delivery over a communication 

channel to all MSs in a network. Handoff to a network 

candidate with higher throughput is usually desirable. 

The throughput is usually measured in bits per second 

(bps), and sometimes in data packets per second or 

data packets per time slot. 

E. Simulation Environment  

All simulation experiments that we were carried out on 

a mobile technology T3400 2.2 GHz laptop that has a 

dual-core Intel Pentium 64 × 2 CPU and 2 GB RAM. The 

operating system is the Windows Vista 32-bit operating 

system. The proposed scheme was added to the 

MATLAB (matrix laboratory) version 7.7.0.  
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Figure 1. Simulation Scenario 

 

Fig.1 present the simulation scenario of the network 

that we are based on it to evaluated and analyze the 

performance of the proposed distance-based scheme 

comparing with SINR scheme. For the experiments, the 

simulated network consists of 7 BSs, 12 APs and 200 MS 

randomly located in a space of 1000 m × 1000 m. 

Positions changes randomly based on a random way 

model [34][22].  

Table 1 summarizes the different configuration values 

that were used in the simulations, these values that are 

used in SINR scheme [22][28] are also used as it in our 

scheme because our work aims to compare our scheme 

with the SINR scheme. 
Table 1. simulation parameters 

Parameter Values 

Simulator MATLAB version 7.7.0 

Simulation area 1000 × 1000 m2 

Simulation time 200 seconds 

Number of nodes 200 nodes 

Number of access points 12 

Number of base stations 7 

Threshold (cellular network to WLAN) -80 dBm 

Threshold (WLAN to cellular network) -85 dBm 

Antenna height of base station 30 m 

Access point transmitter power 20 dBm 

Base station transmitter power 33 dBm 

Cable loss 5 dB 

Channel gain power 33 dBm 

Base station operating frequency  894 MHz 

Background noise power for WLAN -96 dBm 

Background noise power for WCDMA -104 dBm 

Bandwidth for WCDMA 5 MHz 

Total noise or interference power over 

the bandwidth for WCDMA 

16 dB 

. Mobile User 

O Base Station 

 
Access Point 
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F. Simulation Process Flow Chart 

The following flowchart represents the process that we 

have used in our simulation. As we can see in Fig.2, the 

positions of the mobile users, APs and BSs are 

determined randomly. The distance between each mobile 

user and all APs and BSs are computed to connect each 

mobile user with the nearest AP or BS. Then, Path Loss 

(PL) and RSS are computed for each mobile user based 

on the attached AP or BS by using the equations that are 

illustrated previously in section four. The threshold (-80 

or -85 dBm) is used to determine dropped users. Finally, 

we apply Shannon's capacity theorem to compute the 

mean throughput for both SINR and DSVH based on the 

RSS and SINR values that result from the previous steps. 

G. Number of Mobile Users Factor 

The purpose of the simulation presented in this 

experiment is to study the effect of varies number of 

mobile users on the mean value of dropped mobile users 

in both SINR and DSVH schemes. In all scenarios of this 

experiment, the number of mobile users ranges from 100 

to 300 mobile users with an increment of 50 mobile 

users. The subsequent sections discusses the effect of 

varies number of mobile users on the mean value of 

dropped mobile users in both WLAN and WCDMA 

network. The simulation results presented in Fig.3 

illustrate the mean value of dropped mobile users for both 

SINR and DSVH schemes in WCDMA network. From 

this Figure we can show that as the number of mobile 

users increases in DSVH scheme, the mean value of 

dropped mobile users not changed, it is equal to 7. The 

reason is that no equations that we have adopted in the 

DSVH scheme take into account the number of mobile 

users as in (5) and (6).  
 

 
Figure 2. Simulation Process 

 

While in SINR scheme, as the number of mobile users 

increases the mean value of dropped mobile users 

becomes decreases from 17 until it reaches to 4 when the 

number of mobile users becomes 300 MSs. The reason is 

that the equation that we have adopted in the SINR 

scheme take into account the channel gain power between 

each mobile user and it's base station (2). In general, the 

DSVH scheme outperforms the SINR scheme, if the 

number of mobile users not exceeded the 250 mobile 

users, but after that, the SINR scheme will be better than 

DSVH scheme for handling the vertical handoff process, 

whereas the mean value of dropped mobile users 

becomes lower.As a result, DSVH scheme achieves 

major enhancement in terms of reducing the mean value 

of dropped mobile users comparing with SINR scheme 

when the number of MS not exceeded the 250 by 20%. 

The simulation results presented in Fig.4 illustrate the 

mean value of dropped mobile users for both SINR and 

DSVH schemes in WLAN. From this Figure we can 

show that as the number of mobile users increases in 

DSVH scheme, the mean value of dropped mobile users 

is fixed, it is equal to 4. The reason is that no equations 

that we have adopted in the DSVH scheme take 

into account the number of mobile users as in (7) and (8). 

While as the number of mobile users increases in SINR 

scheme, the mean value of dropped mobile users 

decreases from 18 until it reaches to 4 when the number 

of mobile users becomes 300 MSs. 
 

 
Figure 3. Mean value of dropped mobile users with different number of 

MSs for WCDMA network in both SINR and DSVH schemes 

 

Thereason behind decreasing the number of dropped 

mobile users is that the decrease in the number of access 

points could leads to reduce the interference that 

may affect on the mobile users, and thereby increase 

the signal strength and then decrease the number 

of dropped users (3). In general, the DSVH scheme 

outperforms the SINR scheme, if the number of mobile 

users not exceeded the 300 mobile users, but after that 

when the number of mobile users exceeded the 300 

mobile users, the SINR scheme will be better than DSVH 

scheme for handling the vertical handoff process, 

whereas the mean value of dropped mobile users 

becomes lower. As a result, DSVH scheme achieves 

major enhancement in terms of reducing the mean value 

of dropped mobile users comparing with SINR scheme 

by 10%, as the number of users increases until it reaches 

300 mobile users, after that the contrast may occurred.  
 

Compute the distance between each mobile 

user and all APs and BSs 

Apply random position distribution of the mobile users, APs 

and BSs within the simulation area 

Assign each mobile user with the 

nearest AP or BS  

Compute the Path Loss (PL) and RSS for each mobile user 

based on the attached AP or BS 

Apply dropped decision on the RSS (i.e. 

threshold is -80)  

END  

START 
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Figure 4. Mean value of dropped mobile users with different number of 

MSs for WLAN in both SINR and DSVH schemes 

H. The Number of Base Station Factor 

The purpose of the simulation presented in this 

experiment is to study the effect of using different 

number of base stations on the mean value of dropped 

mobile users in both SINR and DSVH vertical handoff 

schemes. In all scenarios of this experiment, the number 

of base stations varies from 3, 5, 7 and 9 base stations, 

while the number of mobile users is fixed, it is equal to 

200. The simulation results presented in Fig.5 illustrate 

the mean value of dropped mobile users for both SINR 

and DSVH schemes in WCDMA network. From this 

Figure , we can show that the mean value of dropped 

mobile users in our proposed scheme DSVH is less than 

the mean value of dropped mobile users in SINR scheme 

while the number of base station not above 8, but when 

the number of base station exceeded 8, the SINR scheme 

becomes better than DSVH scheme for handling the 

vertical handoff process. 

In addition, we can see that as the number of base 

stations increases in the DSVH scheme, the mean value 

of dropped mobile users becomes increase from 3 until it 

reaches to 10. The reason maybe that the increase in the 

number of base stations may lead to decrease the distance 

between the base station and the mobile user during 

his movement, but this decrease will be for a few 

periods.  

Thus, the vertical handoff process for the mobile user 

to another base station may increase with a decrease 

of time that may be linked to the mobile user with a 

previous base station. While as the number of base 

stations in SINR scheme increases, the mean value of 

dropped mobile users becomes decreases from 14 until it 

reaches to 7 when the number of base stations becomes 9 

base stations. This is because the SINR scheme 

influenced by a number of base stations in a positive 

ratio, so when the number of base stations increased, 

the percentage of signal strength to noise ratio be higher.  
 

 
Figure 5. Mean value of dropped mobile users with different number of 

base stations for WCDMA network in both SINR and DSVH schemes 

 
Figure 6. Mean value of dropped mobile users with different number of 

base stations for WLAN in both SINR and DSVH schemes 

On the contrary, from DSVH scheme. In general, 

DSVH scheme achieve major enhancement in terms of 

reducing the mean value of dropped mobile users 

comparing with SINR scheme when the number of base 

stations not exceeded 8 base stations by 20%. 

The simulation results presented in Fig.6 illustrate the 

mean value of dropped mobile users for both SINR and 

DSVH schemes in WLAN. From this Figure , we can 

show that the mean value of dropped mobile users in our 

proposed scheme DSVH is less than the mean value of 

dropped mobile users in SINR scheme. In addition, as the 

number of base stations increases in the DSVH scheme, 

the mean value of dropped mobile users becomes 

increase from 1 until it reaches to 5. While in SINR 

scheme, as the number of base stations increases the 

mean value of dropped mobile users decreases from 14 

until it reaches to 8 when the number of base stations 

becomes 9 base stations. Of course, in both 

cases, the reasons are the same as those shown for 

the WCDMA network. In general, DSVH scheme 

achieve major enhancement in terms of reducing the 

mean value of dropped mobile users comparing with 

SINR scheme when the number of base stations not 

exceeded 8 base stations by 30%. 
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Figure 7. Accumulated value of dropped mobile users in both WLAN 

and WCDMA network for SINR and DSVH schemes with varies 

number of mobile users 

I. Accumulated value of dropped mobile users with 

varies Number of Mobile Users 

Fig.7 display the accumulated value of dropped mobile 

users in both WLAN and WCDMA network with varies 

number of mobile users. From this Figure , we can show 

that as the number of mobile users increases in DSVH 

from 100 to 300, the value of dropped mobile users is 

fixed, it is equal to 11. While in the SINR scheme as the 

number of mobile users increase the mean value is 

decreases from 35 to 13 if the number of mobile users is 

250. However, when the number of mobile users reaches 

to 300 the mean value of dropped mobile users in SINR 

scheme becomes lower than the mean value of dropped 

mobile users in the DSVH scheme. 

In general we can said, if the number of mobile users 

not exceeded the 250 the enhancement of mean value of 

dropped mobile users in DSVH outperforms the 

enhancement of SINR scheme by 20 %. On the other 

hand, Fig.8 shows the accumulated value of dropped 

mobile users in both WLAN and WCDMA network with 

varies number of base stations. From this Figure , we can 

see that as the number of base stations increases from 3 to 

9, the mean value of dropped mobile users in DSVH 

scheme is increases from 4 to 15 mobile users. While as 

the number of mobile users increase in the SINR the 

mean value of dropped users is decreases from 28 to 15 if 

the number of base station is 9. 
 

 

Figure 8. Accumulated value of dropped mobile users in both WLAN 

and WCDMA network for SINR and DSVH schemes with varies 

number of base stations 

 
Figure 9. mean value of throughput for WCDMA network in both SINR 

and DSVH schemes 

 

Figure 10. Mean throughput with zoom for WCDMA network in both 

SINR and DSVH schemes 

J. Mean Value of Throughput  

Fig.9 illustrates the mean value of throughput for both 

SINR and DSVH in WCDMA network. As we can see, 

the DSVH scheme outperforms the mean value of 

throughput for SINR. Fig.10 represents the same Figure 

but with a zoom to better illustrate the differences 

between the two schemes. We can see that the 

enhancement on the mean throughput is very slight (less 

than 1%).  

Next, we measure the ratio of improvement defined as:  

Improvement = (New value – Old value)/Old value * 100 % 

 

 
Figure 11. Mean value of throughput with zoom for WLAN in both 

SINR and DSVH schemes 

Fig.11 illustrates the mean values of throughput for 

both SINR and DSVH in WLAN with a zoom to better 
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illustrate the differences between the two schemes. As we 

can see the DSVH scheme outperforms the mean value of 

throughput for SINR. The enhancement on the mean 

throughput is very slight (less than 1%). 

V CONCLUSIONS AND FUTURE WORK 

In this paper, we present the design and simulation of 

our distributed distance-based scheme for vertical 

handoff in heterogeneous wireless networks and provide 

performance measurements using the MATLAB. The 

major issues in our paper are presented below. 

Our scheme shows that the distance is a better metric 

for minimizing service disconnection probability and 

maximizing system throughput when selecting the best 

AP or BS. The main goal of our scheme has been 

achieved. It is to enhance and provides higher overall 

system performance in terms of minimizing service 

disconnection probability during vertical handoff as 

compared with the SINR based vertical handoff 

scheme.The simulation experiments show that our 

proposed scheme, DSVH, significantly outperform the 

SINR scheme in terms of reducing the number of 

dropped users. It reduces this number by 20%. The 

throughput remains almost the same; its improvement is 

very slight (i.e.  Less than 1%). There are still several 

research points that can be investigated based on this 

work. It would be interesting to explore our proposed 

scheme with a scheme that takes in consideration 

additional parameters, such as the velocity and mobility 

direction and the location of mobile users by using GPS 

technology. Devising an algorithm that is useful in a 

wide range of conditions and user preferences. Once 

possible solution would be to implement several vertical 

handoff algorithms and then adopt adaptive methods that 

choose an algorithm intelligently based on conditions 

and user preferences. 
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Abstract—Competitor Analysis (CA) is an important part of 
the strategic planning process. By spying every move of the 
competitors offers a company an advantageous position in 
decision making. With the advent of World-Wide-Web 
technology, many businesses extend their activities to the 
Internet platform, from online marketing to customer 
services, thereby left over traces of valuable information for 
competitor analysis. The scattered information can be 
collected from the Web for studying what the competitors 
are doing and what products and services they offer up-to-
date. In the past CA was conducted manually and it was a 
tedious process. The sources of such Web information are 
diversified and the contents are updated frequently too. It is 
therefore desirable to build an efficient and automated tool 
that gathers competitor information, monitors the updates 
and formulates them into useful competitor intelligence with 
minimum human intervention. Although many information 
retrieval and monitoring technologies have been developed, 
they are more for generally tracking changes and 
downloading the whole websites for offline browsing. In this 
paper, a framework of automated competitor analysis is 
proposed as a holistic solution. It is a Web monitoring tool 
that works for both Web 1.0 and Web 2.0. The designs of 
the components and the operational challenges are discussed 
respectively.  

Index Terms—competitor analysis; Web information; 
Information system design 

I.  INTRODUCTION

World-wide-web (or simply the Web) has grown into a 
huge virtual world of information by itself, where 
information are dynamically generated, disseminated, and 
viewed by millions of users on a global scale. Businesses 
tapped on the power of the Web for doing online 
marketing, online customer services and released a 
significant amount of information about their products, 
services, promotions and latest news. More and more 
companies commit to update their websites for showing 
their latest business information for publicity. At the 
same time, Web users posted, commented and discussed 
about the businesses and their products and services 
online. Out of this tremendous pool of information, some 
information, either implicit or explicit, which are 
pertaining to competitors’ activities and news, are 
valuable for doing competitor analysis for a company. 
From the perspectives of competitor analysis, it is vital 
for a company to keep informed of what their competitors 
are doing and what products and services they offer up-

to-date; and then absorb feedbacks and opinions from the 
Web users about their products and services. 

By acquiring such information from the Web, the 
company can gather business intelligence for planning 
countermeasures and remain competitive. Hence it is 
crucial for a company to have the right tool to effectively 
gather such information from the Web. Many information 
retrieval and monitoring technologies have been proposed 
in the literature, such as OpenCQ [1], WebCQ [2], 
CONQUER [3] and Niagara [4]. There are many 
commercial products too in models of Application 
Service Provider such as the ones listed in Table 1. 

TABLE I. WEB MONITORING SYSTEMS

Service/Product  URL 
WatchThatPage http://www.watchthatpage.com 
Wisdomchange http://www.wisdomchange.com 
ChangeDetection http://www.changedetection.com 
ChangeDetect http://www.changedetect.com 
Track Engine http://www.trackengine.com 
WebsiteWatcher http://www.aignes.com 

They are generally content monitoring services that 
periodically watch Web pages and other Internet 
resources for keyword related content or changes. 
However they are more for generally tracking changes 
and downloading the whole websites for offline browsing 
than for tactical CA. 

In this research, we focus on Web business 
environment in which knowing one’s competitors is of 
crucial importance to the survival and growth of any 
business. Before the Internet became popular, it used to 
be an expensive process in obtaining business intelligence 
information quite often from printed publication and 
other media channels. Although nowadays much of the 
information is freely available from the Web, they are 
scattered and dynamic in nature. Like searching for a 
grain in an ocean, acquiring useful information from the 
competitors’ Web sites as well as from other Web news 
portals is still a tedious and time-consuming task. 
Furthermore, many companies nowadays extended their 
e-business activities to Web 2.0 for example Facebook 
and Twitter, for engaging customers and extending their 
marketing platform online. Data from Web 2.0 are known 
to be scattered, distributed and unstructured in contents; 
the updates of such data of Web 2.0 are more dynamic 
than that of page contents in traditional website. Web 2.0 
certainly imposed extra challenges for the job of 
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competitor analysis, especially in the information 
retrieval and updates tracking.  

Many companies today opt to invest certain resources 
in collecting information about their competitors from the 
Web and other channels. It is a regular routine that they 
keep track of what their competitors are doing, what 
products and services they offer and any news that 
concern about them. This is usually done by manual 
browsing, by the marketing personnel. From our 
industrial experiences, the approach of acquiring business 
intelligence from the Web by manual browsing poses a 
number of problems, such as: 

1. Business websites especially that of the large 
international cooperates often have a large number of 
pages in the number of hundreds, which makes it very 
tedious for manual browsing without any automated 
assistance. The overwhelming amount is a major cause to 
human errors in selecting the correct information. 

2. Different companies may organize the same 
information very differently, due to differences in culture 
and practices. One company may use one format and 
another may follow a different style. The diverse and 
unstructured formats make manual browsing a daunting. 

3. Beyond the competitors’ websites, there are 
certainly other websites, forums, news portals feature 
news about the competitors and their products. Searching 
the World-Wide-Web for all possible sites that might 
have mentions of the competitors is an extremely tedious 
task if done manually. 

4. The speed of updates on some information portal, 
such as stock market, headline news, news feed from 
social networks could be beyond that of a human task that 
consumes time in continuously searching, downloading, 
extracting, analyzing and archiving. The balance of 
completeness and timeliness of downloading online 
information has been discussed in [5]. This implies some 
automated process must be implemented to capture the 
right information over the Web at the right time intervals.

The amount of information within a site and new sites 
is growing at a phenomenal rate. Also for social networks, 
new user accounts, blogs or groups that are relevant to the 
CA concerns, emerge very rapidly; their contents are 
constantly refreshed and are forever growing. Monitoring 
such information can no longer be easily done manually. 

II.  OUR PROPOSED FRAMEWORK

In this paper we propose a competitor analysis 
framework that is based on the design of an automated 
market monitoring Web agent system, namely Market 
Watcher Agent, for gathering business information 
relevant to a company in an automated approach. The 
technology is designed to assist competitor analysis that 
has the following important roles in strategic planning: 
• To help management understand their competitive 

advantages/disadvantages relative to competitors. 
• To generate understanding of competitors’ past, present 

(and most importantly) future strategies. 
• To provide an informed basis to develop strategies to 

achieve competitive advantage in the future. 

• To help forecast the returns that may be made from future 
investments (e.g. how will competitors respond to a new 
product or pricing strategy?)

Figure 1. The workflow of the CA framework by monitoring Web info. 

The workflow of the CA framework by monitoring 
Web information is presented in Figure 1. All the steps are 
supposed to fulfill the roles of CA as an ultimate goal as 
mentioned above. The workflow can be briefly divided 
into three phases, namely Web Information Monitoring, 
Web Information Analytics and Intelligence and Decision 
Support. 

Data mining and decision support techniques are 
applied that convert collected Web information into 
meaningful business intelligence. The business 
intelligences are in turn, presented and used by the 
management through reporting and dashboard 
technologies respectively. In real-time, business 
intelligence of two levels, statistical numeric level and raw 
messages, and abstract level in which the messages carry 
semantic meanings can be presented. If needed, users can 
preset certain rules so that instant alerts can be sent to the 
managers’ mobile phones or PDA for immediate attention. 

For example, the decision support module should be 
able to answer the following questions when undertaking 
competitor analysis: 
• How did our competitors compete with us? 
• What threats do they pose? 
• What are the estimated impacts as a result of their latest 

competitive move? (forecast and chronicle) 
• What are the objectives of our competitors? And how far 

they have achieved or failed them? 
• What strategies are our competitors pursuing and how 

successful are these strategies? 
• What are the strengths and weaknesses of our competitors? 
• How are our competitors likely to respond to any changes to 

the way we do business? 
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The Market Watcher Agent that is the main power 
horse in the Web Information Monitoring layer (as in 
Figure 1) is an autonomous software program that “spies" 
on the competitors' prices and news information over the 
Web. The watcher agent consists of mainly two parts, 
namely, market watcher and price watcher. In this paper, 
market watcher is described in detail while detailed 
description on price watcher can be found in [6]. The 
Market Watcher is an information-collecting tool, which
assists the users to monitor the specified Web sites, e.g. 
competitors’ web sites, and to locate the relevant 
information automatically. The market watcher has two 
sub-components, namely market monitor and market 
explorer. The Market Monitor works as an information 
filter. The objectives of the Market Monitor is to find the 
news updating on competitors’ web sites and to find news 
articles from some established news portals for particular 
products, for example, CNN and BBC. The Market 
Explorer, on the other hand, is an information provider, 
which is able to get the most updated information 
worldwide. As the Internet is extremely dynamic, it will 
never be enough to get news from a fixed number of Web 
sites, i.e., the competitors’ official web sites and certain 
news portals. With the help from various types of the 
Internet search engines, worldwide information can be 
collected by passing users’ queries to the search engines 
and retrieving the top matches. At least two kinds of 
information can be discovered with the search records 
from such popular search engines. One is the information 
about a particular product that cannot be easily found from 
the competitors’ official web sites or news portals: for 
example, user’s feedback or technical web site’s product 
reviews. The other is the product ranking, or how 
prominent your product can be reached by the Internet 
users from search engines. For example, if the query 
“inkjet printer” is given to Google search engine, 
manufacturers in the top 20 matches will be Epson, Kodak 
and HP. 

In summary, Table 2 lists the information which 
constitutes to business intelligence, and from where over 
the Web such information could be obtained. 

TABLE II. SUMMARY OF WEB INFORMATION TO BE MONITORED

Where can be 
found  

Web information as business 
intelligence 

Competitors’ 
websites 

Competitors price information 
Competitors product information
Competitors company information 

News portals Product and company news on media 
Social networks Product and company news 

Customers’ feedbacks and community 
impacts 

Popular search 
engines 

Product and company news as search 
results returned from search engine 
Search engine rankings 

The rest of the paper is organized as follows. In 
Section 3, the system architecture is described in detail. 
Operational processes for market monitor and market 
explorer are presented in Section 4 and 5 respectively. 
Section 6 discuses about the performance evaluation. 
Finally we conclude our work in Section 7. 

III.  SYSTEM ARCHITECTURE

As shown in Figure 2, in the Information Retrieval 
Layer, the URL Retrieval Engine takes two parameters as 
input, the URL and downloading level. The URL 
Retrieval Engine issues requests to the corresponding 
Web server and retrieves Web pages. The Web pages are 
then stored as data files. On the other hand, the matches 
from the Internet search engines are also retrieved in 
retrieval layer. The search queries are from the Market 
Watcher. 

The Compilation Layer is the core of the Watcher 
Agent, which includes the Price Watcher and Market 
Watcher. The Price Watcher takes the data files and the 
list of product names. It then detects the matched product 
names, and extracts price respectively from the Web 
pages. The Market Watcher is made up of two sub-
components, namely, Market Monitor and Market 
Explorer. The Market Monitor monitors the Web pages 
for interesting updates and news information as an 
information filter. The Market Monitor can be set to work 
repeatedly on either daily or weekly basis. However, 
there could possibly be overwhelming amount of news on 
the Web sites. Hence it provides an instant events section. 
A small module named Instant News Watcher will be 
designed as a part of the Market Watcher Agent. The 
Instant News Watcher can monitor the instant news 
section from few important Web sites on an hourly base 
or even every few minutes upon scheduled. 

Figure 2. Watcher Agent System Architecture 

The Market Explorer is a both retrieval and formatting 
tool, which passes the user queries to a number of popular 
search engines available on the Internet and collects the 
matches from each of the search engines. 

The Storage Layer is the local database, which stores 
price information collected by Price Watcher, the 
marketing news from Market Watcher, and the searching 
matches from the Market Explorer. 
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The Presentation Layer consists of a set of Web pages 
generated from the local database upon request. Part of 
the Web interface works for the price comparison of 
various Web sites on any particular product. For the 
Market Monitor, a set of market news reports will be 
generated directly from the database. The instant news 
report can also be generated upon user’s request. The 
local search engines that directly work on the database 
are also a part of the presentation layer. These search 
engines can help user to locate the relevant information 
from the local database. Since the data is ready to use, 
local searching will save users’ time substantially. For 
instance, three local search engines can be developed for 
Market Watcher Database, Price Database, and Market 
Explorer search history respectively. Search engine for 
the Market Watcher Database will help user search for 
the news reports about the query. Search engine for the 
Price Watcher Database will be able to locate the price of 
a particular product easily. Users may find relevant 
information from the search history with the help of a 
local search engine rather than make a search session 
over the Internet. 

IV.  MARKET MONITOR

A.  Information Extraction 

One important operation of market monitor is to 
extract information from competitors’ web sites. Given a 
list of pre-defined competitors’ web sites, information 
about new product release or similar in other area should 
be extracted using a full or semi-automatic HTML 
wrapper [7]. A HTML wrapper is a kind of software that 
extracts a certain paragraph or a section from HTML 
pages based on the HTML tags, formatting or structural 
information. HTML wrappers normally make use of rule-
based leaner or machine learning techniques to learn how 
to extract the desired information accurately based on the 
given sample pages. With such a HTML wrapper, market 
monitor scans the web sites (given by the users) based on 
the schedule setting and extracts the detailed news 
information. 

B.  Information Filtering 

Another information resource for the market monitor is 
from the news portals. Different from the pre-defined the 
competitor’s web sites, majority of the news articles from 
a new website, say CNN or BBC, are normally not 
relevant to competitors. Taking an Information filtering 
approach is necessary to filter out the unrelated 
information. Filtering is the operational mode in which 
the queries remain relatively static while new documents 
come into the system (and leave). 

In this filtering task, a user profile describing the user’s 
preferences is constructed. Such a profile is then 
compared with the incoming documents in an attempt to 
determine those that might be of interest to this particular 
user profile. Hence, the filtering approach can be used to 
select news articles broadcast every day or the newly 
uploaded Web pages from specific Web sites. One of the 
difficulties to design such a filtering system is on how to 

construct the user profile that truly reflects the user’s 
preferences. 

Typically, the filtering task simply indicates to the user 
the documents that might be of interest to him. The task 
of determining which ones are really relevant is fully 
reserved to the user.  The documents ranking generated 
by the system may or may not be presented to the user. 
However an internal ranking is normally computed to 
determine potential relevancy of documents. For example, 
the documents with a higher ranking than the predefined 
threshold may be selected. 

C.  User’s Profile Construction 

Two approaches, which are introduced in [8], can be 
described as words “static” and “dynamic”. The static 
approach is to simply take a set of keywords from user to 
construct the user’s profile. The keywords then can be 
directly compared with the documents arriving at the 
system. A similar way is used by a number of Web sites 
like Hotmail where a set of choices are listed to be 
selected by users. The choices may be personal interests 
such as sports news, music, or computer news. The result 
of the selection will be used to construct a simple user 
profile.  The dynamic approach works exactly the same 
as the static one in the beginning. A set of keywords is 
required from user to construct an initial profile. As new 
documents arrive, the system uses the initial profile to 
select the documents of potential interest and present to 
user. The user will then go through the recommended 
documents, select the relative ones and pass this 
information back to the system with a feedback process. 
The system uses this feedback information to adjust the 
user profile so that it reflects the new preferences just 
declared. The dynamic approach keeps catching up with 
the user’s feedback and adjusts the profile to be as close 
to the user’s preferences as possible. This is how the 
dynamic approach will be employed in the Market 
Watcher Agent. 

Since the Market Watcher is designed to be 
categorization supported, one user profile is constructed 
for each category. The user profile or category profile in 
this case, is the keywords given by both the system users. 
The keywords are called domain keywords for that 
category. 

The dynamic category profile is achieved with a user 
feedback session. For each Web page recommended by 
the Market Watcher Agent, there are three choices: worth 
reading - user agreed with the recommended Web page, 
no comments - user did not give any choice, and don’t 
waste my time - user disagreed with the recommended 
Web page, for the user to feedback. Among the total 
number of users willing to give feedback, the feedback 
value is derived with the following formula. 

feedbackuser ofnumber Total

disagreed User - AgreedUser 
aluefeedback v =

The total number of feedbacks received must be 
greater than the predefined threshold to make the 
feedback value valid. In case of the feedback value is 
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high enough (i.e. greater than the threshold), the top 
matched keyword and the top index term from the Web 
page will be added to the category profile. The top 
matched keyword refers to the one from the Web page 
and has the most number of matches with any of the 
keywords from user’s query. The top index term is the 
most frequently used index term from the Web page. As a 
result, the feedback from users is represented by the 
weight increase of the corresponding index terms in the 
user query. 

D.  News article filtering based on document similarity 

The input for the Market Watcher is the category 
profile and a set of Web pages. The output is the 
information indicating which pages are relevant to the 
user’s requirement. The information is stored in the local 
database and news report can therefore be generated. The 
information includes the Web page title, updated time, 
URL, similarity level, and a summary. The summary will 
be the first one or two sentences of the page as most of 
the news writers give a summary in the beginning of the 
news article. The similarity is calculated with the 
following formula: 

VectorDocument Vector ×= QuerySimilarity

Figure 3. Query Vector Process 

Figure 4. Document Vector Process 

E.  Instant News Watcher 

The Instant News Watcher is developed to retrieve the 
most updated news from homepages of some Web sites 
where there are instant event sections. The inputs are 
category profiles and homepages, and the output will be 
the updated news extracted. 

The Instant News Watcher is a special case of the 
Market Watcher where more frequent monitoring is 
required. However, the output is the news instead of the 
summary of the entire page. The entire structure and most 
of the contents of the homepage of one Web site will not 
be updated on daily basis. The frequently updated part is 
the instant news section or instant event section. 
Therefore the document-ranking algorithm to calculate 
the similarity level of the profile and entire Web page 
cannot be applied to the Instant News Watcher. 

In the Instant News Watcher design, the content of the 
Web page is divided into small sections based on its 
internal structure with help of the Semi-Data Tree Model 
that has been used in [9, 10]. Each time, one small section, 
e.g., one paragraph, one table cell, or one list item, is 
compared to the category profile. Since the input data is 
not so much different from the entire Web page, the 
similarity level given by the document-ranking algorithm 
will be relative low.  For this reason, it’s hard to set any 
default threshold. Therefore, the exact pattern matching is 
good enough in this case. If one section matches any of 
the keywords or key-terms from the category profile, the 
section is considered to be relevant and will then be saved 
to the database. The duplicated sections will be detected 
before storing to the database in order to save space. 

V.  MARKET EXPLORER

Market Explorer is a part of the Market Information 
System. The objective of the Market Explorer is to assist 
users to locate the required information with a number of 
popular search engines available such as AltaVista, Lycos, 
Excite, Yahoo, Catcha and InforSeek. Other than news 
from the competitors’ official web sites and popular news 
portals, information about product review or user 
feedback cannot be easily extracted from the market 
monitor. With the help of such engines, these kinds of 
information can be located with the user keywords 
queries. Similar to market monitor, two functions have 
been incorporated into the market explorer. 

Figure 5. Operational block diagram of Market Explorer 

A.  Information Extraction 

To extract information from the popular search engines, 
simple keywords queries need to be derived in advance. 
The keywords can be product names, competitors’ names, 
product brands or a combination of these. From the top 
matches of the search engines, say top 100, relevant 
information can be readily extracted. Each record that has 
been successfully extracted will be associated with a time 
stamp and stored in the local database for further analysis. 

As the matching records from search engines are 
dynamically generated from databases, the search 
resultant web pages are normally in the similar format in 
terms of HTML structures. A HTML wrapper for each 
search engine is therefore necessary to extract the match 
records in the search resultant page. 

Similar to market monitor, the search queries in market 
explorer will be relatively static and a scheduled 
information extraction process needs to be conducted 
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frequently, say once a day or once a week. Furthermore, a 
simple local search engine should be developed in order 
to navigate the extracted information easily as in [11]. 

Figure 6. Information filtering process for Market Monitor 

B.  Product Ranking 

With the popularity of the Internet, the World Wide 
Web has become one of the important information 
sources for many users. Browsing and search are the two 
major information access methods. When user wants to 
find more information about a particular product, a search 
with the popular search engine is necessary for him/her. 
Therefore, get to know how easy their products can be 
accessed from the search engines is important to 
managers. In market explorer, we have come out with a 
way of product ranking. 

Given a product name, for example inkjet printer, all 
top N matches from each popular search engine e in the 
defined search engine list E will be retrieved. For each 
retrieved match record m, the URL, denoted by m.url, the 
order in the returned search page, m.o can be easily 
extracted. For any given manufacture’s URL, denoted by 
p.url, the rank of the manufacture is defined as: 

∑
∈
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With such a rank, how easy the competitor’s web 
pages can be reached from the search engines is clear. 
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C.  Performance Evaluation 

he Watcher Agent includes the Price Watcher and the 
Market Watcher. They can be set to collect price 
information and the marketing news repeatedly on either 
daily or weekly basis. Then the results are stored in the 
local database. Since the data is ready to use, the search 

engine can get the requested information directly on the 
local database. Thus it highly increases the performance 
of search engine and reduces the users’ waiting time. 

Figure 7. The SDT search steps through HTML files 

VI.  CONCLUSION

Many information retrieval and monitoring 
technologies have been developed. But they are more for 
generally tracking changes and downloading the whole 
websites for offline browsing. This paper is to shed some 
light on specifically the design of a Web monitoring 
system for gathering business information relevant to a 
company, especially those related to competitors. For 
enabling competitor analysis, we proposed an 
autonomous software agent called Market Watcher that 
collects competitors' product prices, news, and 
information on social networks, and monitors their 
updates on the Web. Market Watcher is built as a market 
research tool for the users at the back-end. They both run 
autonomously as to relieve monitoring tasks over 
websites and search engines otherwise to be tediously 
carried out by human. The collected intelligence 
information is usually supplied to marketing managers for 
business decision making. So far this project has 
implemented up to the monitoring functions. It is 
envisaged that Market Watcher can be scaled up to 
include data-mining functions on competitors' 
information and automatic reporting as well, in the near 
future. We are in the progress of integrating Market 
Watcher into a full business intelligence infrastructure. 
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Abstract - Query formulation is one of the most difficult
aspects of search, especially for a novice user. We propose a
new search interaction where the user searches with a
reference document and the system learns from the user
inputs over a period of time to “push” relevant and new
content without additional user interaction. Our method is
based on identifying key phrases from the input document.
The key phrases are used to query a search engine and the
results are evaluated for similarity to the original document.
By caching documents received from a user over a period of
time, a user profile is built. The profile is then used to provide
recommendations to the user.
Evaluations show that this method has a good precision in
finding documents of interest to the user. Also our key phrase
extraction method has good recall in retrieving the input
document. Additional experiments reveal that our
recommendation system is of help in exploring documents of
interest to the user.

Index Terms - Key phrase extraction, recommendation
system, similarity search.

I. INTRODUCTION

In spite of the ubiquity of search engines, navigating
information spaces remains a complex affair. Traditional
search operates by matching a search query to (pre-
processed) document representations. While current search
algorithms perform reasonably well when the goal is
navigation and known item search, they are not well suited
when the goal is more exploratory and persistent in nature
(e.g. the user is looking to learn a new topic). The user’s
ability in finding relevant information depends on his
ability to frame good queries. However, query formulation
is harder when the user is unfamiliar with the topic. There
is also very little support on the web for stating persistent
interest; this is necessary for facilitating ongoing learning.
These long term interests are often stated in the form of
short queries for which an engine can provide alerts [11],
however ongoing maintenance of alerts is a problem.

Often, users have a set of documents obtained through
browsing or from their social network (via emails,

recommendations etc). These documents could serve as a
good starting point for further search and
recommendations. These documents are highly reflective
of the user interests, yet they are hardly used in fulfilling
ongoing information needs. Today, it is the responsibility
of the user to identify salient keywords from the specific
document of interest and use them in a search query.

In this paper, we propose an interaction paradigm whereby
a user can provide to a relevant document and ask the
system to retrieve similar documents without having to
formulate search queries. For example, we would like the
system to take as input the PDF version of John Hopcroft’s
talk on “Future directions in Computer science”1 and
output Ed Lazowska’s talk titled “Computer Science-past,
present and future”2 as a similar document. Since the user
is likely to be interested in similar documents that get
created at a later point in time, it would be useful for a
system to scout for similar documents on a continuous
basis and send it to the user whenever they become
available.

There are three main goals of the system. They include

1. Fetching documents similar to an input document.

2. Learn user interests periodically and recommend
documents covering multiple user interests.

3. Provide enough content exploration via result
diversification.

Key phrases are often used as a brief summary of
documents. Hence they could prove useful for retrieving
and recommending similar documents. Since manual key
phrase extraction is time-consuming, automatic extraction
becomes an important task. We describe a novel key
phrase extraction method to extract key terms in a
document and use them in a query to find similar

1 www.cs.cornell.edu/jeh/China%202007.ppt
2 lazowska.cs.washington.edu/fcrc/Lazowska.FCRC.pdf
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documents. The aim of this is to find key phrases that best
describe the context of the document.

The amount of content on the web is increasing with new
articles, documents, blogs etc being posted every day.
Users face the problem of finding documents in their area
of interest. There is a lot of support in the web for finding
new and relevant information. Web based recommender
systems help in choosing the right documents for the user.
Often such systems suffer from the problem of data
sparsity and hence produce redundant results. We develop
a personalized recommendation framework for
recommending documents based on the past user requests
to the system. A user profile is built from the past requests
and then used to source and recommend documents to the
user on an ongoing basis. We feel that such a push based
document system will be highly valuable in finding content
from the web without querying for it.

We extend our solution of finding similar and relevant
content to result diversification. A document has multiple
modalities and providing the user with similar content in
all these dimensions becomes an essential component in
this scenario. We study the problem of diversifying search
results and present ways to maximize relevance and
diversity of search results.

There are a number of applications where this kind of
technology can be useful. For example, in e-discovery, a
patent attorney looking for relevant documents among
millions of documents can identify one relevant document
and request the search system for similar ones. In an online
video application, a user can mark videos as interesting
and request retrieval of similar videos. Finally, in an
exploratory search scenario, users might find the results
useful even if they are not very similar to the input
document. We would like to stress that in this work, our
motivation is not to detect duplicate web pages or
documents.

The remainder of this paper is organized as follows. In
section 2 we survey related work on similar document
search, keyword extraction, results diversification and user
profiling. In section 3 we describe the architecture of the
system. Section 4 discusses the system components and
algorithms in greater detail. In section 5, we describe the
different fronts on which we evaluated our system. Section
6 concludes the paper.

II. RELATED WORK

A. Similar Document Search
Similarity search has recently become a field of active
research [6] [7]. Despite this, there are very few systems
that use similarity search to facilitate user interaction.

One of the earliest approaches was the “Similar pages” or
“More like this”34 link provided by search engines for
search results. In [8] related article search in Pubmed
through citation links in the database is presented. The user
study reveals that such a system which helps in exploring
new and relevant information is a useful feature and it
becomes an integral part of user’s interaction with
Pubmed. A direct way of finding similar text that is
conceptually related to the input document is presented by
Yang et.al. [6]. They have built a system for finding
similar articles in BlogScope. They have developed a
system of cross-referencing information created by
different users. There is a large amount of related work on
retrieving similar images. For example, Flickner [9]
developed a system for querying with images to get similar
images and videos.

B. Keyword and Key phrase Extraction
The simplest approach to key phrase extraction is taking
top n most frequent n-grams in a document [4]. A method
for extracting keywords based on frequency and co-
occurrence phenomenon is presented in [1]. In [6] key
phrases are extracted using part of speech tagger. All noun
phrases are extracted as key phrases.
Yahoo Phrase Extractor5 takes a text snippet and returns
key terms in the text. In [12], the task of key phrase
discovery is accomplished using suffix arrays or suffix tree
structures. They have also presented the benefits of using
key phrases as a feature in natural language processing.
The authors have used key phrases extracted from web
pages in clustering web search results.
Kea algorithm [5] uses the Naïve Bayes machine learning
algorithm for training a classifier with user generated key
phrases for sample documents. The trained set is then used
to extract key phrases from other documents.
Extracting key terms from noisy documents by exploiting
the graph of semantic relationships between terms in the
document is explained in [3]. This method is close to ours
except that they exploit the Wikipedia information to filter
redundant phrases. In [11], clustering based unsupervised
key phrase extraction algorithm is presented.
Since most key phrase extraction methods generate a large
number of key phrases, some form of ranking is used to
select key phrases [2]. Most key phrase extraction
algorithms are based on TFIDF for ranking key phrases
[4].

3 googleguide.com/similar_pages.html
4 http://www.google.com/alerts
5http://developer.yahoo.com/search/content/V1/termExtraction.ht
ml
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C. Diversifying search Results
Documents have multiple themes associated with it. Our
hypothesis is that in the process of finding a document that
is similar to the input document, users want variety and
coverage of different themes that the input document
covers. Hence diversifying search results to cover these
multiple interpretations becomes important. Diversification
can be achieved in two ways: framing multiple queries that
are intrinsically diversified or clustering results so as to
achieve diversification. Agrawal et.al. [10] employed a
greedy algorithm that minimizes user dissatisfaction in a
web search scenario. This method considers the popularity
of the category while diversification.
Clustering of words [11] will help in framing queries that
represent various themes in a document. Clustering words
that are semantically similar is done based on known
ontologies. Also mutual information between words could
be used as a factor to classify words into different clusters.
The traditional method of clustering documents considers a
document as a vector of words and distance between two
documents is found by taking the cosine similarity between
them. This is then used in a hierarchical clustering
algorithm to get document clusters. But this method leads
to high dimensionality and the computational costs are
often huge. Using key phrases as document features for
clustering is discussed in [12].

D. Recommending documents based on user profile
Web based recommender systems are primarily based
upon Collaborative Filtering (CF) techniques which filters
information based on user preferences. It is based on
measuring the similarity of users or items or both [18].
Though the user based CF has a lot of commercial
applications, when sorted for recommending documents
this suffers from the problem of data sparsity and noise.
Zhou [14] has used co-citation graph, author-document
relationship and document-venue relationship in an item
based CF for recommending documents. They
implemented a single low dimensional embedding of
documents that capture the similarities between them. A
semi-supervised learning on this graph was used to
develop a recommendation system. In [15], a content
based recommendation system for Citeseer database is
proposed. They classify the documents in Citeseer into
predefined set of concepts which they use to build a user
profile and recommend documents accordingly.
Query specific recommendation depending on standing
interests is proposed in [16]. Xu et. al [17] proposes a
personalized method for recommending documents based
on eye tracking of keywords in the document.

III. SYSTEM OVERVIEW

In this section, we present an overview of our system
architecture and designed a solution to the problem of
recommending relevant documents based on a set of input
documents.
When a user queries our system with a document, our
system generates keywords and key phrases from the
document and uses them in a search query to get an initial
set of documents from the web. It ranks these documents
based on the similarity to the input document and
diversifies the results so as to cover all the themes in a
document. It then presents the top ranked similar
documents to the user. It builds a profile with the
documents received from a user and exploits them in
sending recommendations. An overview of the system
architecture is shown in Fig. 1.

Figure 1: System Overview
The first step in our solution is to generate a set of
keywords and key phrases from the input document. A
document can be viewed as a bag of words. Identifying the
most important words can help in framing the right queries
for searching similar documents. The keywords and key
phrases in the documents appear often in document titles,
paragraph titles, and important sentences, often associated
with more meaningful terms. We exploit this feature in
finding keywords and key phrases in the document. Since
key phrases are more descriptive than keywords in
explaining the context of the document, we use them in
framing a search query. We also add the most important
keywords that may not have a co-occurrence feature to the
list while framing a search query.
We achieve search result diversification by framing
multiple queries representing various dimensions of a
document. We cluster the key phrases into different sets

Input document

Generate keywords
and key phrases

Assess similarity and
diversify results

Results presentation

Query a search engine
and get a document corpus

Build user profile and Recommend
documents
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and frame the queries for each cluster using the key
phrases in it. We query the search engine (e.g. Google
scholar) with these clusters and get an initial set of
documents. Since the queries are intrinsically diversified,
the initial corpus contains documents diversified on
various topics. For each document retrieved, we assess
their similarity with the input document. We return most
similar documents to the user.
We extend our solution to develop a recommendation
framework based on content similarity. We build the user
profile with the keywords and key phrases of the
documents that are sent to the system by the user. We also
use the author information in the input documents to
recommend recent documents published by the authors to
the user. This is highly useful in a research scenario to find
other content that is posted or created by the same author
whose documents the users are interested in. Also in a
document search application, finding new publications
from the top publishers who publish content of interest to
the user is also an important feature. Hence we use the
profiler data in finding the publishers and extract new and
relevant content published by them for recommending to
the users. Our evaluations show that such a system is very
useful in exploring the web for finding relevant
information.

Figure 2: User Interface Overview
The service is exposed as a cloud service. On the server
side, it is implemented as a shell script in Linux which runs
every minute and checks the incoming mails and parses
them to get the required information. This script then runs
the program for the similar document search and collects
the similar documents, compresses them and mails it back
to the user (Fig. 2). Currently, ten relevant documents are
mailed to the user.

IV. PROPOSED METHOD

In this section, we describe the algorithms used in our
system.

A. Key phrase Extraction and Ranking
In our method, we model the document as a graph of
words in which the important words in the document tend
to co-occur with other important words. We exploit this
feature in finding the keywords from the document. We
extend the algorithm in [1] to generate keywords and key
phrases for a document.

We first construct a graph where the nodes are high
frequency words in the document. The weight of a word is
taken as the document frequency of the word (excluding
paragraphs and document titles) multiplied by its weight.
The weight of a word is measured by the frequency of the
word in paragraph and document titles. If it does not
appear in paragraph and document titles, the weight is
taken as one.
We create edges between those nodes of the graph if words
associated with the nodes co-occur in the same sentence.
The edge weight is the minimum of the word weights
assigned to words in the previous step. We add to the
graph those words that co-occur with the high frequency
words in any sentence. We then find the maximally
connected components in the graph. Each maximally
connected component is called a concept. We use the
concept graph (CG) for finding the keywords and key
phrases.
We find all 2-3 gram words in the document that does not
contain a stop word in the middle. For each phrase, we test
whether the words in the phrase are part of a concept. We
find the rank of the phrase as follows.

(1)

We select phrases with higher rank as key phrases.
Sometimes, key phrases generated by our method are
permutations of each other. These key phrases are further
filtered so as to avoid redundancy. While selecting a new
key phrase, only those that contain a new keyword
(compared to previous key phrases) are chosen.
From our initial experiments, we found that adding a few
keywords that are very important in the document, to the
seed query can improve the precision of the results
drastically. This is because certain words may not have a
co-occurrence feature. So for adding the keywords that are
very important to the query we use the weight of the
keywords. We sort the keywords in the descending order
of their weight. We find the point at which there is steep
decrease in weight. All the keywords before this point are
taken for query formulation.

B. Querying the search engine and assessing similarity
A query is formulated using the key phrases and important
keywords and is used to query the search engine to get a
set of similar documents.
The retrieved documents are ranked based on the similarity
to the input document. There are a number of ways in
which similarity could be assessed. In our method,
keywords and key phrases are extracted from the retrieved

Rank of a phrase =

Number of words in
phrase which are

present in the concept
graph *

Frequency of a
phrase

Number of words in the phrase
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document. Jacquard similarity measure is found between
the keywords and key phrases of input and retrieved
document using the equation

||
||),(

BA
BABAJ

(2)

Here A and B are the key phrases extracted from the input
and retrieved documents. Documents with higher similarity
score are sent to the user.

C. Diversifying search results
A document could be addressing multiple themes. For
instance, a research paper on mobile security could be
addressing issues with mobility and security. Diversifying
search results so as to cover all the major themes of a
document will increase user satisfaction. This can be
achieved by framing multiple queries one for each theme.
The themes are found as discussed below.

Finding themes in a document: For finding
different themes of a document, the phrases and important
keywords extracted above are clustered based on their
semantic relationships into different groups. We use the
Normalized Google Distance (NGD) [13] as a measure to
find semantic relationships between words. NGD uses
Google page counts of words and phrases to find the
relative distance between them. All the key phrases and
important keywords in the input document are clustered
based on the NGD between them. The clustering algorithm
requires the number of required clusters as the input.
Experimentally we found the number of themes (clusters)
in research papers to be 3. This can also be set by the user.
These clusters are used to frame multiple queries so as to
cover all the context of an input document. A sample
cluster of key phrases and keywords for the research paper
in reference [6] is listed in Fig. 3.

Figure 3. Key phrase clusters for reference [6]

Algorithm for clustering key phrases:
Input: Number of required clusters N, Array of key phrases

Output: Clustered key phrases
Steps:
1. Find Normalized Google Distance (NGD) between
every pair of key phrases and important keywords.
2. Use the NGD between key phrases in a hierarchical
agglomerative clustering algorithm to cluster the key
phrases. Compute the cluster centroid. This step is used to
find cluster centriods for seeding the k-means clustering
algorithm.
3. With these cluster centroids, use the NGD between key
phrases in a k-means clustering algorithm to get clusters of
key phrases.

D. Building User Profiles
A profile is a description of user interests. A push based
data delivery system requires a profile to be built for every
user interacting with the system. The user interacts with
our system by sending a document of significance to him
and requesting for similar documents. The input document
serves as a tool to predict user interest. We aim at building
a user profile by implicitly predicting user interest from
user interactions.
We add the keywords and key phrases from the input
document to the profile. The profile thus built for a user
contains terms that broadly specify his interest. When
keywords and key phrases collected over a period of time
repeat in the profile or have a close semantic relationship
between them, it represents consistent user interests. The
recommendation algorithm exploits this feature in getting
valuable recommendations for the user.
We also add other metadata of the input document such as
author name to the profile. This specifies the list of authors
whose documents the user has read. The user profile thus
built is used in a recommendation system to push relevant
content to the user.

E. Recommendation System
The system is used to recommend more relevant and recent
documents to the user based on his profile. The
recommendation system uses multiple approaches to
improve relevance.
a) Recommend documents based on user profile
b) Recommend new documents of favorite authors
c) Recommend new documents from recent conferences or
journals.

Recommend documents based on user profile:
The profile built for a user implicitly using the documents
received from the user, is used to select documents for
recommendation. The profile has a list of keywords and
key phrases from the input documents and author names of
the documents. All the key phrases and keywords in the
profiler are clustered (using the algorithm in Section

Wikipedia graph
Extract candidate

Relevancerank algorithm
Score candidate
Content yields new

Pos tag
Phrase extraction
Term extraction
Mutual information
Query document
Retrieval precision

Seed set
Document
Phrase

Blog posts
User generated content
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4.3.1.1) into different clusters. Since the clusters are
framed from keywords and key phrases taken from
multiple documents, they capture interrelationships
between various topics. One cluster may contain key
phrases from different documents if they have a close
semantic distance.
These clusters are then used to frame multiple queries. An
initial set of documents are retrieved using Google Scholar
as the search engine for each of these queries. For each
document retrieved we extract the keywords and key
phrases.
Each document is ranked based on three parameters:
SP - Similarity with the profiler
DP - Days since the document was published
N - Number of queries that retrieved the same document.
Rank = (SP *w1 + (1/ DP) * w2) * N (3)

The similarity score is the strength of user interest in the
document. Similarity with the profiler is computed as
follows.

Profile Similarity Score, SP
||
||

BA
BA

(4)

Here, A is the set of key phrases in the document and B is
the set of key phrases in the user profile.
The second parameter is used to filter out old documents
and ensure recency. For experimental purposes, we used
w1 =1 and w2 =4. The documents are sorted based on the
final rank and top ranked documents are recommended to
the user.

Recommend new documents of favorite authors:
The profiler together with the list of keywords and key
phrases of the documents received from a user, has a list of
authors of each document. We assume that this list of
authors as favorite authors for the user. The number of
documents of a particular author, that a user has read is
taken as the authority of an author. We extract papers for
each author by adding the string author:<name> to the
query in the search engine. Also we find all the co-authors
from the input list and retrieve papers for each double
author. We extract keywords and key phrases for each
document retrieved.
Each document is thus ranked on four parameters
SP - Similarity with the profiler
DP -Days since the document was published
NA - Number of favorite authors who wrote this document
AW - Authority of the authors who wrote the document
Rank = SP *w3 + (1/ DP) * w4 + NA * AW *w5 (5)
Author names may be misleading when the name is shared
by more the one person who publishes content in different

fields. To prevent such errors, we compute the similarity of
the document with the profiler. Similarity with the profiler
is computed as in Equation (4). The second parameter in
the above equation is used to filter old documents. The
third parameter increases the weight of a document
according to the number of favorite authors who wrote the
document. For experimental purposes we used w3 =4, w4
=4 and w5 =2.

Recommend new documents from recent
conferences or journals: We exploit the profiler key
phrases in fetching a list of conference and journal names
that publish content of interest to the user. This helps in
alerting the user with relevant documents from recent
conferences.
All the key phrases and keywords in the user profile are
clustered (using the algorithm in Section 4.3.1.1) into
different clusters. These clusters are then used to get a list
of conference and journal names from the search engine.
For each clustered dataset, we get publisher details of
documents from the search engine (e.g. in Google Scholar
using the Bibtex output) and add them to the publishers
list. We consider publishers with higher frequency from
the results list and retrieve recent documents published by
them. This is done by querying the conference name in the
search engine and setting the recent preference to the
current year. For each conference, recent documents that
were published by them are obtained.
Each document is ranked based on two parameters
SP - Similarity with the profiler
DP - Days since the document was published

Rank = SP *w6 + (1/ DP) * w7 (6)
Similarity with the profiler is computed as in Equation (4).
The second parameter is used to filter old documents. For
experimental purposes, we used w6 =1 and w7 =4. We used
these values because more likely the documents retrieved
with the conference names tend to be relevant and the
major parameter here is the published date (since users
desire documents that are recommended to be more
recent).

V. EXPERIMENTAL EVALUATION

Our experimental evaluation is designed to answer the
following questions
1. Are the key phrases obtained by our method sufficiently
discriminative?
2. Are the similar documents retrieved by the system of
good precision?
3. How good are the recommendations made by our
recommender?
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A. Evaluation of Key phrases
We first evaluated the usefulness of using key phrases in
representing the context of a document. This was done
because the hypothesis we use for retrieving similar
documents is that they are clustered close to the input
document. We extracted keywords and key phrases from a
document published in the web. We used the keywords and
key phrases separately as a query to find the rank at which
the input document is retrieved. Results (in Fig. 4) show
that key phrases perform better than keywords in retrieving
documents at higher rank.
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Figure 4. Comparison of keywords vs. key phrases in fetching the input
document

We evaluated whether the key phrases extracted for a
document is able to retrieve the same document back in
top results in Google scholar. An automated test run for
500 documents shows that 80% of the documents were
retrieved at top ranks by querying with the key phrases.
Results are shown in Fig. 5.
We next compared our method of finding key phrases
against existing methods. We compared our key phrase
extraction method with the Yahoo Phrase extractor and
manually extracted key phrases. Yahoo! Phrase Extractor
is on online tool for extracting phrases. It takes a text
document as input and returns a list of key phrases for the
document.
We conducted a study in which the users were presented a
list of key phrases for each document in the test data set.
The list comprised of the key phrases extracted by our
method and Yahoo Phrase Extractor. The users were asked
to rate the relevancy of each key phrase (0, if it is
irrelevant and 1, if relevant). We present the comparison
using the measure of precision which is calculated as in
Equation 7.

(7)
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Figure 5. Performance of key phrases in fetching the input document

Table 1 summarizes the performance of our method and
Yahoo Phrase Extractor for the test data set.

TABLE I

Performance of different key phrase extraction methods

Method Precision

Yahoo! Phrase Extractor 0.478

Our key phrase extraction algorithm 0.758

A study was done in which users were asked to find key
phrases in 30 documents. Key phrases were also extracted
by our method. Using these phrases a search string was
framed and the rank at which the input document is
retrieved back is found in Google. Fig. 6 shows that our
key phrase extraction algorithm performs better than
manually extracted key phrases in retrieving the input
document at higher rank.

Figure 6. Comparison of automatic key phrase extraction against
manually selected key phrases

B. Evaluation of Similar Documents
In this section we evaluate the relevance of similar
documents that are retrieved by our method. We
conducted an evaluation of the system with 10 users by
exposing the solution as a cloud service. The users were
primarily research scholars.
To compare the retrieval quality of the system, we
computed the following commonly used measure:

1 Precision at K: Prec@K(q) is the fraction of
relevant documents within the top K results for a query q.
This needs a binary classification of documents.

2 Mean Average Precision : It returns a single
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value for each method of ranking and is computed as
follows

||

1 1
)(Pr1

||
1)(

Q

j

m

k
jk

j

j

Recision
mQ

QMAP
(8)

Q is a set of queries, mj is the number of documents on
which precision is computed and is chosen as 20. MAP
takes the position of the results in the ranking into account
and is based on binary relevance classification.

3 DCG at K: The Discounted Cumulative Gain
explicitly takes the ranking of first K results into account.
Hence it rewards highly relevant results less than less
relevant results. It is computed as follows :
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(9)
Here, r(j) is an integer for the relevance rating given to the
result at position j for the query q and is taken on a scale of
1-3.
We did not evaluate recall because of 2 reasons. One, we
are using a search engine backend and there is no way to
know the set of all relevant documents. Second, for
research papers, the users are more interested in top N
relevant documents that the entire set of relevant
documents.
We first evaluated the efficiency of key phrases in finding
similar documents. Here, all the key phrases are given as
one long query. In this experiment the user sends a
document to the service and is sent a set of documents
similar to the input document. The user is asked to rate
each document on a scale of 1-5 based on his interest in
the document.
We chose ten documents from varied topics for evaluating
the relevancy of similar documents. For each input
document, we retrieved 20 similar documents. We used
the above specified measures for evaluation. Fig. 7 shows
the precision graph and Fig. 8 shows the DCG graph.
Results are summarized in the Table 2.

Figure 7. Precision at K
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TABLE II

Evaluation of similar document search results

Precision @ 10 0.93

Precision @ 20 0.835

Mean Average Precision (MAP) 0.90

Also, we evaluated the importance of diversification in
search results. We will compare the similar documents that
are retrieved by the system with and without clustering of
key phrases. For this, we took ten documents from the
users and sent two lists of 10 documents for each input
document. The documents considered were primarily
research papers that were much focused. For each
document sent, the user rated the relevancy of it on a scale
of 1-5. We use the standard measure of precision and DCG
for comparison. Fig. 9 shows the DCG graph. Table 3
summarizes the performance of our method.

TABLE III

Precision of similar documents retrieved with and without explicit
result diversification

Method Precision @10

Similar Documents retrieved with
result diversification

0.64

Similar Documents retrieved
without result diversification

0.65
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Figure 9. DCG graph of similar documents retrieved with and without
explicit result diversification
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C. Evaluation of Recommended Documents
For evaluating the recommender system, the users are sent
a series of recommended documents based on the
documents submitted by them to the system. The user
feedbacks are collected for each recommended document
on a relevancy scale of 1-5. The DCG graph (Fig. 10)
shows that our recommender system based on user profiles
performs well in selecting the right documents for
recommendation. Table 4 summarizes the performance of
our individual recommendation modules. This study was
done with 10 users, however we could obtain more than
five relevant documents for only 7 users (because of
subscription requirements), hence results are reported for
only 7 users.
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Figure 10. DCG graph for recommended documents

TABLE IV

Performance of Recommender System

Recommendation Module Performance
Recommend documents based on
user profile

Precision @ 10 0.89

Recommend new documents of
favorite authors

Precision @ 5 0.51

Recommend new documents from
recent conferences or journals

Precision @ 5 0.65

D. Discussion of Experimental results
The evaluation of extracted key phrases reveals that the
key phrase extraction algorithm performs better than some
existing key phrase extraction methods. It is also noted that
key phrases performs better than keywords in describing
the context of a document. Evaluation of similar
documents shows that our method helps in exploring the
web in finding documents of interest to the user. However,
it is noted that the diversifying search results does not
improve the user satisfaction. This could be because the
user may be interested in only the broader theme of a
document and not all the themes. Clustering has taken the
results to a different document space that is more precise
to the individual themes in a document.

From the evaluation of our recommender system we infer
that such a system can form a useful component of the
user’s information exploration in the web. Also it is
evident that the recommendation based on user profile has
fetched documents of interest to the user.

VI. CONCLUSION

In this paper, we propose a novel retrieval approach for
document similarity search. We have formulated a method
to get similar documents based on the concept of the input
document by extracting the relevant keywords and key
phrases from the document. The experimental results have
shown favorable performance of the proposed approach.
We have also built a personalized document
recommendation system based on the user profile created
implicitly with the inputs received from the user.
In future, we will aim to extend the similarity search and
recommendations to web pages, video content and to
cross-lingual similarity search where information in one
language could be used to find similar information in other
languages
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Abstract Even though blog contents vary a lot in 
quality, the disclosure of personal opinions and the 
huge blogging population always attracts marketing s
attention on blog information. In this paper, we 
investigate how marketers can identify the 
information propagation in degree among blog
communities. In this way, topic similarity, relatedness, 
and word repetition between leader and followers
writing products are considered as the propagated 
information.
The contribution of this paper is twofold. The work 
presented here is to show how blog content can be 
economically and feasibly analyzed by existing 
internet sources such as Wikipedia database and the
usage of page return from a Japanese search engine. 
To this extent, this system, which combined in-link 
algorithms and text mining analyzes, tracing 
propagation channels and propagateable information 
allows analyzing the power of influences in viral 
marketing. We demonstrated the effectiveness of the 
system by applying blogger identification, topic 
identification, and the topic propagations.

Index Terms blog, text mining, viral marketing, 
content based propagation, Wikipedia, thesaurus, 
page return of search engine 

I. INTRODUCTION

Blog, which provides support for the issues bloggers 
deem interesting and important. Along with the 
development of the internet and increasing prevalence 
and convenience of web-related activities, social network 
occurring in virtual communities that spontaneously 

now the hot materials of emerging marketing research. 
Researchers are able to tag or categorize into bloggers 
communities to build up database or predictive models 
for the purpose of lifestyle intruding marketing.

As more and more people participate in the blogging 
behaviors, the blogosphere has become a trend and an
important space for people to exchange information. In
there, people write blogs to produce information and read 
blogs to consume information from others. The potential 
of operating marketing strategy in the blogospheres has 
been noticed by marketers. In there, people share 
opinions and experience with others through word of 
mouth, but the disseminated results is like a virus that 

continuously spreads and infects more and more people
without any further marketing effort [11].

Viral Marketing is a marketing strategy for social 
network through a persuasive message designed to spread 
from the opinion leader to followers [10]. As information 
that flows in the blog spaces is extremely sensitive to 
trendy topics one needs to continuously monitor which 
marketing strategies take place. However, most research 
about monitoring propagation in the blog spaces fell into 
underestimating the influences of blogging behaviors on 
viral marketing. Modeling propagation among bloggers 
based on recommendation, invitation, or any in-link 
actions, that are only able to analyze the directly accessed 
channels of viral marketing, may underestimate the 
influence of blogging behaviors. On the contrary, 
modeling propagation depending on topic similarity 
would meet the problem of overestimating the influence 
of blogging behaviors. To design a monitoring system for 
indentifying the information propagation with solid 
evidences of marketing effects is a difficult and 
subjective process. It requires the understandings of 
thoughtful marketing strategies to bloggers and the 
technological capabilities of data processing on this social 
medium. 

In this paper, we investigate how marketers can 
identify the information propagation in degree among 
blog communities. The only requirement that we have for
the user is that (s)he should decide a interest keyword as 
to look for the opinion leader in that interest domain. 
Based on the opinion leader s history of comment 
receiving, the comment givers, who show the evidences
that have obtained knowledge from leader, are traced as 
the followers. Topic similarity, relatedness, and word 
repetition between leader and followers writing products 
are considered as the propagated information. Such an 
approach should allow the users to explore their interest 
domains, trace the evidences of influences from blogging 
behaviors, and presents the complex social relationship of 
people to people, topic to topic, and people to topic.    

During the design of our approach, special attention,
which is given to the data processing of topic 
identification from blog contents, should allow core 
words, the reprehensive words of documents, to be 
extracted from the informal writings in blogs, such as 
new words, mixed languages, and loose grammar [14]. In
order to present topics of interest domains from the 
special word usage, a simple specification of choosing the 
thesaurus source could be very helpful. For this purpose 
we have decided to exploit the database of Wikipedia 
titles as the thesaurus due to its appropriability and 
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accessibility. The Wikipedia thesaurus can be used for
defining semantic relatedness that resembles all inclusive 
topics, including trendy topics, interested by internet
users. In addition, the Wikipedia thesaurus updates 
frequently and is easy to be obtained.   

In order to experiment with the proposed approach, we 
have implemented a sample observation that presents 
blogger identification, topic identification, and the topic 
propagations among bloggers. The results showed
successful topic identification from blog contents. In this 
way, the propagations among opinion leader to follower
bloggers, such as topic propagation, word repetition, and 
topic evolvement, are able to be measured and promising 
to be applied in a large size of data. 

The contribution of this paper is twofold. The work 
presented here is to show how blog content can be 
economically and feasibly analyzed by existing internet 
sources such as Wikipedia database and the usage of page 
return from Goo search engine1. To this extent, this 
system, which combined link and topic analyses, tracing
propagation channels and propagateable information is 
supportive to the observation of viral marketing 

Section 2 continues with presenting related work on 
identifying propagation for viral marketing. Section 3 
explains the details of our approach, whereas Section 4
introduces the propagation model we have implemented.
The results are presented in Section 5. Finally, we draw 
conclusions in Section 6.

II. RELATED WORKS

A lot of research has already been done in areas related 
to recognizing propagation among blog communities for 
viral marketing. For instance, several analyses and 
frameworks have been introduced that are designed for 
monitoring propagations. This section continues with 
discussing some related work that is relevant for our 
research. 

As the volume of blogs and other public online forums 
such as message boards
commercial enterprises which base their business model 
on mining business intelligence from these sources 
emerged. The methodology consists of a platform 
combining crawling, information extraction, sentiment 
analysis and social network analysis [15].

Wu, Huberman, Adamic, and Tyler [17] are the first to 
use the concept of virus epidemic model to simulate 
information propagation through email forwarded URLs 
and attachments within a group of people. The system 
defines the distance of interest similarity by the node 
attributes shown on the personal homepages. This 
research presents a way to analyze information flow that 
takes into account the observation that an item relevant to 
one person is more likely to be of interest to individuals 
in the same social circle than those outside of it. Wu s

1 Goo search engine is an internet search engine and web 
portal based in Japan, which crawls and indexes
primarily Japanese language websites.

research points out that the similarity between people is a 
key factor for information propagation but the method is
limited in the extremely high quality information and is 
hard to be applied in the general social media.  

Being an extension of information propagation in a
large group of people, Leskovec, Admic, and 
Huberman [12] present an analysis of a person-to-person 
recommendation network, consisting of 4 million people
who made 16 million recommendations on half a million 
products to establish how the recommendation network
grows over time and how effective it is from the 
viewpoint of the sender and receiver of the 
recommendations. They present a model that successfully 
identifies communities, product and pricing categories for 
which viral marketing seems to be very effective, while 
on average recommendations are not very effective at 
inducing purchases and do not spread very far.
Leskovec s research also point out only the relationship 
of recommendation link between people is not sufficient
to explain the reasons for making a purchase decision. On
the contrary, Individuals are often impervious to the 
recommendations of their friends, and resist buying items 
that they do not want. Those findings are very important 
to interpret how behaviors of virtual communities could 
contribute the influences on other individuals in the real 
world. 

More online behaviors especially for blogging 
behaviors are discussed in Ali-Hasan and Adamic s
work [1]. They examined three blog communities in 
different geographical locations, both by analyzing the 
network structure of their blogrolls, citations, and
comments, and by surveying the bloggers directly. In all 
three communities, there is strong evidence that blogs do 
enable relationship formation, with some of those new 
relationships later extending to other communication 
media and offline meetings. Compared with previous 
blog studies that have typically placed more emphasis on 
blogrolls and citations, Ali-Hasan and Adamic s find that 
much of the community interaction occurs in comments 
and is not always reflected in blogrolls and citations.

Viral Marketing is a marketing strategy for social 
network through a persuasive message designed to spread 
from the opinion leader to followers [10]. In order to 
establish deeper understanding of blogging behaviors and 
its potential applications in marketing, studying the social 
relations of linkage built up by forward, recommendation, 
blogrolls, citation, and comment is not sufficient in the 
aspects of the directional analysis of the opinion leader to 
followers and the propagated message from leader to 
followers. More and more research have tent to explore 
the potential relationship between bloggers through
analyzing blog contents. However, applying Natural 
Language processing to extract useful information could 
be very complicated and difficult, especially working on 
blog writing, which includes lots of informal language.

Instead of dealing with bloggers writing contents, 
many research try to use tags, which are defined by blog 
users to be the attributes of bloggers, to explore the 
similarity of blogs [5]. However, there are several
drawbacks of using tag system on blog analysis. Muller 
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points the problem that similar tags do not describe 
similar things [16], because of the compatibility of 
contextual information [8]. Given the same observation,
Hayes [6] suggests that tagging system may work well for 
social bookmark site, like Del.icio.us2 where the multiple 
users tag a unique resource, but not suitable for analyzing 
blog. 

Fujimura, Fujimura, and Okuda [4] present a model to 
extract community from the enormous amount of web 
contents based on the clusters made by co-occurring 
words in the query results. The conducted experiments 
show the feasibility of their measuring system, which also 
shows the possibility of the application on analyzing blog 
contents as a subset of web contents. However, query on 
blog and query on web are with different purposes. For 
example, the web queries contain many large web sites 
(Yahoo! eBay, Hotmail and so on) and higher percentage 
of political and technology-related queries [14][2].
Mishne & de Rijke did an extensive query log analysis of
blog user behavior in terms of queries and page views. 
Their research determined that most of the named-entity 
queries for blogs were requests to learn what is being said 
currently about that entity, while the more general queries 
were often attempts to find blogs or posts on a topic of 
interest. Based on their suggestions, the model to extract 
blog communities should be considered as composing 
communities of interests.   

Some discussions about the importance of interest 
communities in the blogosphere are based on the potential 
contributions to marketing. Kale, Karandikar, Kolari, 
Java, Finin, and Joshi [9] suppose interest similarity could 
conduct trust building and influence giving among 
bloggers. They present a model to find "like minded" 
blogs based on blog-to-blog link sentiment for a 
particular domain, politics. They identify the polarity 
(positive, negative or neutral) of the text surrounding 
links that point from one blog post to another. Rather than 
passively mining the blogspace for business intelligence, 
Java et al. propose application of formal influence models 
to information propagation patterns in the blogspace, to 
generate CGM. This work attempts to locate a set of 
influential blogs which, if discussing a certain topic, are 
likely to maximize t

of view, these 
sets of blogs constitute an important marketing 
channel [15].

Based on previous studies, we have known that 
researching on the relationship among interest 
communities in the blogosphere has strong potentials in 
marketing. However, to measure the information 
propagation among bloggers, involved extracting interest 
topics from blog contents, is complicated and hard to be 
generalized. The usage of word co-occurrence is 
validated in searching similarity in web contents but has 
to be customized on analyzing blog data. In the section 3, 
the details of our approaches and the specifications of the 
model design are introduced. 

2 http://www.delicious.com/

III. SPECIFICATIONS OF SETTINGS

The model of propagation is used to monitoring the 
information flow among bloggers for viral marketing 
strategies. It searches for the relations between bloggers, 
including the existence of social relationship such as the 
actions of giving comments or invitations; and the 
potential relationship, like sharing similar interests.
Usually a blogger s interests are considered as the topics
written in his or her blogs. Then, the patterns of topic 
propagations indicate the different purposes of marketing 
strategies.  
We make use of easily accessible internet resources such 
as Wikipedia titles and the page returns of queried words 
from Goo search engine to formulated word relatedness 
measures. These usages are based on two considerations: 
accessibility, which can lessen the complexity of 
language processing, and appropriability, which can make 
the interest exaction from blog contents more topic 
oriented. In terms of the whole procedure the 
identification of the existing directional social 
relationship is antecedent, and the potential relationship 
of content relatedness is consequent. We now continue to 
describe the framework of our propagation model with its 
settings. 

3.1 Propagations for Marketing Strategies

The information propagation measured by in-link 
algorithms is used to mine bloggers with relationship of 
action giving and receiving for identifying the possible 
marketing channels of viral marketing. Such link 
propagation consists of an opinion leader blogger, a link 
relation, and the followers. The leader and follower are 
the actors who receive and give the link actions such as 
comment, read, click, forward, and trackback. In our 
implementation, the opinion leader is the most popular 
blogger in a topic domain, which can be defined and 
searched by the existing blog search systems. Then, the 
followers can be detected by the records of having link 
relations with the leader. 

Content relations between the leader blogger (L) and 
followers (F1, F2) describing how much knowledge 
followers accedes from the leader can divide into several 
layers blog, content, core word, topic, and propagation.
These layers are used in matching propagations, which
are done as consecutive steps. First of all, the propagation 
that is associated with a directional link relation is 
retrieved. Then, the propagation that is associated with 
blog contents is based on accumulated blog archives of
each blogger. The third step tokenizes contents to identify 
the representative core words of each blogger s interests 
and knowledge. Finally, the participants (L, F1, and F2)
and the relations of similarity or relatedness for all core 
words composed topics are denoted. We illustrate this 
process with an example, which is depicted in Fig.2.
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Figure 2. Data processes

Information propagation based on content can be 
interpreted into three patterns: (1) topic propagation, (2) 
topic evolvement, and (3) word repetition. Similarity in 
contents from the leader blogger to follower blogger 
describing how much knowledge the follower accedes 
from the leader has been used to sense the degree of 
direct influence from leader to follower [7][4][5][9].
(1)Topic propagation: For the application of viral 
marketing, topic propagation is created to trace the 
introduced message from leader to follower in terms of 
finding the efficient paths to access the most followers. 
(2) Topic evolvement: Contrary to similarity, differences 

individuals. Bloggers sharing similar interests easily 
compose a community, but each blogger is supposed to 

exchange their knowledge and interests to influence each 
other in the viral space. Since leader and follower interact 
and influence each other, topic evolvement is created to 
trace the different interests from follower to leader in 
terms of fining the efficient way to penetrate different 
interest groups.
(3) Word repetition: Extending to topic propagation,
among these followers word repetition is created to sense 

Based on identified relations of links and topics, the 
proposed propagations can be shown to the user for 
validation. It is up to the user to validate a certain 
identified propagation based on the blog contents in 
which the topic was found. The patterns of propagations 
based on content information are illustrated in Fig. 3. 

Figure 3. Patterns of propagations based on content information

We use an example to illustrate how topic propagation 
and topic evolvement interpret influences in viral 
marketing in Fig. 4.

Figure 4. Topic propagation and evolvement for marketing purpose

Having traceable propagations in blog spaces will 
improves monitoring and decision making of marketing 
strategy. For instance, a follower of an opinion leader 
blogger in the topic domain of cooking talks about life 
aboard , which reflects the blogger s personal experience
or opinion. The second layer follower s blog is written 
about online auctions . One can speculate that people
who live aboard may interest in searching recipe or 
cooking tactics, moreover, checking for the opportunities 
of online auction. These records of topic propagation and
evolvement describing the trending of bloggers interests
can be applied in the study of social phenomenon and 
human behavior at scales that before were never possible.

3.2 Topic Identification from Blog Content

As stated earlier, the topic-based information extraction 
framework which we propose uses resources from 
internet to facilitate the blog-triggered thesaurus
databases. One or more database resources are associated
with technologies of semantic processing, which can 
weigh the importance of words in the contents. The goal 
of these processing is to enable knowledge engineers and 
marketing experts to express their knowledge in a simple 
yet expressive way by extracted topics with propagation 
patterns. To be able to make use of these topics, their 
semantics must be defined. 

We can distinguish between two kinds of semantic 
processing: core word extraction and topic identification.
Both of these processing are applied to an individual 
blogger blog contents. Core word extraction deals with 
simple word tokenization and importance evaluation.
Then, topic identification aims to group semantic related 
words into one topic, which is the challenging task in our 
work. 

The characteristics of blog are depicted in Table 1, 
summarized that a blog post represents that blogger s
personal opinion and experience. Because of the in 
Section 2 mentioned drawbacks of informal language 
used in blog contents such as new words, mixed 
languages, and loose grammar [13], a proper thesaurus 
database is necessary for expressing the characteristics of 
blog contents and the usage of word relatedness. For 
example, extracted blog topics represent bl
personal interests. The measured relatedness should focus 
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on , not
traditional relatedness of meaningfulness and explanation.

Table 1. Comparison between blog and other social media

In order to create more expressive word expressions a 
comparison of kinds of thesaurus database is exemplified 
in the table 2. Conventionally, dictionary and news 
databases are well used as semantic thesaurus. However, 
thesaurus sourced from dictionary like *ruigo.jp does not 
cover enough new topics, and the extracted topics are 
based on the explanatory relatedness and hierarchy of 
semantics. Even though thesaurus sourced from news like 
**database of Asahi News includes selected trending 
topics, the extracted topics are event oriented and based 
on time serial. Since 2007 Google n-gram has been 
launched as the hugest thesaurus source, which is based 
on all words from web pages which is about 20 billion 
documents, may cover all kinds of topics. Its calculation 
of word relatedness is based on frequency of co-occurring 
words in a sentence at most in the distance of 6 grams 
including noun, aux. verb, adj., verb, particle . In this 
way, Google n-gram database cannot really reflect the 
relatedness of interests or activities. 

Table 2. Comparison of thesaurus sources

In the aspect of expressing characteristics of blog 
contents, Wikipedia articles as consumer generated media 
(CGM) share the similar characteristics as blogs that both 
editors and audiences are internet users. Therefore, 
thesaurus sourced from Wikipedia could cover the most 
inclusive topics related to bloggers interests and 
activities than other sources. For the concerns of data 
processing Wikipedia is the most feasible source in terms 
of the size of documents, dusts in the writings, and the 
quality of writings. Besides, it is also the most 
economical approach without limitation for usage.
Incorporating thesaurus sourced from Wikipedia makes 
topic identification more proper and accessible.  

IV. METHODS

This section presents our methods able to identify topic 
propagation between leader and follower. Methods
consist of several processes: detecting leader and follower 
bloggers, identifying topics of each blogger, and 
measuring the propagations among leader and follower 
bloggers. Each process consists of multiple components, 
i.e. leader and follower identifications, which are 
described in Section 4.1, core word extraction and topic
identification, which are described in Section 4.2, and 
also topic propagation, topic evolvement, and word 
repetition, which are described in Section 4.3.

Using leader and follower identifications, the user can 
detect the opinion leader in a topic domain and the 
followers based on their relations with that leader. Core 
word extraction can filter out core words from content 
bodies of blogs. Topic identification makes users are able 
to group core words into topic of keyword related, 
keyword non-related, and noise by using defined
relatedness measures. Propagation measures include topic 
propagation, topic evolvement, and word repetition, 
which present the close topics follower accedes from 
leader, the different topics follower derives from leader, 
and the same ideas follower copies from leader. 

4.1  Leader and Follower Identifications

The leader and follower identifications allow users to 
construct the structure of directional propagation which 
will be used to collect the propagated information. The 
proposed leader identification allows users to look for the 
opinion leader in their interest domain, which is created 
by modifying Blogranger API3, a well-known Japanese 
blog recommendation system, to find the top 10 leader 
bloggers in a self-defined period. Based on the opinion 
leader s history of comment receiving, the commentators, 
who show the evidences that have obtained knowledge 
from leader, are traced as the followers. Fig. 5 shows the 
user interface which is used when the users want to find 
the opinion leader with followers. Such an approach
allows the users to explore their interest domains and
trace the evidences of influence paths from leader to 
follower.

Figure 5. Interface for identifying leader and follower

Given the targeted Leader and follower bloggers
URLs, we collect their blog content bodies within two

3 http://ranger.labs.goo.ne.jp/TG/
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week long from the date when followers access the leader 
blogger s information. That is, the collected documents
allow users to observe the changing interests and 
activities of that blogger in a period across two weekly 
life cycles. 

4.2 Identifying Topics of Bloggers

To automatically conceptualize these fragments of 
contextual information is a challengeable task. 
Conventionally, the Tf-idf weight is well used in text 
mining field. However, in the case of mining blog 
content, the limited information amount of each blog post 
makes the calculation of the Tf (term frequency) loss in 
effectiveness, and the speedily increasing blog posts, 
which are not consistent in content, makes the idf (inverse 
document frequency) calculation impossible. In order to 
make good use of mining blog content, we have modified 
several methods based on the purpose of topic 
identification. 

Identifying topics of each blogger involves two parts of 
data processing: core word extraction and topic 
identification. The basic text filtering for content analysis 
is done by using Mecab 4 , which is an environment 
supporting the research and development of language 
processing software. Mecab provides its users with 
text-parsing engine that splits Japanese text into its
separate morphemes. It also allows its users to develop 
their own word database or to extend the existing ones. 
For example a sentence Like this case might be 
will be split into these morphemes: pre-noun adj. noun
aux. verb noun particle noun particle verb aux. verb. In 
our framework, each content set will be pushed through 
this software. In order to identify topic, only nouns are 
extracted from the text bodies. We also extend the exiting 
word database of noun by adding all the Wikipedia titles 
to ensure that the new topics are included in the software 
and can be extracted from the contents.

Figure 6. Framework of identify topics of each blogger

The framework of data processing, as depicted in Fig. 6
is comprised of several components, some of which are 
distributed with Mecab by default, whereas others are 
designed by us. After extracting nouns from blog contents 
with Mecab, the importance of each noun in a content 

4http://code.google.com/p/furigana-injector/wiki/MeCab

body to all blog contents is weighted with Tf-idf (term 
frequency inverse document frequency), which is a 
statistical measure used to evaluate how important a word 
is to a document in a collection. Through the calculation, 
only the important nouns of individual content set are 
selected as the core words to represent one s main topics 
of interests and activities.    

In the process of topic identification, there are two 
steps: to identify keyword related words as in the same 
topic belonging of keyword, and for words without topic 
belonging, to cluster words into distinguished topics. 
Both steps are associated with the measure of word 
relatedness, which plays an important role in grouping 
semantically related two words in the same topic 
belonging. 

The concept of relatedness measure is derived from the 
cosine similarity, which is often used to compare 
documents in text mining. Given two vectors, and ,
with attributes of and word occurring, the cosine 
similarity, is represented using a dot product and 
magnitude as

where n is the size of documents. Each vector has a value 
for every word appearing in the document, with the value 
at that position containing the frequency of the word in 
the current section of the document. Thus, small segments 
of the document are compared based on their word 
frequency.

Exploiting the number of page returned from existing 
search engines provides users a very simple approach to 
measure word relatedness. The number of page returned 
is based on the largest document base to measure the 
general important of term with the concept of inverse 
document frequency (idf). The size of documents n equals 
the size of searched web documents by the search engine.
The dot product of and can be the frequency of 
co-occurrence, and the magnitude of is 
the product of the square roots of the frequencies of word 

and word occurrences. Thus, the relatedness 
measure, called word relatedness ratio (wrr), is defined as 
the number of page returned of two co-occurring words 
divided by the numbers of page returned of each single 
word. We can denote wrr as:  

)()(
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),(
ji

ji
ji wprwpr

wwpr
wwwrr

where is the number of page returned where 

the word (wi) occurs, is the number of 
page returned where the words (wi, wj) occurs. However, 
judging similarity is conditionally based on the word 
itself and the size of the Web [3]. Besides, the quality of 
web documents does matter in the measuring
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performance. Strube and Ponzetto [17] pointed that in 
term of measuring similarity in English Wikipedia 
performs better than Google Counts than WordNet. In 
this study, Focusing on Japanese, a well known Japanese 
search engine, Goo, is adopted. In order to ensure the 
quality of searched results, the searched range is limited 
inside the contents of that search engine only.     
In the first step of identifying keyword related words as in 
the same topic belonging of keyword, the keyword is 
decided by the user as one s interest domain. To measure 
the relatedness between word and keyword, wrr can be 
modified to keyword related ratio (krr), which is denoted 
as:

)()(
),(),(
kprwpr

kwprkwkrr
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i
i

where k as a keyword, equals the number of 
page returned where the word (wi) and keyword occur.

Subsequently, to decide if the word is in the same topic 
belonging of keyword, a benchmark of krr, which tells
how close the related word and keyword should be 
circulated into a topic group, is necessary. The 

with keyword. Wikipedia titles as all inclusive words
under web users usage are appropriate to be applied to 
simulate the word relatedness with the keyword. From the 
distribution of krr with all kinds of words we can divide 
words into the closest related words and others. The 
division with a value of krr can be the benchmark to
divide core words into keyword related group and 
non-related group.

The second step is for core words in the non-related 
group, to cluster them into distinguished topics. The 
values of wrr represent the relatedness of all words in 
pairs, which can be interpreted as the correlation values
of core words of a blog content set. The correlation values 
of core words in pairs can be presented in a matrix, which 
is denoted as:

Words in the same topic belonging are supposed to
have the closest relatedness with each other. In order to 
group related core words into a topic, we run the 
optimization model to maximize the sum of wrr in each 
partition with a number of partitions given by the user. 
Through the calculation of matrix permutation, the 
optimized composition of topic groups is done. When the 
average wrr score of a partition is less than the total 
average wrr score of the whole contents, words in that 
partition are consider as noises, without any topic 
belonging. That is, even though the number of partitions 
is arbitrarily decided by the user, the result of word 
belongings to topics is constant. 

4.3 Propagations Among Leader and Follower 

Based on the results of topic identification in each blog 
data set, the propagations among leader and follower 
bloggers can be detected. There are three measures of
propagations which have to present the degree of 
information propagation from the opinion leader to 
followers. Topic propagation, which presents the close 
topics follower accede from the leader, is calculated as 
the percentage of the core words in the same topic 
belonging with keyword to the whole core words. Topic 
evolvement presents the different topics derived from the 
leader. Word repetition, which presents the same ideas 
the follower accedes from the leader, is calculated as the
percentage of identical core words used by both leader 
and follower to the whole core words. These simple 
propagation measures allow users observe the patters of 
propagations in the large scale of blog data.

V. ANALYSIS AND RESULTS

We now continue with analyzing real data to confirm
the effectiveness of our propagation model. First, with an 
inputted keyword, which indicates our interested topic
domain, we analyze contents of the leader and follower 
bloggers in that interest domain and show the 
propagations between them. In Section 5.1, we introduce
the identification of the leader and follower bloggers.
After this, we perform the topic identification of 
individual blog contents in Section 5.2. Finally, Section 
5.3 performs measures of propagations among bloggers.

5.1 Leader and Follower Identifications

The research purpose of this study is to build up 
comprehension of the information propagations between 
virtual individuals. We model propagations in a finest 
scale to introduce the relationships between bloggers in 
blog layer and topic layer. Through the application 
program interface (API) of Blogranger, the opinion leader 
of all Japanese blogs in that topic domain is identified.
We used cooking as the keyword to identify opinion 
leader (L). The reason to choose this keyword is because
cooking is one of the popular topics, which has formed
many small and strong virtual communities in the blog 
spaces.

Figure 7. Identify the opinion leader in cooking area.

Given the searched period is from 2006/4/20 to
2007/4/20, the opinion leader (L) in cooking domain is 
found as shown in Fig.7. The most popular blog posted 
on the date 2007/4/9. On that blog there are 125 
comments recorded, among these 65 are self-commented 
by the author; 25 comments are traceable with 
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commentators URLs. For a sample demonstration, we 
selected one with the most comments as the follower in 
the first layer (F1) from these 25 commentators; then with 
the same logic the follower in the second layer (F2) is 
identified. 

Once the positions of leader (L) and followers (F1, F2)
are fixed, we collect their blog articles from the date they 
posted over two-week period by using our data collection 
program. The reason we use two weeks as the data 
collection period is concerning the effective of topic 
transformation over weekly life cycle. Since most blogs 
are written as personal diaries, analyzing accumulated 
blog content co
interests, life style, and thoughts.

5.2 Identifying Topics of Blogger

This section performs the basic content filtering of 
individual blog content set and present samples of topic 
identification in each step. Given the collected contents in 
previous section, the noun phrases are extracted by the 
Mecab software with our extension of the existing noun 
phrase database. The customization by us is adding all the 
Wikipedia titles around 500,000 words (until 2007/5/12)
to ensure that the new topics are included in the software 
and can be extracted from the contents.

Referred to Fig. 5 the framework of topic 
identification, we input three set of individual blog 
contents into Mecab and get return of 420 words, 529 
words, and 437 words of nouns extracted from L, F1, and 
F2 respectively. In order to weight the importance of each 
extracted noun to its origin contents we use Tf-idf 
algorithm given the occurrence of the noun in content and 
the size of the origin data set. During our development 
period, we have seen the right-skewed distribution shape 
in all the cases that the relatively important words, words 
with higher Tf-idf values, occupy 15-20% of a data set.
For convenience we decide the 15% most important 
words in the individual contents as the core words of that 
blogger. In this way, L blogger has 63 core words, F1 
blogger has 79 core words, and F2 has 62 core words, 
respective to their contents.

Subsequently, referred to Fig.5 the challenging task of 
topic identification is conducted in the later of this 
section. We introduce the performance of the processing 
with real data. For the convenience of reading some of the 
samples are only partially shown due to the huge size of 
data. In the first step: to identify keyword related words 
as in the same topic belonging of keyword, we use whole 
the Wikipedia titles to simulate the word relatedness with 
keyword, then decide the benchmark of relatedness, 
which is the reference to judge if a core word is in the 
keyword related group or non-related group.

The database of Wikipedia titles include 500,000 titles
in Japanese, which are considered as nouns. In order to
effectively examine titles relatedness with the default 
keyword cooking, we randomly select 5% of 500,000 
titles by the sequence of alphabet. Among the selected 
25,000 titles, a big portion of these are not meaningful 
such as repeated Japanese alphabets, punctuation marks,

and so on. We eliminate the meaningless titles by 
examining their frequency of usage in general writings. 
Therefore, only titles with more than 50 pages returned 
by the Goo search engine are considered as into our 
Wikipedia thesaurus database, totally 4,341 titles.

Figure 9. The Wikipedia thesaurus

Finally, we input titles from the Wikipedia thesaurus 
with the keyword and return their keyword related ratio 
(krr) values, which is introduced in Section 4.2. The 
Wikipedia thesaurus is selected to be representative of the 
usage of nouns in the real world. From the distribution of 
the krr and log (krr) index of the Wikipedia thesaurus,
shown in Fig. 10, we can decide that the relatedness 
benchmark is given by the top 5% related titles, given that 
the 5% is the portion of the upper two- standard 
deviation. That is, the krr benchmark is 0.27 by which we 
can say if any word s krr value is bigger than 0.27, this 
word is strongly related with the keyword cooking, and 
vice versa.    

Figure 10. Distribution of the krr and log (krr) index 

The purpose of the first step of topic identification is to 
find if the blogger has the similar topic belonging with 
the default keyword. When there is none of core words 
related to the keyword, or the keyword-related words are 
excluded, we use matrix permutation to cluster these 
words into distinguished topics. Section 4.2 explains the 
wrr value and how can the wrr values be applied to a 
correlation matrix of core words in pairs. We utilize an 
analytic tool called UCINET 6 to run the optimization. 
Given that the default number of partitions is 4, the 
function of Optimization in Clustering analysis finds the 
word composition of maximized sum of wrr in each 
partition. A sample result is shown in Table 4, where core 
words: Giant (baseball team), fly, game, Chunichi 
(baseball team), Yakuru (baseball team), professional, 
team, base on balls, Yankees (baseball team), Hanshin 
(baseball team), Matsusaka (baseball player), Utsumi 
(baseball player), baseball, grounder, Matsui (baseball 
player), standings, leading hitter, Igawa (baseball player), 
Red Sox (baseball team), batter s box, Okajima (baseball 
player), and major league, are clustered in a topic; mail 
magazine, important person, tendency, Hiroshima, 
Clinton, Yokohama, Russia, Cabinet, center, Diplomacy, 
Bush, tease, countries, and Abe are clustered in another
topic. The leading words of topic 1 are Matsusaka and
baseball because of the largest sum of wrr in group.
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Table 4. Topic identification of blogger F2

core word sum of wrr core word sum of wrr core word sum of wrr core word sum of wrr
 (Giant ) 3.829  (mail magazine) 1.789  (airplane) 1.376  (plus) 0.987

 (fly) 3.4  (importabt person) 0.859  (number) 1.54  (funeral) 0.98
 (game) 4.722  (tendency) 1.942  (office) 2.064  (Pope) 0

(Chunichi) 3.635  (Hiroshima) 2.041  (caster) 1.496  (Kumi koudaku) 1.951

 (Yakuruto) 3.995  (Clinton) 1.653  (unit) 1.778  (Kotami maoko) 1.413

 (professional) 4.28  (Yokohama) 1.798  (message) 2.192  (least significant bit) 0.98

 (team) 4.318 (Russia) 2.274  (Satoko) 1.469  (Yoshizawa) 0.988
 (base on balls) 4.572  (Cabinet) 2.257  (future) 1.926  (goals) 0

 (Yankees) 3.655  (center) 2.363  (Hitomi) 1.746

 (Hanshin) 3.336  (Diplomacy) 2.41  (magazine) 1.414

 (Matsusaka) 6.738  (Bush) 2.324  (Fujii) 1.544

 (Utsumi) 2.54  (tease) 2.09  (Nozomi) 1.507

 (baseball) 5.563  (countries) 2.154
 (grounder) 3.268  (Abe) 2.164
 (Matsui) 4.585  (President) 2.966
 (standings) 2.545  (Prime minister) 3.48
 (leading hitter) 4.448
 (Igawa) 4.416

 (Red Sox) 2.875
 (batter's box) 3.921
 (Okajima) 2.28

 (major league) 2.605

Topic 1 Topic 2 Noise Noise

The whole clustering results of blogger F2 s core 
words are presented in Table 4, including 63 core words, 
in 4 partitions. Numbers in the right column are the sums 
of wrr scores for each core word. When the average wrr
score of a partition is smaller than the average of whole 
the wrr score, about 2.5, words in that partition are 
considered as noises. As the results show, mainly two 
topics baseball and politics are interested by the blogger 
F2. Considering the core words respect to the topic, the 
topic identification has successfully distinguished words 
into topics.   

5.3 Propagations Among Leader and Follower 

As shown in Fig. 11, compared to the clustered topics 
and the included core words of the leader and two 
follower bloggers, the leader blogger only concentrates 
on cooking topic; the follower F1 blogger shows 
interests in not only cooking but also other leisure 
activities such as movie, game, shopping, traveling ; the 
follower F2 blogger does not show interests in cooking
but shows strong interest in baseball and politics .
Differences between the results of topic domains can be 
explained by the characteristics of the blogging-behavior 
base and patterns. The blogger who is identified as an 
opinion leader in a specific field usually introduces one s
professional knowledge in the writings. For example the 
leader blogger in our case is special in cooking area
whose writings introduce recipes, eating ideas by using a 
lot of proper nouns, which is similar to the writings of 
news reports in terms of full of substantial evidences. It
shows a typical blogging behavior of knowledge
introducing. 

On the other hand, compared with the opinion leader, 
the follower bloggers show loose topic concentration in 
terms of showing multi-interest focus and looser
performance in identified boundary between topic 
belongings. For example, both followers F1and F2 have 

more than one topic concentration shown in their 
writings. The follower F1 shows looser performance in 
topic clustering except the propagated topic - cooking
from the leader. By observing the other two topics of core 
words, starting with movie and diamond , one could 
notice that both topics are indicating some related leisure 
activities such as traveling, shopping and so on, but the 
differences are hard to be defined. On the contrary, topic 
identification in the case of follower F2 perfectly defines 
core words topic belongings into baseball and 
politics . These results confirm with our knowledge base 

that blog writing and blogger s interactions differ by 
topic. However, the differences are hard to be told by 
machine. From the results of topic identification of these 
three cases, one can conclude that the ways bloggers 
elaborate interests are able to be distinguished: some are 
knowledge introducing or sharing like L and F2 
bloggers ; some are life recording like F1 blogger s.

Finally, the propagation patterns can be measured 
based on the leader and followers results of topic 
identification. Similar topics from the opinion leader to 
followers contribute the measure of topic propagation.
Different topics from followers to the leader contribute
the measure of topic evolvement. Identical core words 
which are used by followers contribute the measure of 
word repetition. In the sample results of topic 
identification, topic propagation of cooking can be 
detected from L to F1 blogger. In F2 blogger s blog 
contents, 22% are related with the leader (L) blogger s. 
Among this, 17% word repetition indicates that F2 
blogger is influenced from reading L s blogs. In terms of 
topic evolvement of cooking , movie , travel and 
shopping topics are directly evolved from cooking ,

while baseball and politics topics are farther related 
with cooking topic. The summary is denoted in Table 5.

102 JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 4, NO. 1, FEBRUARY 2012

© 2012 ACADEMY PUBLISHER



Figure 11. Propagations from the leader to follower bloggers

Table 5. Summary of propagation patterns between bloggers

While our sample of analysis and results within 
three-layer interacted bloggers shows that by observing 
bloggers word usage and topic concentration different 
types of blogging behaviors - knowledge introducing and 
life recording can be distinguished. The measures of topic
propagation and word repetition show the degree of 
influence that followers receive from the opinion leader.
Topic evolvement tells the relative distances of bloggers
interest topics. In terms of applications in the viral 
marketing research, topic propagation is contributive to 
search for efficient ways to access the most people, and
topic evolvement is contributive for the ways to penetrate 
different interest groups once enough data have been 
accumulated.

VI. CONCLUSIONS

In this paper we have proposed the use of exiting 
internet resources for interest topics extraction from blog 
content feeds. This approach is implemented with a 
model combined link and topic analyses with which one 

can trace interests based influences using propagation 
patterns. These propagation patterns make use of 
bloggers interaction and topics relatedness, which 
leverage the existing information propagation models to a 
higher concretion level in the applications of viral 
marketing. Topic propagation and word repetition are 
contributive to efficiently access to most people. Topic 
evolvement is contributive to penetrate different interest 
groups, which is also important for providing customized 
marketing offers by cross promotion of topics from 
different product fields. In order to approach these topic 
based propagations, we have developed and presented a 
system of topic identification specified for blog content
feeds, as well as blogger identification focused on 
directional interactions. 

In our work, we make use of combining the online 
thesaurus database - Wikipedia titles, the search engine -
Goo search engine, and the blog recommendation system 
- Blogranger which reflect the most up-to-date topics in 
the blogosphere, allow an easy construction and 
understanding of propagation patterns by users. The 
contribution of this paper is twofold. Technically, the 
contribution of our approaches focuses on processing the 
informal contextual information of blog contents, which 
general text mining methods could not work well in topic
identification. To this extent, this system, which
combined in-link algorithms and text mining analyzes, 
tracing propagation channels and propagateable 
information allows analyzing the power of influences in 
viral marketing.

Our system consists of many processes. For each 
process, we compared relevant methods and chose the 
best performed one. For example, in the case of 
measuring word relatedness, we have compared the 
effectiveness of the number of page returned from search 
engines such as Google, Yahoo, and Goo. Eventually, 
Goo returns the best results due to its language focus and 
relatively small size of data, also less spam information. 
Other cases like adopting Cosine similarity and matrix 
optimization are all based on the comparison of existing 
methods and the applicability of data processing. This 
paper does not focus on detailed mathematical analysis 
nor fine algorithm design, rather on the conceptual and 
methodological system used to approach the analysis of 
viral marketing. Therefore, we demonstrated the 
effectiveness of the system by applying blogger 
identification, topic identification, and the topic 
propagations. 

The effectiveness of the proposed approach mainly 
depends on the results of topic identification. We
conclude that generally, the tool is effective because of its 
high accuracy, i.e., the topic belonging of each core word 
is correct by human judge. While our sample of analysis 

and results are limited within three-layer interacted 
bloggers, it will not harm for the generalization of the 
method because the interest domain, the default keyword, 
is designed as replaceable based on the Blogranger s

definition of top blogger in a topic domain. Followed our 
designs of locating followers and the krr benchmark 
against topic identification will not ruin the capability of 
the methods as well. Some setting of the methods has 

Opinion Leader (L) Follower 1 (F1) Follower 2 (F2)
(potato starch) (pub) (Matsusaka)
(with water) (Japanese style) (baseball)

(hot pepper) (pancake) (game)
(clam) (avocado) (Matsui)

(Broo) (tomato) (base on balls)
(BBQ) (foodstuff) (leading hitter)

(sauce) (seaside) (Igawa)
(teriyaki) (egg) (team)

(mushroom) (in plenty) (professional)
(roast) (restaurant) (Yakuruto)

(Brassica) (vegetable) (batter's box)
(Mayonnaise) (cheese) (Giant )

(cucumber) (movie) (Yankees)
(udon) (game) (Chunichi)
(scallop) (come-from) (fly)
(Parsley) (tunnel) (Hanshin)

(soup) (group) (grounder)
(Basil) (bass) (Red Sox)
(butter) (drum) (major league)

(shrimp) (house) (standings)
(ginger) (local) (Utsumi)

(donut) (head) (Okajima)
(flour) (temple) (Prime minister)

(grated) (aquarium) (President)
(potato) (beer) (Diplomacy)

(potato) (billboard) (center)
(wine) (mall) (Bush)

(season) (trolley) (Russia)
(noodle) (monk) (Cabinet)
(vegetable) (karaoke) (Abe)

(cheese) (Town) (countries)
(atmosphere) (tease)
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been decided by authors such as the number of partitions 
during the process of wrr matrix optimization, which 
depends on how meticulous users prefer and will not
change results in differentiating topics from noises. Our 
work aims to provide a method to discover propagations 
in general cases. In spite of the stability of the system has 
not yet been verified. It shows promising results to 
enhance performance of automated generalization 
processing.

For future research, we suggest a couple of directions.
First of all, the topic-triggered actions which are now 
used for identifying bloggers interests can also be used
for other purposes. For example, we could combine event 
based thesaurus by including news database, thereby 
automatically notifying blogger interests with related 
real-world events in a real-time manner. Secondly, 
currently we have been focusing on processing 
representative bloggers blog contents for two week long 
instead of entire archives. The reason for this is that the 
collected documents allow users to observe bloggers
interests and activities in a general life cycle. Moreover, 
data can be processed in a limited amount of time. 
However, the drawback of this approach is that except 
opinion leaders, common bloggers are not eager to update
their blogs that is needed for monitoring the change, 
which is likely to be solved by processing the entire blog 
archives. Therefore, future research into the possibilities 
of processing entire blog archives is suggested. 

Furthermore, it would be interesting to conduct 
research on interest chains, as usually, interests are not 
isolated but they are part of a chain of interest. For
instance, the readers who are interested in cuisine may 
prefer those blogs that share recipes, recommend kitchen 
utensil, or introduce lifestyle. Among those readers, some 
may have interests in both cuisine and kids education 
kinds of blogs [2]. It would be interesting to formulate 
such chains of interests in order to monitor the 
developments of specific domains over time. By 
identifying these patterns of interests, forecasting of what 
people will be interested can be done. If certain events 
intrigue people with specific interests, it is likely that 
people with other interests are also intrigued.   

Related future work might include recognizing the 
difference in the motivation aspects of interest sharing 
(e.g., knowledge introducing, life recording, etc.) and 
using this accordingly when updating the knowledge 
base. Also, one could consider adding the attitude (e.g., 
negation and approval etc.) support to the topics shared.
At the current moment, it is the user who decides if a 
topic has been correctly found and it needs to trigger 
bloggers motivations for blogging behaviors. Hence, a
framework of motivations to share interests and attitudes 
to shared ideas would be desirable, as these enhance 
performance of automatic processing. Furthermore, it 
would be worthwhile to investigate blog ranking based on 
evidence. If a blog or topic is frequently identified, there
is more evidence, and thus the blog or topic is more likely 
to be credible than is the case with less evidence. 

Additionally, topic identification needs to be improved. 
Related future research could include automatic topic 

adjustment, as current leading words in topics are chosen 
by relative frequency of word occurrence. However, the 
popularity of topics in the blog spaces or internet spaces 
is extremely unbalanced. Automating the adjustment 
process would improve the stability of our solutions. A 
possible solution might be to perform generalizations 
based on hierarchical summarization. By analyzing words 
with hierarchical structures (e.g., semantic hierarchy, 
information directory, etc.) choosing a representative 
word to a topic can be formulated. Users can then validate 
these topics and associate other applications to them.   

Finally, the usage of propagation patterns can be 
subject to further research. The propagation patterns 
introduced in this paper are addressed more on text and 
ontologies. Perhaps, in the future work we could use the 
output of propagations as input for expressive large-scale 
graphs and ontologies. 
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Abstract— There are an increasing number of information

sources and services around us enabling new ways of inter-

acting with our everyday environment. Examples include

intelligent devices, sensors embedded in the environment

and the emerging Internet-of-Things. Simultaneously users

are becoming increasingly involved as information providers

and consumers by means of Web 2.0 and social media.

While these areas have gained a lot of attention recently

and while the research on Digital Ecosystems has also

dealt with these phenomena separately there seems to be

need for research on the rich and complex ecosystem

combining the sensor-based information sources with Web

2.0 and mobile services. In this paper, we propose a Digital

Ecosystem architecture, which combines the social media

and Internet-of-Things. The architecture is the fruit from the

international collaboration between two long-term university

Living Lab projects in Finland and in China. It aims at

fostering student innovations in their everyday campus lives.

We discuss the experiences learnt in the context of this

international collaboration and the implications to Digital

Ecosystem research.

Index Terms— Living Labs, Digital Ecosystems, Internet of

Things, Ubiquitous Computing, Web of Things, Social Media

I. INTRODUCTION

With the rapid development of Information and Com-
munication Technology (ICT), digitization has entered
into nearly every aspect of people’s lives such as en-
tertainment, e-business, e-learning, e-government and e-

This paper is based on “An internationally distributed ubiquitous
living lab innovation platform for digital ecosystem research,” by Tang,
T. and Wu, Z. and Karhu, K. and Hämäläinen, M. and Ji, Y., which
appeared in the Proceedings of the International Conference on Man-
agement of Emergent Digital EcoSystems, Bangkok, Thailand, October
2010. c� 2010 ACM.

This work was supported in Sino-Finnish science and technology
collaboration project No. 2010DFB10570.

health. There is an increasing number of information
sources and services around us enabling new ways of
interacting with our everyday environment in work, at
home and in leisure activities. Examples include intel-
ligent devices, sensors embedded in the environment and
the emerging Internet-of-Things (IoT). Simultaneously
users are becoming increasingly involved as information
providers and consumers by means of Web 2.0 and social
media. Around these phenomena, some emerging research
concepts and research fields have become popular such
as Digital Ecosystem (DE), Living Lab and Experiential
Computing, which will be explained in more detail in the
related research subsection.

In this paper, we describe the development of an in-
ternationally distributed DE research environment aiming
at providing a Living Lab type of innovation platform
for studying the combination of the “intelligent environ-
ment” and the users and their activities. Specifically, we
describe the underlying architecture of the environment
for enabling research in service creation and use over long
periods of time in real-life settings.

A. Related Research

a) Digital Ecosystem: The origin of DE concept
is related to the concept of Digital Business Ecosystem
(DBE) , which was first proposed in Europe as a response
to how the European Union could assist the SMEs (Small
and Medium Enterprises) to adopt ICT technologies more
effectively to improve productivity [1]. Nachira defined
DBE as “ a ‘digital environment’ populated by ‘digital
species’ which could be software components, appli-
cations, services, knowledge, business models, training
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modules, contractual frameworks, laws, . . . ” [1]. The
DBE is the combination of technical or digital part (Dig-
ital Ecosystem) and business part (Business Ecosystem)
[2]. The DBE definition emphasizes the perspective of
business.

There are many different emerging definitions for DE.
For example, Briscoe and Wilde define DE as “the
digital counterparts of biological ecosystems, which are
self-organizing and scalable architectures that can auto-
matically solve complex, dynamic problems” [3]. This
definition views DE from architecture perspective. Chang
and West define DE as “an open, loosely coupled, domain
clustered, demand-driven, self-organizing agents’ environ-
ment, where each specie is proactive and responsive for its
own benefit or profit” [4]. This definition views DE from
environment perspective. For the purpose of this paper,
we view DE as a technical architecture.

Many emerging DEs have been studied recently. For
example, Karhu et al. study a DE where users use Web
2.0 tools to develop new web services [5]. Lawson et
al. study a virtual museum DE implemented as Web 2.0
applications [6]. Briscoe and Marinos study the DE from
Cloud Computing’s perspective [7]. Innocenti et al. study
the DE of a digital preservation system [8]. These studies
approach DE from the perspectives of Web 2.0 and Web
services.

On the other hand, with the development of sensors,
RFID (Radio-Frequency Identification), wireless networks
and other enabling technologies, more and more devices
and artifacts in daily life such as washing machines
and coffee machines have computing and communication
capabilities and become new digital species in ICT net-
works. There is also a lot of research on sensor-based
systems in DE area. For example, Mostefaoui and Piranda
study the architecture of a multimedia sensor network
[9]. Zatout et al. study a hybrid wireless sensor network
architecture for monitoring people at home [10]. Liu and
Roantree study a precomputing query method for personal
health sensor environments to overcome the inefficiency
of XML query languages [11].

However, the research to combine the sensor-based
systems with Web 2.0 and social media and studying the
combination from the ecosystem perspective appears to
be scarce.

b) Living Lab: The Living Lab concept was initially
developed by Prof. William Mitchell, of the MIT Medi-
aLab and School of Architecture [12]. According to the
statistics of ENoLL (European Network of Living Labs)
website, Living Labs are getting increasing momentum
all over the world [13]. During its rapid growth, it has
been defined as an environment [14], a methodology [12],
[15] and a system [16] for innovation. Although different
definitions view Living Lab from different perspectives,
two common emphasis points are the central roles of users
in innovation and the importance of real-life contexts
or living environment of users for innovation. In this
paper, we see Living Lab both as an environment and
a methodology depending on the context of discussion.

We define Living Lab as a user-centric and multi-party
collaborative R&D methodology or environment where
innovations such as new services are created and validated
in multi-contextual real-life environment within individual
regions [12], [14].

c) Experiential Computing: Traditionally, comput-
ing is separated from other forms of human activities and
focuses on organizations and business [17]–[19]. With the
ubiquity and pervasion of ICT and digitization by sensors,
embedded computing, mobile computing and social com-
puting, a new computing paradigm called “experiential
computing” has emerged [17]. Experiential computing
is defined as “digitally mediated embodied experiences
in everyday activities through everyday artifacts with
embedded computing capabilities” [19]. There is a lot of
call for more research on experiential computing [17],
[19].

B. Research Motivation

First, we illustrate the relationships between the afore-
mentioned three emerging research concepts: DE, Living
Lab and Experiential Computing in Fig. 1.















Figure 1. The relationships between Digital Ecosystem, Living Lab and
Experiential Computing

DE provides a scalable and self-organizing ICT tech-
nical architecture [3], while Living Lab provides a rich
experiential environment for data, information and inno-
vation sources [12]. We believe that the combination of
DE and Living Lab will foster experiential computing and
innovations in everyday life experiences.

As we mentioned in the previous subsection, though
there are a lot of DE research on Web 2.0 and sensor-
based applications, the study to combine these two parts
seems to be scarce. The paper aims at filling the gap
in DE research and also responding to the call for
more research on experiential computing. We describe a
joint research effort carried out by researchers in Europe
and China on campus-based Living Labs for studying
the combination of ubiquitous and mobile social media
services. We propose a DE architecture enabling easy use
of the information sources in the environment for locally
and situationally relevant services and for collection of
quantitative and qualitative data on the use of the services
in people’s daily lives.

The key contribution of this paper is by mapping the
concepts of Living Lab, social media (Web 2.0 services)
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and ubiquitous services (sensor-based services) in the
context of internationally distributed DE research.

C. Structure of the paper

The rest of the paper is organized as follows: First,
we introduce the background and current status of the
two Living Lab research projects in Finland and in China
in Section II and Section III respectively. Section IV
presents the DE architecture design and implementation
of the ubiquitous campus Living Lab innovation platform.
Section V discusses what we have learned in the process
of the international project collaboration and the implica-
tions of our work to DE research and future work. Finally,
Section VI concludes the paper.

II. LIVING LAB AND SOCIAL MEDIA—OTASIZZLE
PROJECT

A. OtaSizzle Project Background

Social media such as Wikipedia, Facebook, Twitter and
YouTube have become more and more popular in people’s
digital lives. According to Hitwise, an online trends and
analysis website, Facebook surpassed Google Search as
the most visited site in US on the week ending March
13, 2010. The popularity of social media has attracted
a lot of academic and industrial researchers all over
the world to study this phenomenon. It’s worthwhile to
note that similar developments in social media are taking
place also among the extensive Internet and mobile user
population in China. For example, the mentioned social
media services have Chinese equivalents that are rapidly
expanding: Twitter—Sina Weibo, YouTube—Tudou and
Youku, as well as the several local Facebook type of
services.

With the development of 3G networks and smart
phones, social media are increasingly being accessed by
mobile clients or browsers. Mobile social media are new
focal research areas for researchers. However, although
there are already a great many of social media services
such as Facebook and Twitter in the market, the data in
existing social media services are mostly proprietary and
controlled by companies. Therefore, access to relevant
data is a major challenge for researchers when studying
mobile social media [20]. The aim of OtaSizzle project
is not to compete with the existing social media services,
but to provide an environment that is designed and well
instrumented for supporting research. According to the
project Wiki, “OtaSizzle will develop an open experi-
mentation environment for testing mobile social media
services. It will be a ‘living lab’ for thousands of users in
Otaniemi, with extensions in greater Helsinki. The project
will create prototype mobile social media service plat-
forms and study them with extensive field tests, coupled
with quantitative measurements and qualitative analysis.
The outcome will be a “packaged” experimentation envi-
ronment, “SizzleLab” concept” [21].

B. Current Status of OtaSizzle

The OtaSizzle platform includes core services and end
user services. The core services provide some common
services such as user profiles, user groups, session man-
agement, location information and social networks that
are shared by all end user services. End users can keep
the same accounts and their social relationships among
all end user services. Some core services are provided
by the project. For example, the ASI (Aalto Social Inter-
face, http://cos.sizl.org) service is social networking web
service built with Ruby on Rails. Some core services
are provided by third-party services providers such as
the geolocation and localization services provided by
OpenNetMap (www.opennetmap.org). On top of the core
and enabling services, end users can create many kinds
of mobile and Web-based social media services [22]. The
end user services can be created by different programming
languages such as Ruby, Java, PHP and JavaScript. The
communication between the core services and the end
user services is based on RESTful (REpresentational State
Transfer) HTTP request and response [23]. The overview
of OtaSizzle project architecture is shown in Fig. 2.

Currently there are five end user services listed in
the Sizl portal (www.sizl.org). Later, all the end user
services and applications will be listed in a dedicated
marketing place—Aalto Apps. Among the five end user
services, Ossi (https://ossi.sizl.org) is a group-centered
mobile social media service oriented to high-end mobile
phones such as Nokia N97 and iPhone. In Ossi, users
can connect with friends, create new groups, join existing
groups and initiate discussions [22]. The user interface of
Ossi is shown in Fig. 3.

Figure 3. Ossi mobile social media service interface

Kassi (http://aalto.kassi.eu/) is an online resource ex-
changing social media service. In Kassi, users can post
what goods and services they can give and what they need
[24]. Currently, Kassi can only be accessed by browsers in
computers. Mobile version is under active development.
The home page of Kassi is shown in Fig. 4.

NordSecMob (http://nsm.sizl.org/) is practical informa-
tion sharing social net-working service for NordSecMob
(Master Program in Security and Mobile Computing)
student community [24]. It can be accessed by computers
and mobile phones.

Unlike the Ossi, Kassi and NordSecMob which
are developed by the OtaSizzle project, AaltoLunch
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Figure 2. OtaSizzle architecture (adapted from [22])

Figure 4. Kassi social resource exchange web service

(http://www.aaltolunch.fi) is the first end user service
innovated by students in Aalto University. It’s a mobile
service providing daily menus of student restaurants on
all three Aalto University campuses, in which users can
also share their lunch plans with their friends.

The aforementioned four end-user services have been
all developed by OtaSizzle project and student teams in
Aalto University. An example of external service that
has been linked to OtaSizzle environment is the Mobile
Hubi (http://m.hubi.fi/mobi/). It is the first external service
(developed by VTT, the Technical Research Center of
Finland) to join OtaSizzle via the ASI. It provides context-
aware services such as public transport route guide and
Helsinki area event recommender.

All core services and end user services developed
by the project or student teams in Aalto University
have been open-sourced under the MIT open source
license. The source codes are hosted in the Github
(http://github.com/sizzlelab).

It should be noted that the above services themselves
are just seeds for further development. The core services

and related research tools are among the key elements of
OtaSizzle project. The environment and experiments are
being partially replicated in China (BUPT, Beijing), in
US (UCBerkeley) and in Africa (University of Nairobi)
for carrying out comparative studies on the development
and use of target services.

The Smart BUPT and joint UBISERVE work, described
next, provides complementary services for including sen-
sors, intelligent environment and IoT approach, forming
a joint basis for the DE research environment described
in this paper.

III. LIVING LAB AND INTERNET OF THINGS—SMART
BUPT PROJECT

A. Smart BUPT Project Background

According to ITU (International Telecommunication
Union) Reports in 2005, Internet of Things (IoT) is
conceptual vision of future Internet where anything can
be connected anywhere at anytime by using enabling
technologies such as GPS (Global Positioning System),
RFID and sensors. Since the proposal of IoT concept,
Chinese government has considered it of great importance
for research and development and several initiatives have
been launched in that area. One of the active Chinese
universities in mobile and IoT research is BUPT (Bei-
jing University of Posts and Telecommunications). Smart
BUPT project, focusing on IoT research, aims at creating
an open campus based innovation platform by combining
IoT and Living Lab approaches to facilitate user-driven
creation of useful and intelligent services related to their
daily activities. In order to lower the technical threshold
for users to create mobile ubiquitous services, Smart
BUPT project architecture is more based on the concept
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Figure 5. Smart BUPT architecture

of Web of Things (WoT). Similar to the concept of IoT,
WoT is based on the vision that everyday devices and
objects are connected and fully integrated to the Web
by using existing well-accepted Web standards such as
HTTP and REST [25]. End user services use Mobile
Widget technology which is also based on popular Web
technologies such as HTML, CSS and Javascript. The
Smart BUPT project architecture is shown in Fig. 5.

B. Current Status of Smart BUPT

Currently, there are three end-user mobile widget ap-
plications based on the sensors (temperature sensors and
infrared sensors).

One service example is the temperature warning system
in which students can check the current temperature and
temperature history in the monitoring points such as
dormitories. Automatic warning messages will be sent by
the system if the temperature in the monitoring points is
higher than the given thresholds. Fig. 6 shows the mobile
widget end user interface of the temperature warning
system.

Another service is the dressing index where students
can input their demo-graphic information such as gender,
age, weight and height. The system will suggest students
what kind of clothes to dress at particular monitoring
points such as classrooms. Fig. 7 shows the mobile widget
user interface of dressing index service.

The last end user service of the current three sensor-
based mobile widget services is the seat occupation rate

Figure 6. Temperature warning system

service, in which students can check the current situation
of seat occupation rate (for example, whether the class-
room is fully occupied or still seats available) based on
the infrared sensors near the doors of monitoring points
such as classrooms and library.

There is a RFID-based sub project called Smart Library
under the Smart BUPT project, in which students and
faculty can use their mobile phones to trace the location
of a book by its RFID tag in the library. Another service
example that combines location information and 3D maps
is called 3D campus navigation. It is based on GPS and
GIS technology developed by Terra-IT (http://www.terra-
it.cn) company.

Again, the aforementioned services are meant as seeds
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Figure 7. Dressing index service user interface

and examples, and the key area of the activity is to
develop the infrastructures and environment for long-term
research in real-life settings with support for situationally
and locally relevant services as in the case of the OtaSiz-
zle counterpart but with special emphasis on enabling use
of sensor-based information sources and IoT approach.

IV. UBISERVE: A FUTURE UBIQUITOUS
INNOVATION PLATFORM

A. Motivations for the combination of OtaSizzle and

Smart BUPT

According to Yoo, people’s everyday experiences can
be conceptualized as the interactions with four dimen-
sions: time, space, actors and artifacts as shown in Fig. 8
[19].







 

Figure 8. Schematic Framework of Experiential Computing (from [19])

From the perspective of experiential computing, experi-
ential computing is enabled by the mediation of all or part
of the dimensions of the aforementioned four dimensions
of human experiences through digital technology [19]. For
example, according to Yoo, the digitization of physical
artifacts can be realized by RFID, sensors and IoT. The
digitization of actors has been accomplished partly by the
proliferation of social networking sites and social media
[19].

From the perspective of DE, Nachira et al. believe
that DE is made possible by the convergence of three
networks: ICT networks, social networks and knowledge
networks [2].

Based on these perspectives, we believe that the com-
bination of the OtaSizzle (focusing on social media)
and Smart BUPT (focusing on IoT) is important for

both experiential computing research and DE research.
The complementary relationship between the projects is
shown in Fig. 9. From Fig. 9, we can see that current
OtaSizzle project focuses on the combination of Living
Lab and social media (the network of people), while
Smart BUPT project focuses on the combination of Living
Lab and Internet of things (the network of things). The
combination of these three parts is the ubiquitous Living
Lab service platform—UBISERVE.

Figure 9. Complementary relationship between the projects

The UBISERVE project (Research on Future Ubiqui-
tous Services and Applications) is “a joint research effort
funded by Finland Tekes (the Finnish Funding Agency
for Technology and Innovation) which is dedicated to ad-
vance research in the field of Future Ubiquitous Services
(FUS). The project will strength the collaboration between
Finland and China in ICT Alliance through constructing
service enabling environments, developing test environ-
ments for FUS in real-life settings. The activities include
living-labs based research on ubiquitous innovation and
constructive research on transmission algorithms and ser-
vice overlay architectures” [26].

The similarities between OtaSizzle project and Smart
BUPT project are as follows:

• Living Lab approach
– Both are based on Living Lab idea and mobile

services platform.
– Both are first deployed in campus environment.

• Technical similarities
– Their architectures are similar (layered and

modular). There are core services libraries and
different end user services.

– The core services libraries such as OtaSizzle
ASI and Smart BUPT sensor libraries are both
written by Ruby on Rails.

– The calls between end user services and core
services is by RESTful APIs.

– Both have location-based services.
• Ecosystem thinking

– Both are open platforms which provide open
APIs to third-party developers.

– Both are supported by partnering with third-
party companies.
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Based on the similarities and complementary relation-
ship between OtaSizzle and Smart BUPT, we propose
a new campus-based ubiquitous Living Lab innovation
platform, which will be described in the next subsection.
The main purposes and motivations of the platform are as
follows: a) creating of a campus-based environment for
creating and studying locally and situationally relevant
mobile social media services; b) making use of informa-
tion sources related to the local environment (sensors, e.g.
temperature), context (e.g. location), users own input (e.g.
observations/comments) and local information services
(e.g. various campus based services) ; c) supporting
local service innovation by combining social media and
sensor-based services; d) providing a platform for better
understanding social networks, user behaviors, and system
interactions across different cultures and with likely very
different underlying infrastructure and social contexts.

B. Architecture of the Ubiquitous Living Lab Innovation

Platform

The architecture of the ubiquitous Living Lab innova-
tion platform is shown in Fig. 10. It is the combination of
Living Lab environment and DE architecture. Therefore,
we divide the architecture into two parts: Living Lab
environment part and DE architecture part. In the Living
Lab environment part, we focus on the actors such as end
users and developers and their roles in the ecosystem. In
the DE architecture part, we focus on the digital species
and technical architecture that combines the social media
and sensor-based services from original OtaSizzle and
Smart BUPT architectures. The architecture is described
in three blocks. The leftmost block is developers block.
The rightmost block is the researchers block. The middle
block is the DE architecture. Above these three blocks,
The topmost part is the end users.

1) Living Lab Environment: There are different types
of actors or players in the Living Lab environment. They
are self-organizing and related to each other and maintain
the ecosystem collaboratively. Specifically, the actors in
the ecosystem are as follows.

a) End users: The main end users are students in
campus. But this group of actors also include faculty and
staff in university as well as the local citizens. End users
are not only services consumers and testers but can also
act as services co-creators. Their needs and requirements
in their daily activities and their experiences are the
sources for new services and innovations.

b) Developers: End user services developers —
They develop all kinds of end user services based on
the core and non-core services. They can be project
developers, students and third parties.

Core services developers — Core service developers
can be project developers such as ASI developers and
third parties such as OpenNetMap. They provide DE
foundation services for end user services developers.

Third-party services providers — Third-party services
providers have different roles in the architecture. Some

third-party companies are project sponsors. For exam-
ple, Nokia company sponsors a batch of N97 mobile
phones for OtaSizzle. Elisa company sponsors free band-
width for OtaSizzle. External entities and companies
can be seen as providers of both core services, such
as OpenNetMap, and non-core and end user services,
such as Facebook and Mobile Hubi. Some companies
provide services for researchers, such as Zokem com-
pany (http://www.zokem.com/) who provides handset-
based data collection and measurement for OtaSizzle user
research.

c) Researchers: Researchers carry out constructive
and empirical research such as service design and im-
plementation, and studies on service usage, adoption and
diffusion, carrying out measurements and user behavior
analysis in different cultural contexts. Developers support
researchers by the development of research tools and
facilities such as Ressi. Ressi is a Web-based research tool
for researchers to view and download research data in the
databases and visualize user activities. On the other hand,
such research helps the development of better services for
the DE based on research findings and insights.

2) Digital Ecosystem Architecture: The middle block
is the DE architecture block. In order to illustrate the
combination of OtaSizzle (social media part) and Smart
BUPT (IoT part), we use different colors to represent
components from OtaSizzle and Smart BUPT respec-
tively. Specifically, in the architecture, the components
related to OtaSizzle social media are filled in white, while
the components related to Smart BUPT IoT are filled in
dark gray. If a component is filled in white with dark gray
shadow, this means that both OtaSizzle and Smart BUPT
architecture contain this component. Examples include
the third-party services or this components based on the
combination of components from both projects such as
the new end user services built on top of both OtaSizzle
and Smart BUPT core services.

The DE architecture block contains three sub-blocks
or layers. The bottom layer is third-party services net-
works and sensor networks. Third-party services net-
works include campus services such as the online course
registration service and library service and other third-
party company services such as Facebook and Google
Maps. The sensor networks include smart objects (sen-
sors, RFID) and wired/wireless networks deployed in the
campus areas. Different services and data sources such as
sensor data can be combined to create a new service by
Web mashup—a Web application that integrates services
and data from multiple sources to provide a unique service
[27].

The middle layer is the core services layer. The core
services include the social network service such as ASI,
the sensor-based services and third-party core services
such as OpenNetMap service.

The top layer is the end user services layer. The end
user services can be built on top of core services and
third-party services. Some end user services per se also
provide RESTful APIs such as the Kassi service and can
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Figure 10. Architecture of the ubiquitous campus Living Lab innovation platform

be the sources for further mashups. In the future, we will
also have end user services built on top of OtaSizzle and
Smart BUPT core services.

V. DISCUSSION

A. What we have learned in the international project

collaboration?

Internationally distributed project collaboration is usu-
ally challenging, especially in the different cultural con-
texts like Finland and China. The collaboration between
OtaSizzle and Smart BUPT has progressed quite well.
For example, the OtaSizzle ASI and Kassi services have
been deployed and adapted at BUPT. Next, we summarize
the factors we believe to have contributed to this. Also,
we recognize the need of future work in development
joint methods and tools for comparative studies, and in
gaining better understanding on how to take the different
regulatory and cultural contexts into account when car-
rying out long term user studies enabled by linking the
environments and research activities.

a) Open source: Nachira et al. believe that open
source approach is the only possible choice for the DE
infrastructure [2]. To facilitate academic research and
international collaboration, the simple and flexible license
type—MIT license was chosen for OtaSizzle project. MIT
license is less restrictive than GPL license and thus more
business friendly.

b) Common core services technologies: Both Ota-
Sizzle social media core services and Smart BUPT sensor-
based core services are built on the common software
technologies (e.g. Ruby on Rails). Therefore, it is much
easier for the integration and improvement of core ser-
vices of both projects.

c) Simple and lightweight service development and

mashup technologies: The RESTful APIs provided by
OtaSizzle services, Smart BUPT services and mobile
widget development technologies can lower the technical
barriers for service development and mashups.

d) Effective collaboration and communication tools:

Github has been chosen for project source code man-
agement and coordinating distributed development. For
communication, Email, Skype and Flowdock are used.
Regular Skype conference calls between the developers in
Finland and China every two weeks are carried to check
the current status and the next steps. While common in
distributed software development, these settings are also
beneficial for distributed research collaboration.

e) Focus on local needs and situations: Unlike
Facebook which provides the same service globally, the
purpose of OtaSizzle and Smart BUPT services is to
satisfy the local and situational needs. For example,
the OtaSizzle services in Nairobi University have been
adapted to SMS-based services to gear to the poor mobile
infrastructure there.

f) The power of social media in marketing services:

Social media provides important channels for services
marketing. For example, based on the Google Analytics
that was set up for OtaSizzle services such as AaltoLunch,
Facebook has quickly surpassed Google search and the
aforementioned Sizl portal to be the most important
channel for students to find the service.

B. Implications to Digital Ecosystem Research

The main implications of our work to DE research are
as follows: a) we combine the three emerging research
concepts: DE, Living Lab and Experiential Computing
by applying the DE architecture in the internationally
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distributed Living Lab environment to foster local in-
novations in everyday life experiences; b) we integrate
the two complementary aspects, i.e. mobile social me-
dia and ubiquitous (IoT) services for DE architecture
in the real-life settings. The integration is particularly
well suited for having campus-based environment as a
research basis; c) we focus on the locality aspect, namely
the locally relevant aspects that tie the services to the
area and activities (e.g. campus area and activities) and
to the physical environment. There is potential service
innovation and even development community that can be
actively involved both in the use and in the creation of
new services in the “miniecosystem of campus” and the
interlinking campuses; d) we are developing the basis for
multi-contextual/multi-cultural DE studies by linking the
Living Labs in Europe/Finland and in China/Beijing with
option of others like Africa/Nairobi and US/California,
which provides rich academic research opportunities for
DE.

C. Future Work

For the future work, we are integrating OtaSizzle social
media core services with Smart BUPT sensor libraries. We
will have joint code camps to develop some new end user
services based on these core services and other services
such as campus services. We are currently conducting
similar and comparative user surveys in UCBerkeley,
Nairobi University, Aalto University and BUPT. Later,
we will have joint research experiments and comparative
studies of mobile use and development. We will collect
some comparable datasets for user behavior study (e.g.
handset based measurement and analysis using Zokem’s
mobile clients, using server side logging, situational sur-
veys, etc.).

VI. CONCLUSIONS

In this paper, we combine three emerging research
concepts: DE, Living Lab and Experiential Computing.
We propose a DE architecture for ubiquitous campus
Living Lab innovation platform based on the interna-
tional exchange and collaboration between two Living
Lab research projects in Finland and in China. The DE
architecture is designed by combining two complemen-
tary aspects: social media and ubiquitous sensor-based
services in real-life settings. The implications of our work
to DE research have been discussed. We hope our work
will inspire other researchers to join the effort and build
a platform together that enables truly collaborative DE
research.
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[22] M. Mäntylä, M. Hämäläinen, K. Karhu, L. A., L. K., N. E.,
O. A. P. O., S. R., S. E., T. J., T. S., and V. A., “Sizzlelab:
Building an experimentation platform for mobile social
interaction,” ACM, Ed. Bonn, Germany: MobileHCI’09,
September15-18 2009.

[23] R. Fielding, “Architectural styles and the design of
network-based software architectures,” Ph.D. dissertation,
Citeseer, 2000.

[24] SizzleLab, “What is otasizzle?” Cited 10 Feb 2011. [On-
line]. Available: http://www.sizzlelab.org/content/what-
otasizzle

[25] V. Stirbu, “Towards a restful plug and play experience in
the web of things,” in The IEEE International Conference

on Semantic Computing. IEEE, 2008, pp. 512–517.
[26] UBISERVE, “Introduction,” Cited 10 Feb 2011. [Online].

Available: http://jimup.cs.hut.fi/ubiserve/
[27] J. Yu, B. Benatallah, F. Casati, and F. Daniel, “Understand-

ing mashup development,” IEEE Internet Computing, pp.
44–52, 2008.

Tingan Tang holds MSc in engineering from the Guangdong
University of Technology, China. He is a researcher and PhD
candidate in the Software Business and Engineering Institute at
the Aalto University School of Science, Finland.

Zhenyu Wu holds MSc in engineering from School of Infor-
mation and Communication Engineering of Beijing University
of Posts and Telecommunications. He is a researcher and PhD
candidate in the Mobile Life & New Media Lab, Beijing
University of Posts and Telecommunications, China.

Kimmo Karhu holds MSc in computer science from the
Helsinki University of Technology. He is a researcher and PhD
candidate in the Software Business and Engineering Institute at
the Aalto University School of Science, Finland.
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