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ABSTRACT: This paper proposes an alternative to both meta-analytic and tradi­
tional reviews. The method, "best-evidence synthesis, “ combines the quantifica­
tion of effect sizes and systematic study selection procedures of quantitative syn­
theses with the attention to individual studies and methodological and substan­
tive issues typical of the best narrative reviews. Best-evidence syntheses focus on 
the "best evidence" in afield, the studies highest in internal and external valid­
ity, using well-specified and defended a priori inclusion criteria, and use effect 
size data as an adjunct to a full discussion of the literature being reviewed. 

n the decade since Glass (1976) in­
troduced the concept of meta-anal-
ysis as a means of combining results 
of different investigations on a re­
lated topic, the practice and theory 
of literature synthesis has been dra­
matically transformed. Scores of 
meta-analyses relating to educa-
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tional practice and policy have ap­
peared, and the number of articles 
using or discussing meta-analysis 
in education has approximately 
doubled each year from 1979 to 
1983 (S. Jackson, 1984). Several 
thoughtful guides to the proper con­
duct of meta-analyses have been re­
cently published (see, e.g., Cooper, 
1984; Glass, McGaw, & Smith, 1981; 
Hunter, Schmidt, & Jackson, 1982; 
Light & Pillemer, 1984; Rosenthal, 
1984). 

Ever since it was introduced, 
meta-analysis has been vigorously 
criticized, and equally vigorously 
defended. In considering arguments 
for and against this procedure in the 
abstract, there is much validity to 
both sides. Proponents of quantita­
tive synthesis (e.g., Cooper, 1984; 
Glass et al., 1981; G. Jackson, 1980; 
Light & Pillemer, 1984) are certainly 
correct to criticize traditional re­
views for using unsystematic and 
poorly specified criteria for includ­
ing studies and for using statistical 
significance as the only criterion of 
treatment effects. Critics of these 
procedures (e.g., Cook & Leviton, 
1980; Eysenck, 1978; Slavin, 1984; 
Wilson & Rachman, 1983) are equal­

ly justified in objecting to a mecha­
nistic approach to literature synthe­
sis that sacrifices most of the infor­
mation contributed in the original 
studies and includes studies of ques­
tionable methodological quality and 
questionable relevance to the issue 
at hand. 

In an earlier article (Slavin, 1984), 
I evaluated the actual practice of 
meta-analysis in education by exam­
ining eight meta-analyses con­
ducted by six independent sets of in­
vestigators, comparing their proce­
dures and conclusions against the 
studies they included. I found that 
all of these meta-analyses had made 
errors serious enough to invalidate 
or call into question one or more 
major conclusions. In reviewing 
several meta-analyses published 
after my article went to press, I 
have seen misapplications of the 
procedure that are at least as 
serious (Slavin, 1985). Yet the mis­
uses of meta-analysis in education 
do not in themselves justify a return 
to traditional review procedures. 

In this paper, I propose an alter­
native to both meta-analytic and 
traditional reviews that is designed 
to draw on the strengths of each ap-
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proach and to avoid the pitfalls 
characteristic of each. The main 
idea behind this procedure, which I 
call''best-evidence synthesis," is to 
add to the traditional scholarly liter­
ature review application of rational, 
systematic methods of selecting 
studies to be included and use of ef­
fect size (rather than statistical sig­
nificance alone) as a common metric 
for treatment effects. 

The Principle of Best Evidence 
In law, there is a principle that 

the same evidence that would be es­
sential in one case might be disre­
garded in another because in the 
second case there is better evidence 
available. For example, in a case of 
disputed authorship, a typed manu­
script might be critical evidence if 
no handwritten copy is available, 
but if a handwritten copy exists, the 
typed copy would be inadmissible 
because it is no longer the best evi­
dence (since the handwritten copy 
would be conclusive evidence of au­
thorship). 

I would propose extending the 
principle of best evidence to the 
practice of research review. For ex­
ample, if a literature contains sev­
eral studies high in internal and ex­
ternal validity, then lower quality 
studies might be largely excluded 
from the review. Let's say we have 
a literature with 10 randomized 
studies of several months' duration 
evaluating Treatment X. In this 
case, results of correlational stud­
ies, small-sample studies, and/or 
brief experiments might be ex­
cluded, or at most briefly men­
tioned. For example, Ottenbacher 
and Cooper (1983) located 61 ran­
domized, double-blind studies of ef­
fects of medication on hyperactiv-
ity, and therefore decided not to 
include studies of lower methodo­
logical rigor. However, if a set of 
studies high in internal and exter­
nal validity does not exist, we might 
cautiously examine the less well de­
signed studies to see if there is ade­
quate unbiased information to come 
to any conclusion. 

The principle of best evidence 
works in law because there are a 
priori criteria for adequacy of evi­
dence in certain types of cases. 
Comparable criteria could not be 
prescribed for all of educational re­
search, but could be proposed for 

each subfíeld as it is reviewed. These 
criteria might be derived from a 
reading of previous narrative and 
meta-analytic reviews and a prelim­
inary search of the literature. 

Justification for the 
"Best Evidence" Principle 

The recommendation that review­
ers apply consistent, well justified, 
and clearly stated a priori inclusion 
criteria is at the heart of the best-
evidence synthesis, and differs from 
the exhaustive inclusion principle 
suggested by Glass et al. (1981) and 
others, who recommend including 
all studies that meet broad stan­
dards in terms of independent and 
dependent variables, avoiding any 
judgments of study quality. Propo­
nents of meta-analysis suggest that 
statistical tests be used to empirical­
ly test for any effects of design fea­
tures on study outcomes. The ra­
tionale given for including all 
studies regardless of quality rather 
than identifying the methodologi­
cally adequate ones is primarily that 
the reviewer's own biases may enter 
into decisions about which studies 
are "good" and which are "bad" 
methodologically. Certainly, studies 
of interjudge consistency in evalua­
tions of journal articles (e.g., Gott-
fredson, 1978; Marsh & Ball, 1981; 
Peters & Ceci, 1982; Scarr & 
Weber, 1978) show considerable 
variation from reviewer to reviewer, 
so global decisions about methodo­
logical quality are inappropriate as 
a priori criteria for inclusion of stud­
ies in a research synthesis. It is im­
portant to recall that much of the 
impetus for the development of 
meta-analysis came from a frequent 
observation that traditional narra­
tive reviews were unsystematic in 
their selection of studies, and did a 
poor job (or no job at all) of justify­
ing their selection of studies, argu­
ably the most important step in the 
review process (see Cooper, 1984; 
G. Jackson, 1980; Waxman & Wal-
berg, 1982). 

However, while it is difficult to 
justify a return to haphazard study 
selection procedures characteristic 
of many narrative reviews, it is also 
difficult to accept the meta-ana-
lysts' exhaustive inclusion strategy. 

The rationale for exhaustive in­
clusion depends entirely on the pro­
position that specific methodologi­

cal features of studies can be statis­
tically compared in terms of their 
effects on effect size. Cooper (1984) 
puts the issue this way: 

If it is empirically demonstrated that 
studies using "good" methods pro­
duce results different from "bad" 
studies, the results of the good stu­
dies can be believed. When no differ­
ence is found it is sensible to retain 
the "bad" studies because they con­
tain other variations in methods (like 
different samples and locations) that, 
by their inclusion, will help solve 
many other questions surrounding 
the problem area. (pp. 65-66) 

In practice, meta-analyses almost 
always test several methodological 
and substantive characteristics of 
studies for correlations with effect 
size, using a criterion for rejecting 
the null hypothesis of no differences 
of .05. However, in order to justify 
pooling across categories of studies, 
the meta-analyst must prove the 
null hypothesis that the categories 
do not differ. This is logically impos­
sible, and in situations in which the 
numbers of studies are small and 
the numbers of categories are large, 
finding true differences between 
categories of studies to be statisti­
cally significant is unlikely. 

One example of this is a recent 
meta-analysis on adaptive education 
by Waxman, Wang, Anderson, and 
Walberg (1985), which coded the 
critical methodological factor "con­
trol method" into eight categories: 
unspecified, stratification, partial 
correlation, beta weights in regres­
sion, raw or metric weights in re­
gression, factorial analysis of vari­
ance, analysis of covariance, or none. 
In a meta-analysis of only 38 stud­
ies, the 8 × 1 ANOVA apparently 
used to evaluate effects of methodo­
logical quality on study outcome had 
highly unequal and small cell sizes 
and an extremely high probability 
of failing to detect any true differ­
ences. 

The problem of the reviewer's bias 
entering into inclusion decisions is 
hardly solved by exhaustive inclu­
sion followed by statistical tests. 
The reviewer's bias may just as well 
enter into the coding of studies for 
statistical analysis (Mintz, 1983; Wil­
son & Rachman, 1983). Worse, the 
reader has no easy way to find out 
how studies were coded. For exam­
ple, most of the studies coded as 
"randomly assigned" in a meta-
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.. .far more information is extracted from a large litera­
ture by clearly describing the best evidence on a topic than 
by using limited journal space to describe statistical anal­
yses of the entire methodologically and substantively diverse 
literature. 

analysis on mainstreaming by 
Carlberg and Kavale (1980) were in 
fact randomly selected from non-
randomly assigned groups. To 
discover this, it was necessary to ob­
tain every article cited and 
laboriously recode them (Slavin, 
1984). 

Reviews of social science litera­
ture will inevitably involve judg­
ment. No set of procedural or sta­
tistical canons can make the review 
process immune to the reviewer's 
biases. What we can do, however, 
is to require that reviewers make 
their procedures explicit and open, 
and we can ask that reviewers say 
enough about the studies they re­
view to give readers a clear idea of 
what the original evidence is. The 
greatest problem with exhaustive 
inclusion is that it often produces 
such a long list of studies that the 
reviewer cannot possibly describe 
each one. I would argue that all 
other things being equal, far more 
information is extracted from a 
large literature by clearly describ­
ing the best evidence on a topic than 
by using limited journal space to de­
scribe statistical analyses of the en­
tire methodologically and substan­
tively diverse literature. 

Criteria for Including Studies 
Obviously, if a priori criteria are 

to be used to select studies, these 
criteria must be well thought out 
and well justified. It is not possible 
to specify in advance what criteria 
should be used, as this must depend 
on the purposes for which the re­
view is intended (see Light & Pille-
mer, 1984, for more on this point). 
However, there are a few principles 
that probably apply generally. 

First, the most important princi­
ple of inclusion must be germane-
ness to the issue at hand. For exam­
ple, a meta-analysis focusing on 
school achievement as a dependent 
measure must explicitly describe 
what is meant by school achieve­
ment and must only include studies 
that measured what is commonly 
understood as school achievement 
on individual assessments, not 
swimming, tennis, block stacking, 
time-on-task, task completion rate, 
group productivity, attitudes, or 
other measures perhaps related to 
but not identical with student 
academic achievement (see Slavin, 
1984). 

Second, methodological adequacy 
of studies must be evaluated pri­
marily on the basis of the extent to 
which the study design minimized 
bias. For example, it would prob­
ably be inappropriate to exclude 
studies because they failed to docu­
ment the reliability of their mea­
sures, as unreliability of measures 
is unlikely in itself to bias a study's 
results in favor of the experimental 
or control group. On the other hand, 
great caution must be exercised in 
areas of research in which less-than-
ideal research designs tend to pro­
duce systematic bias. For example, 
matched or correlational studies of 
such issues as special education, 
non-promotion, and gifted programs 
are likely to be systematically biased 
in favor of the students placed in 
regular classes, promoted, or placed 
in gifted classes, respectively (Mad­
den & Slavin, 1983). In these areas 
of research, the independent vari­
able is strongly correlated with aca­
demic ability, motivation, and many 
other factors that go into a decision 
to, for example, promote or retain 
a student. 

Controlling for all these factors is 
virtually impossible in a correla­
tional study. In research literatures 
of this kind, random assignment to 
experimental or control groups is 
essential. However, in other areas 
of research, the independent vari­
able is less highly correlated with 
academic ability or other biasing 
factors. For example, schools that 
use tracking may not be systemati­
cally different from those that do 
not. If this is the case, then random 
assignment, though still desirable, 
may be less essential; carefully 
matched or statistically controlled 
studies may be interpretable. 

Third, it is important to note that 
external validity should be valued at 
least as highly as internal validity 
in selecting studies for a best-evi­
dence synthesis. For example, re­
views of classroom practices should 
not generally include extremely 
brief laboratory studies or other 
highly artificial experiments. Often, 
a search for randomized studies 
turns up such artificial experiments. 
This was the case with the Glass, 
Cohen, Smith, and Filby (1982) class 
size meta-analysis, which found 
more positive effects of class size in 
"well controlled" studies than in 
"less well controlled" studies. Well 
controlled meant studies using ran­
dom assignment, but this require­
ment caused the well controlled 
study category to include a number 
of extremely brief artificial experi­
ments, such as a 30-minute study of 
class size by Moody, Bausell, and 
Jenkins (1973), as well as a study of 
effects of class size on tennis 
"achievement" (Verducci, 1969). 
Because class size is not strongly 
correlated with academic ability 
(see Coleman et al., 1966), this is ac­
tually a case in which well designed 
correlational studies, because of 
their greater external validity, 
might be preferred to many of the 
randomized experimental studies. 

One category of studies that may 
be excluded in some literatures is 
studies with very small sample sizes. 
Small samples are generally suscep­
tible to unstable effects. In educa­
tion, experiments involving small 
numbers of classes are particularly 
susceptible to teacher and class ef­
fects (see Glass & Stanley, 1970; 
Page, 1975). For example, if Mr. 
Jones teaches Class A using Method 
X and Ms. Smith teaches Class B 
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using Method Y, there is no way to 
rule out the possibility that any dif­
ferences between the classes are 
due to differences in teaching style 
or ability between Mr. Jones and 
Ms. Smith (teacher effects) or to ef­
fects of students in the different 
classes on one another (class effects) 
rather than to any differences be­
tween Methods X and Y. To mini­
mize these possibilities, a criterion 
of a certain number of teachers, 
classes, and/or students in each 
treatment group might be estab­
lished. 

In some literatures lacking a body 
of studies high in internal and ex­
ternal validity, it may be necessary 
to include (but not pool) germane 
studies using several methods, each 
of which has countervailing flaws. 
For example, if a literature on a 
particular topic consists largely of 
randomized experiments low in ex­
ternal validity and correlational 
studies high in external validity but 
susceptible to bias, the two types of 
research might be separately re­
viewed. If the two groups of studies 
yield the same result, each but­
tresses the other. If they yield dif­
ferent results, the reviewer should 
explain the discrepancy. 

Finally, it may be important in 
some literatures to mention the best 
designed studies excluded from the 
review (that is, those that "just 
missed") to give the reader a more 
concrete idea of why a study was 
excluded and what the consequences 
of that exclusion are. For example, 
one recent meta-analysis of studies 
of bilingual education by Willig 
(1985) devoted considerable atten­
tion to describing studies excluded 
from the review, making the crite­
ria for inclusion clear. 

Some arbitrary limitations often 
placed on inclusion of studies in 
traditional reviews make little sense, 
and should be abandoned. Perhaps 
most common is the elimination of 
dissertations and unpublished re­
ports (such as government reports 
or university technical reports). 
Often, these unpublished reports 
are better designed than published 
ones; for example, it may some­
times be easier to get a poorly de­
signed study into a low quality jour­
nal than to get it past a dissertation 
committee. The most important 
randomized study of special educa­

tion versus mainstream placement 
(Goldstein, Moss, & Jordan, 1966) 
and the Coleman Report (Coleman 
et al., 1966) are two examples of un­
published government reports es­
sential to their respective litera­
tures. 

On the other hand, meta-analyses 
also exclude one type of study that 
should not be excluded: studies in 
which effect sizes cannot be com­
puted. It often happens that studies 
fail to report standard deviations or 
other information sufficient to en­
able computation of effect sizes. 
While effect sizes can be computed 
directly from ¿-scores, F's, or p 
values for two-group comparisons if 
i\Γs are known (see Glass et al., 
1981), there are cases in which 
important, well designed studies 
present only p values or F's for 
complex designs, ANCOVAs, or 
multiple regression analyses with 
too little information to allow for 
computation of effect sizes. Yet 
there is no good reason to exclude 
these studies from consideration 
solely on this basis. 

Exhaustive Literature Search 
Once criteria for inclusion of stud­

ies in a best-evidence synthesis have 
been established, it is incumbent 
upon the reviewer to locate every 
study ever conducted that meets 
these criteria. Books on meta-
analysis (e.g., Cooper, 1984; Light 
& Pillemer, 1984) give useful sug­
gestions for conducting literature 
searches using ERIC, Psychological 
Abstracts, Social Science Citation 
Index, and bibliographies of other 
reviews or meta-analyses, among 
other sources. In some cases, it is 
necessary to write to authors to re­
quest means and standard devia­
tions or other information neces­
sary to understand some aspect of 
a study. It is particularly important 
to locate all studies cited by pre­
vious reviewers to assure the reader 
that any differences in conclusions 
between reviewers are not simply 
due to differences in the pool of 
studies located. 

Computation of Effect Sizes 
In general, effect sizes should be 

computed as suggested by Glass et 
al. (1981), with a correction for sam­

ple size devised by Hedges (1981; 
Hedges & Olkin, 1985). The Hedges 
procedure produces an unbiased es­
timate of effect size, reducing esti­
mates from studies with total ΛPs 
(experimental plus control) less than 
50. 

There are many statistical issues 
that are important in computing 
and understanding effect sizes, and 
many of these have important sub­
stantive implications. For example, 
there are questions of how to inter­
pret gain scores or posttests ad­
justed for covariates, how to deal 
with unequal pretest scores in ex­
perimental and control groups, and 
how to deal with aggregated data 
(e.g., class or school means). Read­
ers interested in statistical issues 
should refer to the excellent books 
on the conduct of quantitative syn­
theses (e.g., Cooper, 1984; Glass et 
al., 1981; Hedges & Olkin, 1985; 
Hunter et al., 1982; Rosenthal, 
1984). 

Averaging effect sizes within stud­
ies. Since many studies report a 
large number of effects, it may be 
important to compute averages of 
some effect sizes across particular 
subsets of comparisons. The amount 
of averaging to be done depends on 
the purpose and focus of the best-
evidence synthesis. For example, in 
a general review of the effects of 
ability grouping on achievement, 
different measures of reading and 
language arts might be averaged. 
However, in a best-evidence syn­
thesis of research on specific read­
ing strategies, we would want to 
preserve information separately for 
reading comprehension, reading vo­
cabulary, oral reading, language 
mechanics, and so on. 

Similarly, in a review of effects of 
computer-assisted instruction we 
might average effects for students 
of different ethnicities, but in a re­
view of compensatory education, 
separate effects for different ethnic 
groups might be preserved. How­
ever, when pooling effect sizes 
across studies, each study (or each 
experimental-control comparison) 
must count as one observation with 
effect sizes from similar measures 
averaged as appropriate. To count 
each dependent measure as a sepa­
rate effect size for pooling purposes, 
as recommended by Glass et al. 
(1981), creates serious problems as 
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it gives too much weight to studies 
with large numbers of measures 
and comparisons and violates as­
sumptions of independence of data 
points in any statistical analyses 
(see Bangert-Drowns, 1986). 

Table of Study Characteristics 
and Effect Sizes 

No matter how extensive the li­
terature reviewed, all studies should 
be listed in a table specifying major 
design and setting variables and ef­
fect sizes for principal studies. This 
table should include the names of 
the studies, sample size, duration, 
research design, subject matter, 
grade levels, treatments compared, 
and effect size(s). Other information 
important in a particular area of re­
search might also be included. For 
example, the table might indicate 
which effects were statistically sig­
nificant in the original research. 
This table is essential not only in 
summarizing all pertinent informa­
tion, but also in making it easier to 
check the review's procedures and 
conclusions against the original re­
search on which it was based. 

In the table of study characteris­
tics and effects sizes, results from 
studies for which effect sizes could 
not be computed may be represented 
as " + " (statistically significant-
positive), "0" (no significant differ­
ences), or “ - “ (statistically signifi­
cant-negative). 

For examples of tables of study 
characteristics and effect sizes, see 
Willig (1985), Schlaefli, Rest and 
Thoma (1985), Kulik and Kulik 
(1984), and Slavin (1986). 

Pooling of Effect Sizes 
When there are many studies 

high in internal and external valid­
ity on a well defined topic, pooling 
(averaging) effect sizes across the 
various studies may be done. For 
example, let's say we located a 
dozen studies of Treatment X in 
which experimental and control stu­
dents (or classes) were randomly as­
signed to treatment groups, the 
treatment was applied for at least 
3 weeks, and fair achievement tests 
equally responsive to the curriculum 
taught in the experimental and con­
trol groups were used. In this case, 
we might pool the effect sizes by 
computing a median across the 12 
studies. Medians are preferable to 

means because they are minimally 
influenced by anomalous outliers 
frequently seen in meta-analyses. 

In pooling effect sizes, the re­
viewer must be careful "not to quan­
titatively combine studies at a 
broader conceptual level than the 
readers would find useful" (Cooper, 
1984, p. 82). For example, in a quan­
titative synthesis by Lysakowski 
and Walberg (1982), it was not use­
ful to pool across studies of cues, 
participation, and corrective feed­
back, as these topics together do not 
form a single well-defined category 
(see Slavin, 1984). 

Pooled effect sizes should be re­
ported as adjuncts to the literature 
review, not its primary outcome. 
Pooling and statistical comparisons 
must be guided by substantive, 
methodological, and theoretical con­
siderations, not conducted whole­
sale and interpreted according to 
statistical criteria alone. For exam­
ple, many meta-analyses routinely 
test for differences among effect 
sizes according to year of publica­
tion, a criterion that may be impor­
tant in some literatures but is mean­
ingless in others, while ignoring 
more theoretically or methodologi­
cally important comparisons (such 
as plausible interactions among 
study features). 

Pooled effect sizes should never 
be treated as the final word on a 
subject. If pooled effects are 
markedly different from those of 
two or three especially well de­
signed studies, this discrepancy 
should be explained. Pooling has 
value simply in describing the cen­
tral tendency of several effects that 
clearly tend in the same direction. 
When effects are diverse, or the 
number of methodologically ade­
quate, germane articles is small, 
pooling should not be done. Hedges 
and Olkin (1985) have described sta­
tistical procedures for testing sets 
of effect sizes for homogeneity, and 
these may be useful in determining 
whether or not pooling is indicated. 
However, decisions about which 
studies to include in a particular 
category should be based primarily 
on substantive, not statistical 
criteria. 

Literature Review 
The selection of studies, computa­

tion of effect sizes, and pooling de­

scribed above are only a preliminary 
to the main task of a best-evidence 
synthesis: the literature review it­
self. It is in the literature review 
section that best-evidence synthesis 
least resembles meta-analysis. For 
example, some quantitative synthe­
ses do use a priori selection, do pre­
sent tables of study characteristics 
and effect size, and do follow other 
procedures recommended for best-
evidence synthesis, but it is very 
unusual for a quantitative synthesis 
to discuss more than two or three 
individual studies or to examine a 
literature with the care typical of 
the best narrative reviews. 

There are no formal guidelines or 
mechanistic procedures for conduct­
ing a literature review in a best-
evidence synthesis; it is up to the 
reviewer to make sense out of the 
best available evidence. 

Formats for 
Best-Evidence Syntheses 

No rigid formula for presenting 
best-evidence syntheses can be pre­
scribed, as formats must be adapted 
to the literature being reviewed. 
However, one suggestion for a gen­
eral format is presented below. Also, 
see Slavin (1986) for an example of 
a best-evidence synthesis. 

Introduction. The introduction to 
a best-evidence synthesis will closely 
resemble introductions to traditional 
narrative reviews. The area being 
studied is introduced, key terms and 
concepts are defined, and the 
previous literature, particularly 
earlier reviews and meta-analyses, 
is discussed. 

Methods. In a best-evidence syn­
thesis, the methods section serves 
primarily to describe how studies 
were selected for inclusion in the re­
view. The methods section might 
consist of the following three sub­
sections. 

Best-Evidence Criteria describes 
and justifies the study selection 
criteria employed. Clear, quan­
tifiable criteria must be specified, 
not global ratings of methodological 
adequacy. Stringent criteria for 
germaneness should be applied 
(e.g., studies of individualized in­
struction in mathematics that took 
place over periods of at least 8 
weeks in elementary schools, using 
mathematics achievement mea-
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sures not specifically keyed to the 
material being studied in the ex­
perimental classes). Among ger­
mane studies, criteria for method­
ological adequacy are established, 
focusing on avoidance of systematic 
bias (e.g., use of random assign­
ment or matching with evidence of 
initial equality), sample size (e.g., at 
least four classes in experimental 
and control groups), and external 
validity (e.g., treatment duration of 
at least eight weeks). The literature 
search procedure should be de­
scribed in enough detail that the 
reader could theoretically regener­
ate an identical set of articles. A 
section titled Studies Selected might 
describe the set of studies that will 
constitute the synthesis, while a sec­
tion on Studies Not Selected charac­
terizes studies not included in the 
synthesis, in particular describing 
excluded studies that were included 
in others' reviews and studies that 
"just missed" being included. 

Literature Synthesis. The real 
meat of the best-evidence synthesis 
is in the Literature Synthesis sec­
tion. This is where the research 
evidence is actually reviewed. This 
section would first present and 
discuss the table of study charac­
teristics and effect sizes and discuss 
any issues related to the table and 
its contents. If pooling is seen as ap­
propriate, the results of the pooling 
are described; otherwise, the ra­
tionale for not pooling is presented. 

In a meta-analysis, the presenta­
tion of the "results" is essentially 
the end point of the review. In a 
best-evidence synthesis, the table of 
study characteristics and effect 
sizes and the results of any pooling 
are simply a point of departure for 
an intelligent, critical examination 
of the literature (see Light & Pille-
mer, 1984). In the Literature Syn­
thesis section, critical studies should 
be described and important concep­
tual and methodological issues 
should be explored. A best-evidence 
synthesis should not read like an an­
notated bibliography, but should use 
the evidence at hand to answer im­
portant questions about effects of 
various treatments, possible condi­
tioning or mediating variables, and 
so on. When conclusions are sug­
gested, they must be justified in 
light of the available evidence, but 
also the contrary evidence should be 
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discussed. Effect size information 
may be incorporated in the Litera­
ture Synthesis, as in the following 
example: 

"Katz and Jammer (19XX) found 
significantly higher achievement in 
project classes than in control 
classes on mathematics computa­
tions (ES = .45) and concepts 
(ES = .3l), but not on applications 
(ES = .O2)." 

In general, the "best-evidence" 
studies should be described with 
particular attention to studies with 
outstanding features, unusually 
high or low effect sizes, or impor­
tant additional data. Studies that 
meet standards of germaneness and 
methodological adequacy but do not 
yield effect size data should be 
discussed on the same basis as those 
that do yield effect size data. Stud­
ies excluded from the main synthe­
sis may be brought in to illustrate 
particular points or to provide ad­
ditional evidence on a secondary 
issue. Except for the references to 
effect sizes, the bulk of the 
Literature Synthesis should look 
much like the main body of any nar­
rative literature review. 

One useful activity in many best-
evidence syntheses is to compare 
review-generated and study-gener­
ated evidence (see Cooper, 1984). 
Review-generated evidence results 
from comparisons of outcomes in 
studies falling into different 
categories, while study-generated 
evidence relates to comparisons 
made within the same studies. For 
example, a reviewer might find an 
average effect size of 1.0 in meth­
odologically adequate studies of 
Treatment X, and 0.5 in similar 
studies of Treatment Y and con­
clude that Treatment X is more ef­
fective than Treatment Y. 
However, this is not necessarily so, 
as other factors that are system­
atically different in studies of the 
two treatments could account for 
the apparent difference. This issue 
could be substantially informed by 
examination of studies that 
specifically compared treatments X 
and Y. If such studies exist and are 
of good quality, they would con­
stitute the best evidence for the 
comparison of the treatments. 
Review-generated evidence can be 
useful in suggesting comparisons to 
be sought within studies, and may 

often be the only available evidence 
on a topic, but is rarely conclusive 
in itself. 

Conclusions. One purpose of any 
literature review is to summarize 
the findings from large literatures 
to give readers some indication of 
where the weight of the evidence 
lies. A best-evidence synthesis 
should produce and defend conclu­
sions based on the best available 
evidence, or in some cases may con­
clude that the evidence currently 
available does not allow for any 
conclusions. 

Summary 
The advent of meta-analysis has 

had an important positive impact on 
research synthesis in reopening the 
question of how best to summarize 
the results of large literatures and 
providing statistical procedures for 
computation of effect size, a com­
mon metric of treatment effects. It 
is difficult to justify a return to 
reviews with arbitrary study selec­
tion procedures and reliance on sta­
tistical significance as the only cri­
terion for treatment effects. Yet in 
actual practice (at least in educa­
tion), meta-analysis has produced 
serious errors (see Slavin, 1984). 

This paper proposes one means, 
best-evidence synthesis, of combin­
ing the strengths of meta-analytic 
and traditional reviews. Best-evi­
dence synthesis incorporates the 
quantification and systematic liter­
ature search methods of meta-anal­
ysis with the detailed analysis of 
critical issues and study character­
istics of the best traditional reviews 
in an attempt to provide a thorough 
and unbiased means of synthesizing 
research and providing clear and 
useful conclusions. No review pro­
cedure can make errors impossible 
or eliminate any chance that re­
viewers' biases will affect the con­
clusions drawn. It may be that ap­
plications of the procedures pro­
posed in this paper will still lead to 
errors as serious as those often 
found in meta-analytic and tradi­
tional reviews. However, applica­
tions of best-evidence synthesis 
should at least make review proce­
dures clear to the reader and should 
provide the reader with enough in­
formation about the primary re­
search on which the review is based 
to reach independent conclusions. 

Educational Researcher 
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Clarification 

On p . 21 of the October ER, an a l t e rna te s igma (ς) symbol 
was used in the equations below. F o r those readers who may 
have been confused by this symbol, t he equat ions now ap­
pea r with the usual s igma (σ) symbol. In addition, an ex­
t r aneous subscript p appeared in the first equation. 

E(βi) = 0, of. = (1 - <$)'/(N-1), σï=σ¡ + σf. 

"σ2ec = σ2e/rxxryy" (p. 56); "E(d) = ό" (p.101); 

"<4=jĻ(l + ό*/8)/N" (p. 101). 
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