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Abstract—In order to use the identification means to the approaches, since palm lines capture the unique chaistitsri
best extent, we need robust and fast algorithms and systems t of a palmprint. Jia [[8] used robust line orientation code
process the data. Having palmprint as a reliable and unique o, haimprint verification. Chen[[7] extracted creases from
characteristic of every person, we should extract its feates . - .
based on its geometry, lines and angles. There are countlesspalms in a way that they does not need any tr.an8|at'on_s or
ways to define measures for the recognition task. To analyze arotations afterwards, and used them for palmprint matching
new point of view, we extracted textural features and used ttm Some of the approaches use the palmprint information both
for palmprint recognition. Co-occurrence matrix can be use in spatial and frequency domains. As an example,[in [9],
for textural feature extraction. As classifiers, we have usé the Minaee developed a multispectral pamlprint recognitioo- pr

minimum distance classifier (MDC) and the weighted majority . - :
voting system (WMV). The proposed method is tested on Polyy 9ram using both statistical and wavelet features and aetliev

multispectral palmprint dataset of 6000 samples and an acaacy @ much higher accuracy rate than all the previous works in
rate of 99.96-100% is obtained for most scenarios which best multispectral palmprint recognition. Also in_[10], Xu scug

all previous works in multispectral palmprint recognition . to utilize quaternion principal component analysis for tiul
spectral palmprint recognition which also resulted in ahhig
accuracy.

T HERE are many reasons to use identification; to makeere we have decided to follow a new approach for palm-
sure that the person about to receive information or righ&im recognition. We use textural features which are etée
is indeed the right one. Several ways of identifica\_tion idelU from the co-occurrence matrix of every block whose concept
keys, photographs, passwords and even biological samplgf pe elaborated in the next sections. It can incorporate
Many reasons necessitate the use of biometric charamsrisgdjacem blocks into the computations as well, sensing the
of a person in their identification, including uniquenessi-r qyerql texture. To test them, we have used the multispectra
ability and difficulty to forge. That identification can serin palmprint database created by the Polytechnic University o
personalized or secured application_s or botr_l. Other _methqqlong Kong (PolyU)[[L1] which includes a set of 12 palmprint
can be lost, forgotten, stolen or replicated without auter samples from 500 people taken in two days under four distinct
tion and their purpose defeated rather easier. light spectra: red, green, blue and infrared. Multispéctra

Not surprisingly, there also exist many ways of identifieati methods require different samples of the same object inrorde
based on biometric data such as fingerprints [1], iris pastero make a better decision. In this paper, it is assumed thhein
[2], face [3] and palmprints [4]. Among these, palmprinte afimage acquisition section, four images of each palm sample
simpler in the sense of acquisition and do not change OVgk captured using CCDs. These images are preprocessed and
time so much. The key for their recognition is to extraghe regions of interest (ROI) for each of them are extracted
the features of every person out of the prominent lines a%kingFor every spectrum, features are showrfﬁ)’i), F.(g),
wrinkles on their palms. Being a popular area of researclyy,) (%) . . !

and F;” respectively. further preprocessing unnecessary.

there are many sets Of features and different approachels u‘?ﬁree different palmprint samples from the used dataset are
for palmprint recognition[[4]; however, general approache

f . " : : . Shown in Figure 1.

or palmprint recognition are either transforming palnmpsi

into another domain, namely transform-based approacites, oJAfter feature extraction, we have to use a classification

extracting principal lines and wrinkles and other geoncatri algorithm to identify palmprints. In this work, the two diffent

characteristics as distinguishing factors. methods of classification are minimum distance and weighted
Of the many researches in this area, a portion is bas@giority voting classifiers.

on transform domain features; for example, [in [5], Wu pro- In this paper, the distribution of the paper contents is as

posed to use the energy of wavelet as features; and Kdojows; Section[Il provides a detailed explanation of the

implemented a system that uses Gabor-based features fémtures and how to extract them; the weighted majorityngpti

palmprint recognition [6]. There are also quite a few lires&d algorithm and minimum distance classifier are explained in

I. INTRODUCTION
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Before diving into the details of feature extraction, it is
noteworthy how the proper block size should be chosen. If the
chosen block size is too small, it will not have enough teadtur
information to discriminate images of different people,ileh
if a large block size is selected, that block may have pattern
belonging to different categories. Therefore the rightcklo
size should not be in the extremes. H&¥e= 16 is chosen
by trial and error based on the images in the dataset.

Fig. 1. Three sample palmprints

. . . A, Co-occurrence Matrix
Section[ll; and results of the experiments and comparisons

are given in Sectiof IV. As the name suggests, co-occurrence matrix is a matrix
defined over an image to measure the distribution of co-
Il. FEATURES occurring intensity values for a given off-set. We can denot

ny image as a two-dimensional function which maps any pair
f coordinate to an intensity value, i.e,: X xY — G,
Wherex = {1,2,3,...,N,} andY = {1,2,3,..., N,} denote
the horizontal and vertical spatial domains respectivaly @
denotes the set of all grayscale levels (intensities), énutsual

Features are an inevitable part of machine learning. T
more informative features we have, the greater accuracy
get. Therefore for any classification or regression alporit
it is particularly essential to extract the right set of teas.
Feature extraction algorithms have a lot of applicatiorsoim- imagesG — {0, 1,2, ..., 255}
puter vision and object detection area. The mostimportapts.l.hen the co-o,céur,r.é.r;ce m.atrR of image I with an offset
in image classification is that of defining a set of meaningft(llA A,) can be defined as:
features to describe the pictorial information from thecklo *~ "~ '
of resolution cells. Once these features are extractedgoat N, Ny
rization can be executed using any classification techniquePa, A, (i,5) = Z Z S(I(m,n) —i)d(I(m+ Az,n+Ay) —J)

For palmprint recognition, features come from various ori- m=1n=1
gins and types with different advantages and disadvantaqﬁﬁ ere §
Statistical featl;]res like Imealn andf (]ileviation of pixelsf ale \hen the argument is zero, and O elsewhere. Therefore
common. Another popular class of features are transform- o : . o N
based including Fourier-, Gabor- and wavelet-based. apaﬁeAm’Ay (¢, 7) counts how many times two pixels with intensi

d rical feat | Hicient aial si andj are located in a distance 0f\,, A,) from each
and geometrical features can also prove efficient, espeai other. The offse(A,,A,) depends on the directiofh Here

medical applications as illustrated by [13] regarding choe we usedA,, A,) = (1,0). The neighborhood directiohcan

some segmgntanon. ) be defined accordingly:
In human interpretation of color photographs, texturagcsp

tral and contextual features are the three fundamentarpatt 6 = tan~( Ay )
elements. Textural features contain the spatial inforomatf Ay

gfgrsggn\éaréa;{;%?igg ?hesIggle?abaéniiieif)simz/ﬂr:aet?;wi‘e:gf?; It should be noted that the co-occurrence matrix has a size
' 9 y f Ny x N4, where N, denotes the number of gray-levels in

spectral bands. Contextual features contain informatien cfe i'mage Here We'quantized our images with quantization
rived from neighboring regions of the area being analyzeslaep_Size (')f 8. therefordy. — 32
) g — .

[14]. Here we extracted a set of textural features which are : . . .
based on an outstanding work published in 1973 [14], és an example, consider the image matrix A as:
which the author introduced a general procedure for extrgct
textural properties of blocks of image data. These featares
calculated in the spatial domain, and the statistical eatir
texture is taken into account in this procedure, which istas

on the assumption that the texture information in an image is ) i
contained in the overall or the “average” spatial relatiops Here the matrix A has only three different grayscale levels.
that the gray tones in the image have to one another. Therefore its co-occurrence matrix has a size ef33 The

To extract the features, each image is divided into nofi®-occurrence matrix of A fofA., A,) = (1,0) will be:
overlapping blocks of sizéV x N, the co-occurrence matrix 1 2 1
for each block is constructed, and finally 14 features will be c=13 o0 1
1 2 1

(z) denotes the discrete Dirac function, which is

A:

W = W

1
2
2
1

W NN
DD W N

extracted from it. These features contain information abou

textural characteristics of such image, such as homogeneit

gray-tone linear dependencies and structure, contrastbeu Here, for exampleC(1,2) counts how may times the cases
and nature of boundaries present and the whole complexity4f:, j) = 1 and A(¢ + 1, 5) = 2 occur in matrixA, which is
the image. twice.



N,—1

10 = Z (k — pa—y)?ps_y(k), Diference Variance
After the co-occurrence matrix has been extracted, the P 0
following 14 textural features for each block may be extdct
with ease. These features, which are described below, arg
similar to those in[[14]. For notation brevity, we first define
the following terms derived from the matrix which will be HXY HXY1
used in the definition of the used features: 2 max{HX, HY}

B. Textural Feature Extraction From Co-occurrence Matrix

- Z Pa—y(k)log (pa—y(k)), Difference Entropy

p(i,j) = P(i,j)/R, Normalized Co-occurrence Matrix

p fiz =1 —exp[-2(HXY2 -~ HXY)]
i) = Zp(i,j) Marginal Probability

f1a = \/Second largest eigenvalue &f

Zp i,7) Marginal Probability
Herep, ando, denote the mean and standard deviation of

Paty(k Z > p(i,5), k=2,3,..,2N,. the marginal distributiorP, respectively. The same applies to
iti=k iy ando,. Some of these features are related to the entropy
. of the co-occurrence matrix distribution. We have provided
ey (k) = ,7), k=0,1,....,N, — 1. _ . . o
Pa—y (k) Z‘;p(l 7) 0 g very short introduction to entropy and mutual information i
lmal= o o Appendix I. In the original paper, these 14 features havenbee
HXY ==Y pli,j)log (p(i, )) defined, but it is suggested to calculate them for 4 angular co
i occurrence matrices and take the average and range of each
HXY1=— Zzp (i, 5) 1og (p=(1)py () feature as a new feature, resulting in 28 features to be used.
Here we use the 14 features fér= 0. The feature vector
. can be denoted afk = T. It is necessary to
HXY?2= —zzpw i)py(3)10g (02 (i), (7)) (o far o f1a) Y

find the mentioned features for each block of a palmprint. If
each palm image has a size of x s5, the total number of

= Z pﬂi’k) non-overlapping blocks will be:
M 51522
Now we define the following 14 textural features using these N
terms. Therefore there ard/ such feature vectors(™. Similarly,
g they can be put in the columns of a 2- dlmen5|onal matrix to
h= Z Z [p(i, )] Angular Second Moment produce the feature matrix of that palmprift,
F =M, )]
2
Z k" pa—y( Contrast Therefore there will be4 x M features for each image (Here
M = 64).
Z Z igp(i, §) — Batly ,
fa= — ., Correlation I1l. RECOGNITION ALGORITHM
z0y

B . . After capturing the features of all people, a classifier $thou
Ja= Z Z(z — 1)), Variance be used to compare the features of each test palmprint to all
’ 1 the training samples available and find its closest match. In
fs= Z Z ———p(i,j), Inverse Diference Momenthis paper, two different classifiers are employed for thikt
TSt ) Weighted majority voting is inspired by counting votes from
the features to the subjects. The minimum distance classifie

fo= kam+y(k), Sum Average on the other hand, finds the minimum distance between the
feature matrices of the training samples and test subjects.
2N, They are both explained in this section. Since we have a
fr= Z(k — f6)*Pasy(K), Sum Variance large dataset, our only objective is to minimize the rectigni
k=2 error on the test samples, but when using a small dataset, one
should try to find a model which maximizes the accuracy and
Zpﬂy ) log(pz+y(k)), Sum Entropy minimizes the risk of over-fitting. One such work is presente
in [15] where the author proposed a measure related to over-
Zzp (,7) log(p(i, 5)), Entropy fitting and tried to jointly minimizes the error and overifity

measure.



A. Weighted Majority Voting M training images. For an unknown sample with the feature
In voting, there are referees that decide the answer BJRliX £, the following distance will be:

themselves and their votes are taken into account based on 14 64
their importance, or weight. This scheme is very popular  dis(F*, F}) = > > wmum(Fry, — Fimn)?
in learning algorithms and artificial intelligence. Unwiigd m=1n=1

voting is when we know all features should have the samgw each row has a weight af,,c,,,, wherea,, is a feature
effect on the outcome, but usually, each feature should us@@malizing factor trying to map all features into the same
dif‘ferentweight, either fixed or adaptive.When added,dtalt range and is defined as the reciproca| of the mean value
score will decide which person is the owner of the test |mag@f the Corresponding feature of all training samp|es, while
Here the voters are the used features and they are weighjed is the feature importance factor which is higher as the
in a fixed manner. Apart from its simplicity, it also takeslét ysefulness of the feature increases. Heygis defined as the
time. recognition accuracy when the-th row of the feature matrix
First, the images of every single person are rearrangedidnysed for recognition. We should find the distance above for
the database so that the training part can use uniform dafethe spectra by comparing the images in the same color.
from all of the set of the 12 images. The training features afgext, the distance between a test image andittretraining
then collected, averaged and stored. Later, the other isnag@mple will be defined as the average of the distances of their
are used as test subjects and the distance between thea@vesggesponding spectra. In the end, the prediction for a test
feature matrix and that of every subject is measured. The cagage with the feature matrig™* is:
with the least distance with the subject is given points équa . . o
to the weight of the feature. In the end, the person gainieg th ¢ = argmin [dis(F*, F;)]
maximum points is the winner.

. . IV. RESULTS
For everyfl(.t), the voting result is:

In our dataset, each image is preprocessed and aligned
k* (i) = argmin [[f? — %], and has the resolution of 128 128. In each setting of

] k o ) our experiment, we have performed recognition for various
Whenf; finds the person with minimum distance to the teg{ompinations of training data and test subjects. Whendeer t
subject, that person receives a point. If the score of pefsoest data does not match our expectation, it is an ID fail or
based orf; is denoted byw;S; (i) or w;I(j = argminy, |f§t) —  misidentification.
f|), wherew; is the weight of the featuré and I(z) is an  The results from majority voting and minimum distance
indicator function, the total score of theth training sample c|assifications are shown in Tatile I. For majority votingedu
based on all the features in the scope of all the colors cantgethe much shorter time it takes, every test is repeated 10

computed. times and their average is recorded. For the minimum distanc
I classifier, the image permutations are adjacent. For exgampl
. . t k ; ini i ; i
S; = Z Z wil(j = argmin |f§. ) _ 1)) two r_welghbor minimum distance cases are common in all their
All colors i=1 training data selections but one.
In the end, the identification factgr is: TABLE |
. . ACCURACY RATES OF MINIMUM DISTANCE CLASSIFIER AND WEIGHTED
it = argm;ﬁix [S;] = argmjax [ Z Z w; S (2)} MAJORITY VOTING ALGORITHM

All colors i

Training Minimum Distance Majority Voting

B. Minimum Distance Classifier sample "No feature | Weighted | No feature | Weighted

The minimum distance classification is quite popular i friﬁ'g” Weé%hzs fea;grgg Weé%hgtm fea;grgg
the template match.m_g area. It finds the distance between the=r 9571 9746 100 99.99
features of the training samples and those of an unknown &/12 98.07 97.80 100 100
subject, and picks the training sample with the minimun]_7/12 97.40 96.92 100 100
distance to the unknown as the answer. To put it in equatiom, gﬁg g‘;'gg gggg 91’8'099 91’8'099
if we show the features of the test subjectfésand those of To/2 98.60 98.40 100 100

the test samplé with F;, the test subject is matched to the

sample that satisfies the following: Table[Tl shows a comparison of the results of our work and

i* = argmin [dis(F*, F})] those of three other accurate and relatively newer algosth
¢ Note that the blank spaces under QPCA are due to them being
Here, each feature matrix will have a size laf x 64 due to not reported in the source.
the size of the images and the blockd. of the 12 samples  Table[ll shows that the performance of the majority voting
from every person are assigned as training and the restcésssifier is much more efficient than the minimum distance
test cases, adding up ®0(12 — M) subjects. The feature classifier. On the whole, our algorithm has a higher accuracy
matrix is defined as the average of the feature matrices of ttate compared to previously done works and also slightly



COMPARISON WITH OTHER ALGORITHMS FOR PALMPRINT RECOGNITION

TABLE I

APPENDIX|. ENTROPY AND MUTUAL INFORMATION
Entropy measures the average amount of information in one

Trainin Hybrid Stat/Wavet Proposed : .
sampleg QPCA feéture ) metﬁod or more than one random variables. It can be interpreted of
fraction [10] [13] (MDC) (WMV) as the amount of uncertainty in a random variable. The idea
gﬁg 98.13% gg-iggf 3807"/700/ égoggty is that the less likely an event is, the more information it
- . (1] . 0 . (1] H H B HH
A2 - 98.08% T 99.65% | 99.96% provides when it occurs. For example, if the probability of

head in a coin is 1, flipping a coin and observing head does not
provide any information, because it is already expecte@& Th
entropy which we will explain here is proposed by Claude E.
outperforms the results frorn![9]. The comparison between oghannon in his 1948 paper “A Mathematical Theory of Com-
work and some of previous ones is illustrated in Figure 2. mynjcation” [16]. Based on a few mathematical assumptions,
it makes sense to define information as the negative of the
logarithm of the probability distribution. The entrogy of

x,} with the probability

*Statistical and wavelet features

Comparison of Different Approaches

L $ririn e i e =4 @ FANdOM variableX = {1, 22, ...,
mass function ofP(X) is defined as:
9981 = W = Hybrid Feature [
0.6 Statistical and Wavelet Features || n
’ -e= Proposed Features Using WMV H(X) = - Z p(l'z) log p($i)
2 994t E i=1
© . . . .y
3 0ol | We can define the joint and conditional entropy of two random
Q - .
< variablesX andY as:
£ 9 B
5 .. H(X,Y):—ZZp(xi,yj)logp(m,yj)
é%.&f ‘—‘__,4 B 3 -
986 Le=" 1
LT H(X|Y) = ZZP z;,y;) log p(zi,y;)
98.41 _e==" . E
o2l JPrE i i Another important concept in information theory is the
pe-" mutual information which measures the mutual dependence
Fo00 3000 s00  petween two variables. Mutual information between the-vari

Number of Training Samples

ablesX andY is denoted byl (X;Y") and is defined as:
IX;Y)=H(X)-HX|Y)=HY)-H(Y|X) =

23 plasos )

For better |IIustrat|on, the individudl (X') and H (Y'), joint
H(X,Y) and conditional entropied/(X|Y) and H(Y|X),
and mutual information of a pair of correlated random vari-
ables X and Y are shown in Figure 3. The intersection

This paper proposed a set of textural features based @M supports of two random variables denotes the mutual
co-occurrence for palmprint recognition. This method ssnsjnformation.

the textures of the images and extracts 14 features from
them. Two different classifiers, weighted majority votingda
minimum distance classifiers, are also used to perform the
recognition. The proposed scheme has advantages over many
older popular methods. It has a very high accuracy rate as
well as a low processing time, making it possible to use in
real-time applications. The calculation of the featuresalso
straightforward. There are many speculations for the &utur
including applying the same features to other biometrich su

as fingerprints and iris patterns.

Fig. 2. Comparison of different palmprint recognition apgrhes

The method is tested using MATLAB on a laptop with
Windows 7 and Core i7 running at 2GHz. The calculation time
for weighted majority voting is 0.06s per test, while minimu
distance classifier takes 0.09s per test.

CONCLUSION

H(X) H(Y)

H{X,Y)
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HXY1 will be similar toI(X;Y) + H(X,Y) where random
variablesX andY denote the probability distribution along
rows and columns respectively, afflX Y2 will be similar to
H(X)+ H(Y).
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