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In the real world, objects never occur in isolation; they
co-vary with other objects and particular environments,
providing a rich source of contextual associations to be
exploited by the visual system. A natural way of repre-
senting the context of an object is in terms of its relation-
ship to other objects. Alternately, recent work has
shown that a statistical summary of the scene provides
a complementary and effective source of information for
contextual inference, which enables humans to quickly
guide their attention and eyes to regions of interest in
natural scenes. A better understanding of how humans
build such scene representations, and of the mechan-
isms of contextual analysis, will lead to a new generation
of computer vision systems.

Introduction
The ability of humans to recognize thousands of object
categories in cluttered scenes, despite variability in pose,
changes in illumination and occlusions, is one of the
most surprising capabilities of visual perception, still
unmatched by computer vision algorithms. Object recog-
nition is generally posed as the problem of matching a
representation of the target object with the available
image features, while rejecting the background features.
In typical visual-search experiments, the context of a
target is a random collection of distractors that serve only
to make the detection process as hard as possible. How-
ever, in the real world, the other objects in a scene are a
rich source of information that can serve to help rather
than hinder the recognition and detection of objects. In
this article,we reviewwork onvisual context and in its role
on object recognition.

Contextual influences on object recognition
In the real world, objects tend to co-vary with other objects
and particular environments, providing a rich collection of
contextual associations to be exploited by the visual sys-
tem. A large body of evidence in the literature on visual
cognition [1–8], computer vision [9–11] and cognitive
neuroscience [12–16] has shown that contextual infor-
mation affects the efficiency of the search and recognition
of objects. There is a general consensus that objects appear-
ing in a consistent or familiar background are detected
more accurately and processed more quickly than objects
appearing in an inconsistent scene.

The structure of many real-world scenes is governed by
strong configural rules similar to those that apply to a
single object. This is illustrated in Figure 1. By averaging
hundreds of images aligned on frontal faces, a common
pattern of intensities emerges, showing a rigid organiz-
ation of facial parts shared by all the members of the ‘face’
category. Average images aligned on a single object can
reveal additional regions beyond the boundaries of the
object that have a meaningful structure. For instance, a
monitor and table emerge in the background of the average
keyboard, despite the fact that the images were not con-
strained to contain those objects. The background of the
fire hydrant is less distinct, but, because it must be sup-
ported on the ground, the average image reveals a ground
plane. The presence of a particular object constrains the
identity and location of nearby objects, and this property is
probably used by the visual system.

Contextual influences on object recognition become evi-
dent if the local features are insufficient because the object
is small, occluded or camouflaged. In the example shown in
Figure 2, the blobs corresponding to the car and pedestrian
are ambiguous in isolation. However, the context of scene is
so generous that it provides a distinct identity to each basic
shape.

The effects of context
Early studies have shown that context has effects at
multiple levels: semantic (e.g. a table and chair are prob-
ably present in the same images, whereas an elephant and
a bed are not), spatial configuration (e.g. a keyboard is
expected to be below a monitor), and pose (e.g. chairs are
oriented towards the table, a pen should have a particular
pose relative to the paper to be useful for writing and a car
will be oriented along the driving directions of a street).

Hock et al. [17] and Biederman and collaborators [2]
observed that both semantic (object presence, position and
size) and physical (consistent support and interposition
with other objects) object–scene relationships have an
impact on the detection of a target object within the
temporal window of a glance (<200 ms). These contextual
relationships can have different strengths: a plate is
expected to be on top of the table, but other locations
are also possible, such as being on a shelf or wall; and a
fire hydrantwill always be on top of the sidewalk, not below
the ground plane or floating in the air. Object recognition
should be more accurate if the relationship between the
context and the object is strong (Figure 2) and decrease as
the strength of the object–scene relationship decreases. In
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recent work, these rules have been integrated into a
common framework of contextual influences [11,18–20],
in which context provides a robust estimate of the prob-
ability of an object’s presence, position and scale.

The most documented effect of context on object
recognition is the scene consistency–inconsistency effect
[1,5,7,8]. Palmer [7] found that observers’ accuracy at an
object-categorization task was facilitated if the target (e.g.
a loaf of bread) was presented after an appropriate scene
(e.g. a kitchen counter) and impaired if the scene–object

pairing was inappropriate (e.g. a kitchen counter and bass
drum). In a recent study, Davenport and Potter [3]
observed that consistency information influences percep-
tion of both the object and the scene background if a scene
is presented briefly (80 ms), which suggests a recurrent
processing framework, in which objects and their settings
influence each other mutually [21].

A natural way of representing the context of an object is
in terms of its relationship to other objects (Figure 3).
Learning statistical contingencies between objects can
cause the perception of one object or scene to generate
strong expectations about the probable presence and
location of other objects (see Box 1 for a description of
current theories about the mechanisms involved in con-
textual inference). Chun and Jiang [22] showed that people
can learn the contingencies between novel objects, predict-
ing the presence of one object on the basis of another, over
the course of only 30 min. Contextual interactions between
objects can be sensitive to subtle visual aspects. Green and
Hummel [23] found that mechanisms of object perception
are sensitive to the relative pose of pairs of objects. In a
priming design, observers were presented with a prime
object (e.g. a pitcher) for 50 ms, followed by a target image
(e.g. a glass) for 50 ms. Crucially, the accuracy of target
recognition was significantly higher if the prime object was
oriented to interact with the target object in a consistent
manner (e.g. a pitcher facing a glass) than if the pair
interacted in an inconsistent manner (e.g. a pitcher
oriented away from a glass).

In most of these studies, the participants did not learn
any new contextual rules. All the experiments were
designed to prove the effects of contextual rules previously
learnt by the observers in the real world, and the tests were
performed on realistic images or line drawings depicting
real scenes. In the next section, we review recent work that
shows that human observers have a remarkable ability to
learn contextual associations. Observers do not need to be
explicitly aware of contextual associations to benefit from
them.

Figure 1. The structure of objects and their backgrounds. In this illustration, each image has been created by averaging hundreds of pictures containing a particular object

in the center (a face, keyboard and fire hydrant) at a fixed scale and pose. Images come from the LabelMe dataset [65]. Before averaging, each picture is translated and

scaled so that the target object is in the center. No other transformations are applied. The averages reveal the regularities existing in the intensity patterns across all the

images. The background of many objects does not average to a uniform field, showing that an object extends its influence beyond its own boundaries, and this property is

heavily used by the visual system.

Figure 2. The strength of context. The visual system makes assumptions regarding

object identities according to their size and location in the scene. In this picture,

observers describe the scene as containing a car and pedestrian in the street.

However, the pedestrian is in fact the same shape as the car, except for a 908
rotation. The atypicality of this orientation for a car within the context defined by

the street scene causes the car to be recognized as a pedestrian.
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Implicit learning of contextual cues
Fiser and Aslin [24,25] have shown that humans are good
at routinely extracting temporal and spatial statistical
regularities between objects and do so from an early age.
Seminal work by Chun and Jiang [26] revealed that human
observers can implicitly learn the contingencies that exist
between arbitrary configurations of distractor objects (e.g.
a set of the letter L) and the location of a target object (e.g. a

letter T), a form of learning called ‘contextual cueing’
(reviewed in Ref. [27]).

By showing that simple displays can elicit contextual
learning, the paradigm of contextual cueing offers an
interesting framework to determine which properties of
the background provide informative context. Bymeasuring
how contextual cueing transfers to displays that differ
slightly from the originally learned displays, this paradigm

Figure 3. Measuring dependencies among objects. This figure illustrates the dependencies between objects, by plotting the distribution of locations, sizes and shapes of a

target object (shown in yellow) conditional on the presence of a reference object (shown in red). To illustrate the form of the conditional distribution between target and

reference objects, LabelMe [65], a large database of annotated objects, is used to search for all images containing the reference object in the pose specified. Then, all the

target objects are plotted, preserving their relative position and scale with respect to the reference object. If in one image the location of a reference object is known, then

the locations of other target objects are strongly constrained. The reference and target objects can belong to the same object category (a) or different object classes (b–d).

The reference objects are (a) a person, (b) a house, (c) a car and (d) a plate and the target object is (a) another person in the same image, (b) a chimney, (c) a parking meter

and (d) silverware.

Box 1. Mechanisms of contextual influences

At which level in the processing stream does contextual information

have a role? In the literature, researchers often differentiate between

two complementary mechanisms for explaining the effects of context

on object recognition:

1) Contextual effects are mediated by memory representations by

preactivating stored representations of objects related to the

context [4,7]. Recognizing a scene context (e.g. a farm) enables

an informed guess about the presence of certain classes of objects

(e.g. a tractor versus a squid), in addition to their location and size.

2) Context changes the perceptual analysis of objects. Contextual

effects occur early, at the perceptual level, facilitating the integra-

tion of local features to form objects [1–3,12]. These models

suggest that even the way in which the image is analyzed is

affected by context. The results of Auckland and collaborators [1],

in addition to Davenport and Potter [3,66], support the existence of

such a mechanism.

However, a definite answer to this issue remains a question for

future work, and it is probable that multiple mechanisms have roles.

In fact, contextual analysis involves a large network of different brain

areas (reviewed in Ref. [12]) devoted to analysis of scene layout [67],

object analysis (reviewed in Ref. [68]), and spatial and nonspatial

associations [13,16].

The claim that object recognition is affected by the scene

context is not without controversy. Hollingworth and Henderson

[8] suggested the functional isolation hypothesis. In this model,

object perception is isolated from information about the scene

context and context does not interfere with the perceptual

analysis of the target object. Their experimental results suggested

that previous observations of contextual influences were owing

to a response bias (for a discussion of those results, see Refs

[1,66]).
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can be used to identify statistically relevant features of the
visual display that humans are sensitive to and can exploit
for contextual cues. For instance, transfer between learned
and novel displays is effective for geometric transform-
ations that preserve the relative ordering of items across
the whole display, such as stretching [28]. But transfer is
significantly impaired by changes in viewpoint [29] or
scene identity [30].

At a more local level, recent work has demonstrated
similar magnitudes of contextual cueing when only two
items surrounding the target are repeated or when the
entire display is repeated [31,32]. A simple model quanti-
fying this effect, by Brady and Chun [31], suggests that
learning only the relationships between the locations of the
local distractors and the target location is sufficient to
demonstrate many of the major properties of contextual
cueing: a small but robust effect of set size [26], the ability
to recombine displays that cue the same location [28], and
strong cueing from only the local configuration [33]. How-
ever, they also found a lack of transfer if the local con-
figuration was moved, demonstrating that it was the
location of the local layout within the global configuration
that mattered for object detection.

A topic of current debate is the extent that context
affects the speed at which attention is deployed towards
the target [26,34], alters target analysis [35] or biases
response selection [36]. In the real world, the following
factors should be considered: co-occurrence might happen
at a global (e.g. a kitchen will predict the presence of a
stove) or local (e.g. a nightstand will predict the presence
of an alarm clock) level; contextual associations can be
definite or probabilistic; and observers might act on an
object in a consistent manner, or not, [37] and might
choose to rely on memory search, instead of visual search,
when looking for objects in familiar scenes [38]. The
respective roles of all these factors in explaining contex-
tual influences constitute a challenging area for future
investigation.

Perception of sets and summary statistics
A representation of context on the basis of object-to-object
associations treats objects as the atomic elements of per-
ception. It is an object-centered view of scene understand-
ing. Here and in the next section, we will review work
suggesting a cruder but extremely effective representation
of contextual information, providing a complementary
rather than an alternative source of information for con-
textual inference. In the same way that the representation
of an object can be mediated by features that do not
correspond to nameable parts [39], the representation of
the scene context can also be built on elements that do not
correspond to objects. Several recent pieces of work [40–44]
have proposed that humans encode statistical properties
from a display instead of encoding the individual elements
that compose a display. The statistical properties currently
under active investigation are the mean size and variance
of a set of objects [40,42–44], the center of mass [41],
texture descriptors [45] and also more complex structural
information, such as the amount of clutter in an image [46],
in addition to themean depth and degree of perspective of a
natural scene [47].

In a crucial paper, Ariely [40] found that, after
presenting observers with a set of circular spots of various
sizes for 500 ms, observers could judge the average size of
the spots better than the sizes of individuals in the set.
Importantly, the estimation of the mean size was unaf-
fected by the number of objects in the display. Ariely’s
findings suggest that, from a quick look at a scene, obser-
vers know the mean size of a collection of homogeneous
objects quite accurately but retain little information about
the size of the individual objects. In a series of elegant
studies, Chong and Treisman [42–44] demonstrated that
this ability to compute the mean size was automatic,
unaffected by the density of the display and generalized
between displays that have different statistical distri-
butions, confirming that human observers were indeed
extracting the mean size from a brief glance at a display.

In a recent study, Alvarez and Oliva [41] observed that
participants extracted another summary statistic, the
center of mass of distractor elements. Moreover, this
was done outside of the focus of attention. In a paradigm
of multiple-object tracking, observers tracked objects mov-
ing continuously in a field of similar moving distractors. At
a random moment during the trial, the distractors were
deleted from the display.When asked to report the location
of the distractors, observers reported themean position of a
group of distractors more accurately than the location of
any individual distractor. In addition to Ref. [43], this
result suggests that a statistical summary of ensemble
features is computed automatically and outside of the focus
of attention.

To what extent a statistical summary of an image
influences local object processing is one of the outstanding
questions in the field. Summary statistics are important
because they provide an efficient and compact representa-
tion of the image that can be used to inform about scene
properties, in addition to being used to prime local object
features. The next section reviews recent work in computer
vision that has shown the efficiency of such summary
representations for encoding the structure and meaning
of natural images (reviewed in Ref. [48]).

Global context: insights from computer vision
In computer vision, the most common approach to localiz-
ing objects in images is to slide a window across all
locations and scales in the image and classify each local
window as containing either the target or background. This
approach has been successfully used to detect objects such
as faces, cars and pedestrians (reviewed in Ref. [49]).
However, contextual information can be used in conjunc-
tion with local approaches to improve performance, effi-
ciency and tolerance to image degradation. One of themain
problems that computational recognition approaches
face by including contextual information is the lack of
simple representations of context and efficient algorithms
for the extraction of such information from the visual
input.

Recent work in computer vision has shown that the
identity of real-world scenes might be inferred from aggre-
gated statistics of low-level features (Box 2) and has high-
lighted the importance of global scene representations as
sources of contextual information [11,18,50]. These global
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image representations were developed within the
framework of scene recognition (e.g. classifying an image
as being a beach scene, street or living room [48]). Themain
characteristic of global image representations is that the
scene is represented as awhole, rather than splitting it into
its constituent objects. Suchmodels correspond to the state
of the art in scene recognition and context-based object
recognition.

Box 2 summarizes the general framework used to com-
pute global scene representations. These representations
are derived from computing statistics of low-level features
(similar to representations available in early visual areas,
such as oriented edges and vector-quantized image
patches) over fixed image regions. Despite the low dimen-
sionality of the representation, global features preserve
most of the relevant information needed for categorizing
scenes into superordinate categories (e.g. nature, urban or
indoor), which can be used to provide strong contextual
priors. Because object information is not explicitly
represented in the global features, they provide a comp-
lementary source of information for scene understanding,
which can be used to improve object recognition. For
instance, global features have been used to classify images
into those that contain a particular object and those that do
not [18,21,51], and this decision is taken without localizing

the object within the image. These representations are
reminiscent of visual-cognition work on summary stat-
istics, the perception of sets and contextual cueing.

Although they might not be the only mechanisms for
scene recognition, global representations have been sur-
prisingly effective at the scene-recognition task [50,52–56].
In tasks that require finer scene-category discrimination
(living room versus dining room rather than city versus
beach), recognition of specific objects will undoubtedly
have a major role. Nevertheless, robust global scene
representations will have a major impact in future
object-detection systems.

Contextual effects on eye movements
When exploring a scene for an object, an ideal observer will
fixate the image locations that have the highest posterior
probability of containing the target object according to the
available image information [57]. Attention can be driven
by global scene properties (e.g. when exploring a street
scene for a parking meter, attention is directed to regions
near the ground plane) and salient objects contextually
related to the target (e.g. when looking for a computer
mouse, the region near a computer screen is explored first).

Most scenes can be recognized by just a glance, even
before any eye movements can be initiated and without

Box 2. Computing global features

There are two major families of global context representations: first,

texture-based methods [50,52,69] or ‘bag-of-words’ models (a term

borrowed from the literature on text analysis). A set of features are

detected in the image and, once a decision has been taken about the

presence or absence of a feature, the location from which it comes is

not encoded in the representation. The scene descriptor is given by a

vector in which each element encodes the number of times that each

kind of feature appears in the image. Randomizing the spatial location

of the features in the image would create an image with the same

scene descriptor (Figure Ic). Despite their simplistic assumptions,

these methods perform surprisingly well and can provide an initial

guess of the scene identity. The second class of models encodes

spatial layout [50,53]: the image is first divided into regions, and then

each region is treated as a bag of words. The scene descriptor is a

vector in which each element contains the number of times each type

of feature appeared in each region. The final representation preserves

some coarse spatial information. Randomizing the location of the

edges within each region will produce a scene with the same

descriptor (Figure Id). However, moving features from one region to

another will result in a different representation. This representation

provides a significant increase in performance over bag-of-words

models.

In the scene representation proposed in Ref. [50], the image is first

decomposed by a bank of multiscale-oriented filters (tuned to six

orientations and four scales). Then, the output magnitude of each

filter is averaged over 16 nonoverlapping windows arranged on a

4 � 4 grid. The resulting image representation is a 4 � 8 � 16 = 512

dimensional vector. The final feature vector, used to represent the

entire image, is obtained by projecting the binned filter outputs onto

the first 80 principal components computed on a large dataset of

natural images. Other techniques involve computing histograms of

complex features such as textons [69] or vector-quantized SIFT

features (SIFT descriptors encode a local image patch by dividing

the patch into 4 � 4 regions and computing the histogram of local

image gradients within each region) [52,53,55]. Those features

encode complicated patterns, such as grouping of edges. See Ref.

[70] for a review of image representations used in applications for

image indexing. Building more robust global scene representations

will have a major impact on future object-detection systems.

Figure I. Computing global features. This illustration shows the general scheme

underlying many current global scene representations [50,52,53,55,69]. (a) Input

image. (b) A set of features is detected in the image. In this schematic example,

the features are edges grouped into four different orientations at each location.

(c,d) Summary of two scene representations. (c) A bag-of-words model in which

location information is not explicitly stored (randomizing the spatial locations of

the features results in the same representation). (d) Spatially organized textures;

the image is partitioned into several regions. Each region is encoded as if it was a

stationary texture, in which location is irrelevant. The final vector descriptor

contains the number of times each feature is present at each region; therefore,

spatial information is preserved at a coarse resolution.
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requiring foveated vision to scrutinize the image [58,59].
Therefore, the scene content will have an immediate effect
in the planning of subsequent eye movements [9,19,60,61],
overriding salient regions that would otherwise attract
attention. The role of context goes beyond focusing limited
computational resources on the most relevant image
regions. Instead, for contextually defined objects, the scene
context will direct attention to the only image regions for
which the target will have the appropriate role (e.g. if there
is a parking meter on the roof of a house, it is certainly not
the parking meter being looked for). Even for objects that
preserve their identity in a large collection of different
contexts (e.g. a mug or bicycle), contextual information
will provide additional cues in cases of image degradation,
such as noise, heavy occlusions or poor resolution, result-
ing in an increase in detection [19].

Computational models of attention [62] provide
predictions about which regions are likely to attract
observers’ attention. Despite having no notion of the task
or context, saliency models perform significantly better
than chance in predicting image regions that will be
fixated by participants. These models work best in situ-
ations in which the image itself provides little semantic
information and no specific task is driving the observer’s
exploration. Saliency models can be enhanced by intro-
ducing task constraints and a context model [9,10,19,
20,60,63]. In Ref. [9], a scene is analyzed by two parallel
pathways (Figure 4). The local pathway represents each
spatial location independently and is used to compute
image saliency and perform object recognition on the
basis of local appearance. The global pathway represents
the entire image by extracting global statistics from the
image (Box 2) and is used to provide information about
the expected location of the target in the image. The
contextual guidance model in Figure 4 predicts the
image regions likely to be fixated by human observers

performing a natural object-search task (e.g. searching
for a pedestrian, mug or painting).

Concluding remarks
A scene composed of contextually related objects is more
than just the sum of the constituent objects. Objects pre-
sented in a familiar context are faster to localize and
recognize. In the absence of enough local evidence about
an object’s identity, the scene structure and prior knowl-
edge of world regularities might provide the additional
information needed for recognizing and localizing an
object. Even if objects can be identified by intrinsic infor-
mation, context can simplify the object discrimination by
decreasing the number of object categories, scales and
positions that must be considered. How objects are
remembered also depends on the scene context they are
in [64].

But, how powerful are the real-world relationships be-
tween objects? To what extent is contextual information
useful before the power of local features must be used to
predict the identity of an object? Recent work in cognitive
psychology and computer vision has shown that a statisti-
cal summary of the elements that comprise the scene can
provide an extremely effective source of information for
contextual inference.

Research on the mechanisms underlying contextual
inference and scene recognition in humans [48], and its
neural correlates [12], will begin to address these questions
and also, in doing so, have far-reaching implications for
computer vision, for which context-based object recognition
is a fast growing area of research.
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