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Abstract

In terms of acoustics, the underwater environment is very chaotic. For example, in
shallow region of water, sound waves will experience a high level of reverberation due
to waves reflecting off the surface and seabed. The time of day can also affect the
temperature of the water surface, which will then cause propagating sound waves to
refract differently. These are just two of the several factors that can influence underwater
sound wave propagation. Because of these large varieties in conditions, signal processing
methods need to be specialised for each environment [56]. Testing and developing these
signal processing algorithms solely through field experimentation is both expensive and
time-consuming. Using a simulator is cost-efficient and quicker to setup.

The NASRay simulator is one such simulator for underwater sound. It cannot be a
highly accurate model, since the physics for underwater acoustics is too complex. But
the simulator implements enough models to be useful for preliminary testing.

However, the processing time of the simulator was slow. To overcome this shortfall,
a block-based processing algorithm was implemented. This allowed operations to be
performed on blocks of sample points at a time, as opposed to one sample point at
a time. By operating in blocks, less function calls were made, and hence the overall
overhead from calling functions several times were reduced.

Orientable grouped movement, for simulating the movements and rotations of a float-
ing hydrophone array, were also added. The orientations are represented using quater-
nions. This method of representing orientations allowed “smooth” rotations between any
two orientations. It also avoided the problem of the Gimbel lock that expressions in Euler
angles suffer from.

The simulator also did not support scheduled source transmissions. The old im-
plementation would always immediately start all transmission at the beginning of the
simulation. Due to this, it was not possible to create sources that only transmitted when
they received a “ping”. So support for events were added.

In the end, it became apparent that the scope of the project was too large. Many
of the features were implemented, but at the cost of quality. The physics of underwater
acoustics was more complicated than expected, and much time was spent with research.
Even now, there are numerous additions to the model that can still be added to the
simulator to improve realism.
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CHAPTER 1

Introduction

Today, many ranged, wireless communications are achieved through radio waves, a subset
of the electromagnetic spectrum. Recently, even the visible light spectrum has been
exploited in the form of fibre optics. For several decades, electromagnetic waves, especially
radio waves, have seen extensive use in long range communications.

When the propgating medium is water, however, electromagnetic waves find limited
use. Such waves can only travel a few metres before experiencing significant attenuation.
This can be demonstrated by shining a torchlight underwater and observing how far
the beam travels. In certain areas in the world, it is impossible to see past your own
outstretched hands under the water, even with intense illumination [8].

It became very clear in the beginning of the 20th century that sound waves could
propagate in water much more efficiently than electromagnetic waves [38]. But under-
water sound waves were still far from an ideal communication method. Acoustic signals
propagating through the ocean can be distorted in many ways. Such distortions include
the wave becoming:

� delayed,

� reverberated (multiple echoes of the same signal),

� stretched or compressed, and

� diminished in strength.

In fact, it is most likely a combination of all the above. It is the task of advanced
signal processing algorithms to analyze and restore these signals back to their original
form.

Individual underwater environments can also vary greatly. For instance, shallow wa-
ter environments will experience high reverberation; the shorter distance between the
surface and seabed will produce more reflections. In deep water, signals are generally less
distorted, but it is still significant, especially at longer ranges where attenuation effects
become prevalent.

These are a few real-world examples of sound distortion. Firstly, the layer of ice on
the surface of Arctic regions are found to reflect sound waves with less scatter. This is

1



Underwater Acoustic Simulator for Communications, Rev. 8 Steven Kah Hien Wong

because the surface of ice is comparatively flatter than the undulating surface of liquid
water. In the tropics, temperatures at different times of day, or different seasons, affect
the temperature of the water surface. This leads to changes in the way sound waves will
be refracted, and the overall propagational behaviour.

Because of the vast variety of environmental conditions, signal processing methods
are commonly specialised for individual environments [56]. Testing and developing these
signal processing algorithms solely through field experimentation is both expensive and
time-consuming. Using a simulator for preliminary tests are more cost-efficient and faster
to setup.

The NASRay simulator is one such underwater acoustic model.

It was performing slower than desired. As the problem was due to excessive function
call overhead, I solved this problem by using a block-based processing algorithm.

The simulation of a hydrophone array was also required. To provide this, grouped
movement was added with the addition of Quaternion-based orientation and rotation.
Quaternions are a mathematical construct used to represent rotations. It provides a way
to smoothly interpolate the points between two orientations.

Event-based scheduling was another enhancement made. Before that, sources in the
simulator would all transmit sound at the very beginning. With scheduling, sources can
now be made to emit a sound only on certain events. These events can actually be
propagated through the water, so individual receivers would not detect the event until it
had reached them. An example of this use was for ping signals.

Automated memory optimisation additions were done, also. It is quite a hassle to
force users to enter in memory requirements before the simulation. An algorithm for au-
tomatically determining the minimal amount of buffer memory needed was implemented.

The area of underwater acoustics is extremely complex. The first two chapters will
detail the theory behind underwater acoustic wave propagation. There will then be a
brief chapter on the simulator and the enhancements I made.

2
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CHAPTER 2

Background

Sound waves can travel through water with comparatively less attenuation than electro-
magnetic waves. Even though there is still a significant degree of attenuation, sound
waves are still more effective than electromagnetic waves. Using information gathered
from Clay [8] and Quazi [38], an approximate plot of attenuation levels for sound and
light waves in water can be adapted. The result is illustrated in figure 2.1. It is useful
for presenting the overall orders of magnitude differences between the wave types. As a
general rule, attenuation becomes significant at 10 dB [4, 29]. The dotted lines are indi-
vidual absorption components for sea water, and can be dismissed for now. The graph’s
derivation will be discussed further in chapter 3.

Since water is a denser medium than air, sound waves can also propagate faster than
they do in air. In air, the speed of sound is accepted to be around 340 m/s. Underwater
sounds have speeds of around 1,500 m/s. This is significantly lower than the speed
of electromagnetic waves (approximately 300,000 m/s), but still fast enough to provide
adequate responsiveness for most applications.

2.1 History of Underwater Acoustics

As stated by McCormick [8], underwater acoustics is an area that is both old and new.
The first documented use of underwater acoustics was in 1490, by the famed Leonardo
De Vinci [54] - this is how the field is old. He observed that: “If you cause your ship to
stop and place the outer extremity to your ear you will hear ships at a great distance
from you.” But in the time between then and the early 20th century, little progress
in underwater acoustics had been made. It was only after that period did the field of
underwater acoustics, triggered by a few, key, historical events, begin to grow. This
relatively sudden surge of interest in the study is how it is new.

After De Vinci, it was not until nearly two centuries later, in 1687, that a physicist,
Daniel Colladon, and mathematician, Charles Sturm, actually measured the speed of
underwater sound using a method similar to De Vinci’s [27]. They used a long tube and
an underwater bell to measure the time taken for the bell’s ring, attached to one boat,
to reach the listener, on another boat. The speed they came up with was 1,435 m/s – it
was only approximately 3 m/s off the speed accepted today!

3
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The tragic sinking of the Titanic in 1912 kindled further research into underwater
acoustics [8]. More specifically, the study of echo ranging. This was the technique of
sending out short pulses of sound and listening for its return echo. Using this technique,
it was possible to detect distant objects in the water. It was in 1914, when R. A. Fessenden
successfully detected an iceberg 3.2 km away.

Both World War I and II saw one of the first, most-practical applications of underwater
acoustics. This was in the form of sonar detection. The first World War saw the initial
development of this technology, but it was not ready until the end of that war. The first
devices passed current through a quartz crystal, sandwiched between two steel plates, to
create rapid oscillations [8]. The sounds generated by these oscillations were the source
of “ping” signals. The extensive use of sonar detection for revealing hidden submarines
began in World War II. Its success initiated renewed interest into underwater acoustics.

The invention of the “underwater telephone” in 1945, by the Navy, was the first
application of underwater acoustics to communications [38]. From here, it is seeing further
use in technology for several areas. These included networks of underwater sensors [37],
military surveillance probes, and remotely-operated vehicles (R.O.V.). As you can see,
the applications of underwater acoustic communications are wide. Today, it is still the
only effective means of transmitting information wireless through water.

2.2 The Nature of Underwater Sound

Sound heard by the human ear is the result of vibrations within the air. In this case,
the medium that the sound is travelling through is the air. However, in an underwater
environment (such as the ocean), the medium is water. Both mediums propagate sound
in roughly the same way, but differ in how sensitive they are to individual factors. For
example, sound travels faster in water than in the air; water can be seen as more sensitive
to pressure variations, and hence react to such variations faster.

An important property of sound is that it is wave-like. In the cases above, the vibra-
tions described are actually variations of pressure. These pressure variations are caused
by particle movements in the medium (air or water molecules). When particles move
together, they exhibit high pressure; and when they move apart, there is low pressure.
These two states are known as compression and rarefaction, respectively. Figure 2.2 is a
representation of a sound wave travelling down a pipe (adapted from Halliday [23]).

Since these are actual particle movements, pressure cannot change instantly from low
to high. Instead there must be gradual transitions between the states. In mathematical
terms, pressure levels are differentiable at all times. Trigonometric functions such as
the sine and cosine functions are commonly used to model sound waves mathematically.
These gradual transitions are what give sound its wave-like form. Due to this, sounds are
often referred to as sound waves.

Because sound waves vibrate in the direction they are moving, they are classified as
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Compression Rarefaction

Figure 2.2: Sound wave travelling down a tunnel

longitudinal waves. The other type of waves are transverse waves, where the vibrations
are perpendicular to the movement of the wave. A common example of a transverse wave
is the wave created by shaking one end of a suspended string.

The wave-like nature of sound means it exhibits some interesting behaviours while
propagating through water. These behaviours can wreak havoc on communication sig-
nals, which is why sophisticated signal processing techniques are required in underwater
acoustic communications. Chapter 3 will discuss these behaviours in more detail, along
with the underlying physics of underwater acoustic wave propagation.

On a final note, it is sometimes useful to represent sound waves as rays (or ray-paths)
instead. Many texts about sound propagation will adopt this view of sound waves to ease
explanations. These ray-paths are simply the normals of a propagating wave. Figure 2.3
shows where the ray is in a wave reflection.
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Figure 2.3: Location of waves represented by a single ray-path
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CHAPTER 3

Underwater Acoustic Physics in the Ocean

The ocean is a dynamic and complex environment. Water movements are never-ceasing,
and conditions are always changing with the time of day and weather. It is generally
very difficult to predict.

Acoustic signals travelling through it are distorted by a variety of factors. The major
contributors are absorption, refraction and reflection (reverberation). Through these
three factors, the signals picked up by receivers are duplicated forms of the original, of
varying levels of strength and distorted by a certain degree of spreading or compression.
It is the job of modern signal processing techniques to decipher this amalgamation of
signals back to its original form.

3.1 Propagation Loss

Propagation loss (also referred to as transmission loss) causes a sound wave’s amplitude
to gradually diminish as it travels. There are two main contributers to this loss. The
first is absorption from the actual water medium. The level of absorption experienced is
a function of several factors, and will be covered later in this chapter. The second cause
of transmission loss is due to spherical spreading. This is where the intensity of the wave
decreases as the wave’s total power is distributed over its growing spherical surface.

3.1.1 Absorption

One of the ways sound waves can be attenuated is through absorption by the carrier
medium. It was initially thought that thermal conductivity was a major factor in this,
but this has turned out to be negligible [8]. The two forms of loss are attributed to shear
viscosity and bulk viscosity, with bulk viscosity being the more prominent.

Shear viscosity is caused by frictional forces made by relative motions between layers
of liquid. Due mainly to the variations of temperature and pressure at different depths,
the ocean is composed of layers of liquid. Each of these layers can move differently to
its neighbouring layers and produce frictional forces. The layered nature of the ocean is
discussed further in section 3.2.3, where refraction is covered.

7
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Bulk viscosity is the result of volume changes in water as the compressional and
rarefaction parts of waves propagate through the water. A process known as relaxation
is one form of bulk viscosity. Relaxation is the general term given to the processes that
occur when the medium encounters pressure changes (compressions and rarefactions).
Two forms are relevant for underwater acoustic waves:

Structural relaxation – Molecules absorbing or emitting energy as they move closer
or further apart.

Chemical relaxation – Component ions undergoing dissociation or recombination.

The theory of structural relaxation was published by Hall [22]. He theorised that
molecules in water could exist in two states: a normal energy state, and a high energy
state, where the molecules are more closely packed. When a group of molecules are
compressed (refer to figure 2.2 for an illustration), they will enter the higher state; and
when they return back to their neutral positions, they will also return to the normal
energy state. To enter the high energy state, energy is absorbed from the sound wave.
This energy is released again when the molecule returns to the normal energy state.

Transitions between these two states require a finite amount of time. This time is
known as the structural relaxation time. If the oscillations of the wave (a function of
frequency) are much faster than the relaxation time, then the molecules do not have
time to transit states, so no energy is absorbed or returned. If the oscillations are much
slower, then the transitions can take place in phase with the oscillations (since it is going
by so slowly). The energy is returned also in phase with the oscillations; so again, no loss
occurs.

But when the period of the wave is similar to the relaxation time, then significant
attenuation can occur. This is demonstrated in figure 3.1. In the second half of the
relaxation time, energy is being returned during a rarefaction phase. The returned energy
will cancel out the refraction, resulting in a weaker area of rarefaction. Neighbouring
particles will then experience less pressure difference, and the wave will weaken as a
result.

Similarly, chemical relaxation is another process where the time and energy taken for
particle rearrangements can be detrimental on the propagating wave’s strength. In this
case, the process is related to ionisation. A key ingredient of sea water, magnesium sulfate
(MgSO4), is an example of a substance that ionises (or dissociates) in water. Normally,
the process of dissociation (breaking up into ionic components) and recombination is at
equilibrium. But compressional waves can upset this balance and cause excess recombi-
nations. The subsequent dissociation’s afterwards, and time taken for it to complete lead
to further relaxation dissipation on the passing wave.

A mathematical model for attenuation due to absorption will now be developed. An
expression for absorption is given by Clay [8] as simply:

8
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dB loss = αx (3.1)

Where α is known as the attenuation coefficient and x is the distance travelled by the
sound wave in metres. The attenuation coefficient α is derived from a variety of factors.
A freshwater case will be considered first, and the more complicated saltwater case will
be built on from there. Taking into account both shear and bulk viscosity, Clay defines
the freshwater case (αF ) as:

αF =
1.71 × 102 (4µF /3 + µF́ )f 2

ρF c3
F

(3.2)

Where: αF Freshwater attenuation coefficient in dB/m.
µF Dynamic (or absolute) coefficient of shear viscosity for freshwater

(≈ 1.2 × 10−3 N·s/m2 for T = 287 K)
µF́ Dynamic (or absolute) coefficient of bulk viscosity for freshwater

(≈ 3.3 × 10−3 N·s/m2 for T = 287 K)
f Frequency of the sound wave in hertz (Hz).
ρF Density of medium (≈ 1000 kg/m3)
cF Speed of sound (≈ 1461 m/s for T = 287 K)

Substituting in the given typical values for freshwater at a temperature of 287 K, which
is the equivalent of 14

�
C, the attenuation coefficient for freshwater can be simplified. This

version can be used to produce an approximate, generalised attenuation model for fresh
water [53]:

αF = 2.692 × 10−13
× f 2 (3.3)

During World War II, it was discovered that the attenuation experienced by sonar
pings were approximately 25 times more in saltwater than freshwater. It was originally

9
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thought it was due to the salt content in sea water (sodium chloride, NaCl). However,
R. W. Leonard, through experimentation, isolated the cause to be magnesium sulfate
(MgSO4), another molecular compound found in seawater [8]. The sodium chloride caused
no absorption at all!

At lower frequencies (less than 10 kHz), additional attenuation caused by relaxation
occurs. This time it is due to the boric acid (B(OH)3) in seawater. Taking these two
additional factors into consideration, Clay presents the attenuation coefficient of seawater
as:

αS =
1.71×102 (4µF /3 + µ

F́
)f2

ρF c3
F

+ (SA′frmf2

f2+f2
rm

)(1 − 1.23 × 10−3Pa) + (A′′frbf
2

f2+f2

rb

)

Freshwater MgSO4 relaxation B(OH)3 relaxation

Where: αS Saltwater attenuation coefficient in dB/m.
S Salinity in ppt, parts per thousand (≈ 35 ppt)
A′ 2.03 × 10−8 dB/[(Hz)(ppt)(m)]
A′′ 1.2 × 10−7 dB/[(Hz)(m)]
frm Relaxation frequency (Hz) for MgSO4

frb Relaxation frequency (Hz) for B(OH)3

Pa Gauge pressure due to water column in atm (≈ 1atm)

Through a series of laboratory and field experiments, Schulkin and Marsh [42] were
able to derive an empirical formula for the relaxation frequencies for MgSO4 and B(OH)3,
frm and frb, respectively. They are given as:

frm = 21.9 × 109− 1520

T Hz (3.4)

frb = 900 × 1.5
T−273

18 Hz (3.5)

Where: T Temperature of water in Kelvins.

Again, assuming a seawater temperature of 287 K (14
�
C), a typical value for these

relaxation frequencies can be derived. These are shown in table 3.1.

Molecule type Typical relaxation frequency (Hz)

MgSO4 1.107 × 105

B(OH)3 1.234 × 103

Table 3.1: Typical relaxation frequencies for seawater at a temperature of 14
�
C

Using the above relaxation frequency values and the simplified attenuation coefficient
for freshwater (equation 3.3), a final, simplified expression for the attenuation coefficient
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for saltwater is shown below. A plot of it onto a graph was given in the first chapter
(figure 2.1).

αS = 2.692 × 10−13
× f 2 +

7.858 × 10−2
× f 2

f 2 + 1.226 × 1010
+

1.481 × 10−4
× f 2

f 2 + 1.522 × 106

= f 2
[

2.687 × 10−13 +
7.858 × 10−2

f 2 + 1.226 × 1010
+

1.481 × 10−4

f 2 + 1.522 × 106

]

dB/m (3.6)

Attenuation due to absorption covers one of the two main causes of propagation loss.
It is highly reliant on a large number of variables, including frequency, temperature,
and pressure. This makes it difficult to implement in a project of this scope. This is
why further simplifications and approximations were explored. Even though absorption
is only one part of the physics of underwater acoustic waves, it is an important one.
Through attenuation models such as the one above (along with the spherical spreading
model discussed next, in section 3.1.2), the communication ranges of acoustic signals can
be gauged.

3.1.2 Spreading Loss

When a sound is produced, it will typically spread out in a spherical fashion. Figure
3.2 illustrates this process. The sound source is at the centre, and the wave emitted
is the sphere. This sphere will continue to grow outwards as the sound travels further.
Spreading loss is attributed to this spherical expansion and is known as spherical spreading
loss.

In order to figure out the loss associated with spherical spreading, the expression for
power is considered first:

P = A × I (3.7)

Where: P Power expressed in watts
A Area expressed in m2

I Sound intensity measured in watts/m2

The area in this case is the area of a sphere, so A becomes:

A = 4πr2 (3.8)

Where: r Radius of the sphere in metres
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Sound source

Wave surface

Figure 3.2: Sound wave spreading spherically from source

Substituting (3.8) into (3.7) yields the power over a sphere to be:

P = 4πr2
× I (3.9)

Once the source has emitted its sound, the acoustic wave will be carrying a fixed
amount of power. Ignoring energy absorbed from the medium, this power will remain
mostly constant. The distance travelled by the wave is effectively the radius of the
sphere. So as the wave travels further, the radius and surface area of the sphere will
grow. Along with this, the intensity of the sound wave (measured as power per unit area)
will decrease, as the total power is redistributed over the growing surface of the entire
sphere. Representing this relationship mathematically reveals:

P = 4πr2
1 × I1 = 4πr2

2 × I2

r2
1 × I1 = r2

2 × I2 (3.10)

Where: r1 Initial distance from source in metres
I1 Initial intensity in watts/m2

r2 New distance from source in metres
I2 New intensity in watts/m2

It turns out the resultant intensity is a ratio of another intensity, at another distance.
The intensity of the sound at a unit distance from the source is always known – it is simply
the original power of the sound wave divided by 4π! So substituting r1 = 1, we have an
equation for spherical spreading loss (this is known as an inverse-square relationship):
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Source

Figure 3.3: Sound wave spreading cylindrically

I =
Io

r2
(3.11)

Where: I Intensity of sound r metres from the source, in watts/m2

Io Original intensity of sound in watts/m2

r Distance from source in metres

It should be noted that for long-range, shallow-water propagation, the spreading will
become cylindrical, as the waves become bounded by the sea surface and sea floor. Using
a similar method to before, but taking A = h × 2πr instead (where h is the height or
depth of the ocean), spreading loss becomes cylindrical (see figure 3.3 for a visualisation)
and no longer inverse-square:

I =
Io

r
(3.12)

This section covered the second cause of transmission loss. The results from this and
absorption loss discussed in section 3.1.1 can be applied together to create an adequate
model for loss. Note, however, that the cylindrical loss model discussed here assumes the
sea floor is flat.

3.2 Boundary Interactions

When a wave passes through a medium boundary, it can be both reflected and transmitted.
A medium boundary is defined as the edge between two different, adjacent mediums. By
reflected, we mean the wave “bounces” off the boundary. As for transmitted, we mean
the wave continues to propagate through the new medium. Note that transmitted waves
will undergo refraction – the concept that is covered in subsection 3.2.3.
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Figure 3.4: Reflected and refracted rays at a medium interface

It is simpler and more intuitive to use the concept of ray paths to describe the be-
haviours covered in this section. How ray paths relate to sound waves were outlined in
section 2.2, and will be further detailed in section 5.3. An example of its intuitiveness
is in figure 3.4, which is a representation of a sound wave’s boundary interactions using
ray-paths. Using waves would have required drawing a series of curves to represent each
wave’s wavefront. This would not look as simple as this ray-path variant.

3.2.1 Reflection and Refraction Coefficient Assumptions

The redistribution of the wave’s energy among the reflected and refracted ray are deter-
mined by the boundary’s reflection coefficient and transmission coefficient. These values
can be used to determine how much of the incident ray’s energy will be reflected and
transmitted (then refracted). Unfortunately, the available mathematical expressions for
it were too difficult to implement within the available time frame.

To demonstrate this difficulty, the mathematical procedure for finding the reflection
coefficient will be outlined. Clay [8] and Tucker [53] present full working for evaluating
the planar reflection coefficients (for a planar wave – not a spherical one):

R12 =
ρ2c2 cos θ1 − ρ1c1 cos θ2

ρ2c2 cos θ1 + ρ1c1 cos θ2

(3.13)

Where: R12 Reflection coefficient for a ray travelling from medium 1 to 2
ρn Density of medium n in kg/m3

cn Velocity of propagation (speed of sound) for medium n
θn Angle to normal for the ray in medium n

Since these coefficients are only appropriate for planar waves, a result given by
Brekhovskikh [?] for calculating a spherical coefficient approximation was needed:
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R = R12 −
iN

kR
(3.14)

N =
R

′′

12 + R
′

12 cot θ1

2
(3.15)

Where: R Distance from the image source to the receiver
R Spherical coefficient
R

′

12, R
′′

12 Derivatives of R12 with respect to θ1

Clay comments that even this approximation would fail completely for angles of in-
cidents that are close to the critical angle. See the section on refraction in section 3.2.3
for more information about the critical angle.

Modelling the reflection and transmission coefficients was not feasible. There were
special critical angle cases to watch out for that would make developing a robust im-
plementation too time-consuming. Instead, it was decided to assume that all medium
boundaries were either completely reflective or transmissive. The reflective surfaces such
as the ocean surface and seabed would have reflection coefficients of value 1, and trans-
mission coefficients of value 0. When refraction within the water body are modelled, it
will be assumed that the boundaries between layers will have transmission coefficients of
value 1, and allow passing waves to transfer over completely (and then refract).

3.2.2 Reflection

Like all waves, underwater acoustic waves can be reflected off medium boundaries. Re-
flections are one of the main causes of reverberation in acoustic signals. Waves travelling
along reflected paths will have travelled a longer distances than the direct path. Due
to this difference, the reflected path’s wave will be more attenuated and delayed longer.
Superimposing all the waves, the resultant signal that reaches the receiver will exhibit
the properties of being reverberated.

From experimentation, it is known that the angle of incidence is equal to the angle
of reflection in any reflection – this is the law of reflection [23]. The angle of incidence is
the angle of the arriving sound wave relative to the normal of the boundary (also known
as a medium interface). Similarly, the angle of reflection is defined as the angle of the
reflected ray, also relative to the normal. Referring to figure 3.4, these angles are marked
as θ1. This type of reflection is commonly called specular reflection.

If scattering was taken into account, then it would be possible there will be some
reflections where their angle of reflection would not equal their angle of incidence. These
types of reflections are known as non-specular reflections, and were not modelled in this
project. However, non-specular reflections, due to their scattered nature, are usually
significantly weaker than specular reflections, so their absence does not severely impede
our model.
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Close to surface and above deep water. Close to seabed deep in water. Middle of deep water.

Figure 3.5: Deep-water situations without one or both major reflective bodies

When it comes to determining the main causes of reflections in underwater acoustics,
there are only two main bodies to consider: the ocean surface and seabed. In deep-water,
one or both of these can even be ignored (see figure 3.5). Note that both the sea surface
and seabed are assumed to be perfectly flat, since we have not considered any form of
scattering in our reflection model.

The ocean surface is classified as a pressure release surface. This means that when
pressure variations, such as those of an acoustic wave’s, reach it, the surface will absorb
this variation. In doing so, the energy from the wave will be converted into potential
energy, as surface tension increases. Eventually, the potential energy is reintroduced into
the system as surface tension causes the surface particle to return to its neutral position.

Figure 3.6 outlines this whole process, frame by frame. The particle on the very left
has a force applied to it that creates a pressure wave, travelling along the right. At t = 4,
the energy from the wave is transferred into potential energy and the surface of the water
stretches. At the next time sequence following that, surface tension returns the energy
back into system.

Now we will examine the areas of compression and rarefaction in figure 3.6. These are
denoted as ’C’ for compression and ’R’ for rarefaction. Just before the wave reflects off
the surface (t = 4), the head of the wave is a compression, and once the wave is reflected
the head becomes a rarefaction. In the case where a reflection is off a rigid surface (as
opposed to this pressure release surface), the reflected wave would remain a compression.
In effect, the pressure release surface of the ocean surface causes the reflected signal to
shift phase by half a cycle.

Assuming acoustic waves are represented as sinusoids, phase shifts are jumps to an-
other point of the sinusoidal cycle. For example, a 180

�
phase shift of a normal sin

function will result in the wave being “flipped”. The points of strongest compression
become points of strongest rarefaction, and vice versa. Zero points stay the same. In the
discrete case, every sample point in the wave was multiplied by -1.

Reflection off the seabed is less complicated. Since it is assumed to be a rigid body,
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Figure 3.6: Reflection off a pressure release surface
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Figure 3.7: First and second-order specular reflection ray paths

reflections off it will introduce no phase shift.

The last point to consider about reflections are the points where a ray must reflect off
in order to reach the receiver. Reflective paths are categorised by the count of reflections
they make before reaching the receiver. This count is the order of the reflection. For
example, the first order, the most simplest path, consists of a reflection at one point before
reaching the receiver. Figure 3.7 illustrates possible first and second order reflections for
a configuration of one source and receiver and different depths.

In cases where only one boundary is present, then only first-order reflections are
possible. This is because once the wave has been reflected off on boundary, there is no
opposite boundary on the other side to reflect off. When neither boundaries have been
defined, then no reflections are possible. So for most simulation runs that wish to examine
reflection, defining the top and bottom bounds are recommended.

All reflective paths, no matter what order, are made up of points of reflections along
the sea surface or seabed boundaries. Once these points have been found, then it is
possible to draw the ray path for such a reflection.

Solving the position of these points along a surface can be accomplished with the
image source method. The essence of this method involved reflecting the source along
the boundary to be reflected. This reflected source is known as the image source, or
virtual source. The order of the reflective path being generated determines the number
of image sources that need to be created. For first order reflections, creating one virtual
source is adequate. For second order reflections, the next image source should be created
as a reflection of the last-created image source, reflected along the opposite boundary.
More orders can be pursued by creating more image sources; each new one reflecting the
last source image created, about the opposite boundary.
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Figure 3.8: Source image method for finding n-order reflections

After sufficient virtual sources have been created, then the points of reflection along
the boundaries can be determined. This starts with the last image source created. A
straight line is drawn between that image source and the target receiver. The last point
of reflection is where this line intersects the boundary. The next reflection point is
found similarly. Another line is drawn a between the next-latest image source to the last
reflection point found, and the point where that line intercepts the boundary becomes the
next reflection point. This process repeats until all image sources have been traversed and
the real source has reached last. At this point, the last point of the whole reflective path
is the real source’s position. The full reflective path is created by successively linking up
ray paths from the real source, along each successive reflection point on the boundaries,
and finally the receiver. Figure 3.8 is an illustration of the source image method being
used to find a second order reflection.

It is also possible to find reflection paths using conventional geometry and trigonom-
etry, and solving for points with equal incidence and reflection angles. But with that
method, finding the total distance travelled will require calculating the lengths of each
line that make up the path to the receiver. With image sources, the distance can be
solved by finding the distance between the receiver and the last source image.

This covers our model for reflection. For high numbers of order reflections, and
receivers and sources, this can processing intensive. So using the image source method
to generate reverberation is not feasible. But it is more than adequate for modelling
reflections of a few orders, which is adequate for most basic testing needs.
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3.2.3 Refraction

The ocean is far from a homogeneous medium. The temperature, density (a function
of pressure) and salinity will all affect the propagation of an underwater acoustic wave.
All these factors will basically affect the medium’s velocity of propagation. This is the
measurement of how fast a sound wave within that medium would travel. Recall figure
3.4, which shows how a ray path is refracted. According to Snell’s law, the angle of
refraction is a function of the speeds of sound in the two particular mediums that share
the boundary being crossed by an acoustic wave:

sin θ1

sin θ2

=
c1

c2

(3.16)

Where: cn The speed of sound in medium n
θn The angle of the ray to the normal in medium n

When c2 > c1, and the angle of incidence is greater than the critical angle, the ray
will not pass through the boundary. Instead, it will just be reflected. This is known as
total internal reflection. The critical angle can be found by substituting sin θ2 = 1 into
(3.16) and rearranging:

θc = arcsin
c1

c2

(3.17)

Where: θc The critical angle

Despite its strong influence on underwater acoustic communications, a refraction
model was not feasible in the time-span given for this project, so it was dropped. To
implement such a model would require finding refraction paths that would lead from
source to receiver. This would involve solving multiple instances of Snell’s law simulta-
neously. Without any immediate algorithms for solving such a complex problem, it was
decided it would not possible for a project of this size.
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CHAPTER 4

Existing Work

Underwater sound wave propagation is affected by countless factors. Implementing a
general simulator, with sufficient fidelity to be useful to researchers, is an extremely
difficult task. Instead, current implementations focus on modeling only a specific subset
of the physics, catering for a certain field or use.

Despite the lack of an all-encompassing simulator, the use of simulators by researchers
are increasing [29]. They are commonly used to perform verification tests. It is hoped
that these will, in turn, increase the success rates of comparatively more costly field
experiments.

This chapter will cover a few existing acoustic simulators.

4.1 Funkhouser

This is a real-time acoustic simulator designed to work with a virtual reality applica-
tion [19]. In order to produce real-time sound with limited processing power, the simu-
lator has a pre-processing phase. It takes advantage of the fact that all sound sources in
the simulator do not move. This allows it to calculate all existing sound paths possible
for each given point in virtual environment.

Instead of using a conventional ray-path-based approach to draw sound paths, Funkhouser
uses a beam-based system. Each beam basically represents a block of sound paths within
it, with the edges of the beam being the limits of paths possible in that beam. The
disadvantage of this approach is the complex culling and geometry mathematics needed
to create the correct dimensions of these beams.

Funkhouser uses a hybrid of the image source method to determine reflective paths.
Instead of reflecting off all possible surfaces, this simulator only needs to find the limiting
reflective paths. Once these have been found, an appropriate beam can be created, and
all reflective paths within that beam will be automatically handled.

To improve performance, there is a preprocessing phase. This phase calculates all
major sound paths from each source to every possible receiver location. The sources
cannot move, so this reduces the amount of calculations. Hence Funkhouser has managed
to create apparent real-time calculations through a heavy pre-processing phase.
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This simulator is interesting in how it uses beams rather than ray paths to model
sound paths. Its real-time generation is limited by the fact that sources are all stationary.
For underwater communications, this is not useful, as sources can sometimes be mobile
beacons or submersible, remotely-operated vehicles.

4.2 AcoustiKit

AcoustiKit was developed by Pak-King Wan to model the behaviour of sound waves
within rooms. It is written in the MATLAB language, and deals with reflection and
absorption. It is mostly focused on reflecting sounds off surfaces, and also the sounds
generated by vibrating surfaces. It is quite clear that AcoustiKit was designed for room
acoustics, and not underwater acoustics. As such, it does not concern itself much with
refraction. An underwater acoustics simulator is more concerned with the time delays,
signal attenuation, and refraction due to larger size of the ocean relative to a room.

4.3 SEASIM

SEASIM (Surface Escort Anti-Submarine Warfare Simulation) is an aging simulator ini-
tially made in 1980, and written in BASIC, followed by a FORTRAN implementation [2].
The BASIC version has visualisation model so that the results of a scenario can be
viewed in real-time for investigating tactics. The FORTRAN variant is used for gath-
ering statistics about the performance of anti-submarine warfare technologies. It does
this by running the same scenario hundreds of times and storing records of how each
individual scenario progressed. This is possible because the FORTRAN implementation
is orders of magnitudes faster than the BASIC version.

The simulator includes models for cruisers, sonar systems, submarines and the torpedo-
bearing craft intercept used to intercept them called LAMP (Light Airborne Multipurpose
System) helicopters. In order to run the automated tests, it also has automated strategies
for controlling vehicles. These artificial navigators are rudimentary at best, and many
simply just head towards any enemy contacts (cruisers), while others try to avoid them
(submarines).

4.4 Geng and Zielinski

Geng and Zeilinski [20] developed model based on eigenpaths, (also known as ray-paths).
The interesting facet about this model is that each path is randomly distorted using a
complex set of statistical probability functions. The maths behind it is not easily acces-
sible, but it claims to be able to simulate extremely complicatedextremely complicated
tasks such as reverberation.
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CHAPTER 5

Simulator

The NASRay simulator models several aspects of underwater acoustic wave propagation.
It is by no means a high-fidelity and accurate representation, but it is more than appro-
priate for quickly setting up preliminary testing environments. It currently has models
for:

� transmission loss,

� time delays,

� specular reflection, and

� additive noise models.

This chapter will cover the implementation details of NASRay. It will first cover
ray-based modelling, and how it is used to represent sound wave propagation. How its
various models (such as transmission loss) are applied will then be outlined.

5.1 Building and Development Environment

The simulator is written with standard ISO C++, and consists of around 303 classes.
Being standard C++, it should be compilable on most architectures, with minimal mod-
ifications. NASRay has been built and tested on both Linux and Windows operating
systems.

There are a few external library dependencies required by the simulator. The Standard
Template Library (STL) is used extensively, and is available with most modern C++
compilers, especially due to its recent addition as part of the standard C++ library. The
library collection from the Boost Project [5] is another dependency. This library is used
mostly for its random number generation libraries, used especially by the noise models.
Finally CppUnit [11] is also utilised for the creation and execution of each of the classes’
unit tests.
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5.2 Assumptions and Simplifications

In order to simplify the implementation of the simulator, several assumptions are made
about the environment being modelled. These are outlined below:

� The ocean is an isogradient medium. There are no layers of differing temperatures,
salinity, pressures, or sound speeds. No refraction is handled in the simulator at
this time.

� Objects in the simulator cannot travel faster than sound. Otherwise special super-
sonic physics might need to be considered.

5.3 Ray-path-Based Modelling

NASRay is a ray-based model. This means that it models sound wave propagation by
drawing paths (also known as ray-paths) between each source and receiver. In a simple
model with no refraction (bending of waves), reflection, or occlusion (interference from
other solid bodies in the medium), this path will simply be a direct, straight line between
source and receiver.

How a propagation model based on straight lines can be derived from this can be ex-
plained with Huygens’s principles. Christian Huygens was a physicist-astronomer (1629–
1695) who stated that each wavefront (the spherical surface) is made of up numerous
smaller wavefronts. Ray path theory models the normals of the spheres (or wavelets)
that follow a path to the receiver.

The ray-based approach to underwater acoustic modelling is only valid if the wave-
lengths of the sound waves are significantly less than the size of the enclosure it is prop-
agating through. In the ocean, our enclosure size is virtually infinite. It is practically
unbounded horizontally, and bounded by the sea floor and surface vertically. Also, com-
munication signals need to be transmitted at relatively high frequencies in order to provide
sufficient bandwidth for encoding data. Most underwater acoustic communication sig-
nals are around 10 kHz. A higher frequency leads to lower wavelengths. For 10 kHz, the
wavelength is calculated to be approximately 0.15 m. These two properties ensure that
the ray-based model is sufficient for modelling underwater acoustics.

The simulator models sound propagation by building ray paths between each source
and receiver. See figure 5.1 for a visualisation of these paths. These paths are used to
keep track of the delay times between a source emitting a sound and a receiver hearing
it. The delay between a source and receiver is directly a function of distance. If either
the source or receiver move, the path is updated again to reflect the new distance. These
delay times are used to determine the amount of delay heard by the receiver for a given
source.
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Figure 5.1: Paths for a configuration of sources and receivers

The diagram shown in figure 5.1 is an arrangement of two sources and three receivers.
Receivers are entities in the simulator that listen for sounds, and stores them – typically
in a WAV or RAW audio format file. Sources are the entities that emit or transmit
sound through the water. The lines between the sources and receivers are paths that the
simulator will create.

The behavior of two interfering sound waves is the sum of their pressure variations.
This means that the individual sounds coming from each path to a certain receiver can
be added together. This is how the final waveform for the resultant sound heard by the
receiver is generated.

5.4 Pipe Architecture

The noise and absorption models are modelled in a pipe architecture. The undistorted
sound is passed into a set of filter classes that will modify it and then pass it to the next
filter. This type of architecture is advantageous in that each filter is independent of one
another. It makes the software code modular and maintainable.

The noise model can use different random distributions to generate code. These
random distributions include typical ones such as Gaussian and uniform random distri-
butions. Ultimately though, all of them are additive noise models. This means they
simply add a random value to each sample point.
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The maximum level of noise can be specified, too. This is useful for simulating sound
that must exhibit a certain signal to noise ratio (SNR). The SNR is the average level of
the real communications signal to the average level of background noise.

Transmission loss is another filter that can be added to this pipe. This filter takes
in a distance for which to apply the loss. The original sound sample is then divided by
the distance squared. This is in line with the spherical spreading loss model described in
section 3.1.2.

Finally, the last filter is the absorption loss model. This will multiply all sample points
passed to it by the absorption coefficient. The value of this coefficient is specified in a
configuration file. A typical coefficient value was calculated separately using the formulae
in section 3.1.1, and then saved into the configuration file.

5.5 Time Delays

Time delays are handled sample by sample. For each discrete point in time, the distance
of paths between receiver and source at that time are extracted. These distances are then
divided by the speed of sound (specified in the configuration file) to give the time taken
for a sample point to reach the receiver at that point in time.

Using these time of flight values, the source is then queried for what it transmitted
that long ago. The sample point from that time is then copied into the receiver’s buffer,
for the current time. This way of retrieving old time values is only effective when only
one of the objects are moving.

If both source and receiver are moving at the same time, then this method is not
correct.

5.6 Reflection

The reflection model of NASRay consists of first-order specular reflections off the sea
surface and seabed. The z coordinates for the sea top and bottom are defined in a
configuration file. After checking that the top coordinate is above the bottom, then the
simulator will create three paths for each source-receiver. The first is a normal DirectPath
class, which handles the direct propagation path between source and receiver. The other
two are instances of the ReflectionPath class, one for reflecting off each boundary. Of
course, there is only one ReflectionPath per surface, so if none were defined, then there
is no additional ReflectionPath’s created.

The ReflectionPath class uses the source image method described in section 3.2.2 to
calculate specular reflected path. As mentioned, phase shifts can occur for reflection
points on the surface. The ReflectionPath class can automatically detect which surface
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it is reflected off, and if it is the top, then it will multiply all sample points by -1 before
passing it to the receiver.

5.7 Block-Based Processing

Unlike many conventional signal processing algorithms, NASRay does not represent sound
waves as a sinusoidal wave function. Instead, the simulator digitises all sound into sample
points. The typical sampling rate of a simulation is 96,000 Hz. This sampling rate can be
changed if desired. The initial implementation of the NASRay simulator distorted sound
propagations one sample point at a time. For example, to process one second worth of
sound, the simulator would loop through and modify one sample point at a time. This
meant a there was atleast one loop being executed 96,000 times per second of simulator
time.

The program was run through a performance profiler tool, oprofile [35]. Results from
this revealed that close to 60% of the processing time was spent on function call overhead.

More specifically, most time was spent on locking calls. The current NASRay imple-
mentation did not require these locking calls, as it did not run any tasks concurrently.
So even though these calls were being made, they did not actually perform any pro-
cessing. The locking calls were passed to instances of a NullLocking class, which just
accepted locking request calls, but did not carry them out. Since there was interest in
multi-threading NASRay in the future, it was not desirable to remove these calls from
the code.

My solution was to restructure the NASRay simulator’s main processing structure to
generate sample points in blocks, instead of single sample points at a time. By performing
these operations in blocks, significant function call overhead was removed. Figure 5.2 is
an overview of the old processing algorithm for NASRay. It is much simpler, but also
highly iterative. Figure 5.3 is a reimplementation of the old implementation, except
samples are now being performed in blocks as opposed to single sample points at a time.

5.8 Caching Frequently-Calculated Results

The older implementation of NASRay involved regenerating paths at each point of simu-
lation time. This meant calculating the distance tens of thousands of times, per source-
receiver path, every loop. For objects that were static, and always the same distance
apart, this was a waste of processing resources.

The Path classes were created to encapsulate a ray path between a source and receiver.
These were preserved during each iteration, so that values that were calculated before,
such as distance, were kept. If either the source or receiver of a path move, then the path
would be marked “dirty” and be recalculated.
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Figure 5.2: Old NASRay implementation

Most simulations in NASRay involve moving objects anyway, so this enhancement did
not yield much real-world performance time improvements. However, if there is a need
to perform extensive static-position objects in the future, then perhaps this enhancement
would prove useful then.

5.9 Automated Buffer Size Calculation

The sounds generated by a source are stored into buffers, so that old values can be
retrieved by the time delay model. There was no automated way of determining the sizes
of these buffers before, and users basically had to supply their own buffer sizes and hope
it was large enough.

So another enhancement made to the simulator was to calculate the largest delay
possible, per block of sample points processed. This was done by finding the largest
distance between source and receiver within that period of time. A buffer large enough
to accommodate this distance could then created, without any interaction from the user.

Once the largest distance within a block of time was found, then an additional distance
of 2×samplingratespeedofsound was added. This ensured that the buffers were still large
enough if the source and receiver moved even more apart between the consecutive time
blocks. This method worked because the maximum speed of an object is assumed to be
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Figure 5.3: New block-based NASRay implementation
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less than the speed of sound.

5.10 Grouped Movement

For simulating hydrophones on boats. Movements were re-factored out their own class
called Motion. Sources and receivers (both children of Positionable) could then be at-
tached to motions. Each time movement was made, the Motion class would move all
positionables attached to it. This was how grouped movement was implemented.

Orientation and rotation support for the group of objects was also added. A math-
ematical construct called quaternions were used to smooth out rotations [45]. This is
a method of representing orientations in terms of a four-component value; one real and
three complex. The advantage of this quaternion form is that a special rotation function
can be applied that generates the rotations necessary to move from one orientation to
another. This function is called the SLERP (Spherical Linear Interpolation) function.

Basically, orientations are represented in the more-intuitive euler form, which is a
three-component value: yaw, pitch, and roll. This is how orientations are typically visu-
alised by the human mind. To get the rotations necessary to reach another orientation,
the orientations are temporarily converted to quaternions, operated on by the SLERP
function, and then converted back to euler-form orientations.

This algorithm provided a surprisingly simple way of calculating rotations on a group
of objects, as long as the underlying mathematics was not studied too closely. Such
as how quaternions represent orientations in their 4-component values, or how its rota-
tion orientations are calculated were. By just using the given equations and functions,
implementation was a simple task.

5.11 Scheduled Transmissions

Before, every source began transmission immediately at the beginning of the simulation.
Sometimes this is not desirable, especially for modelling stations that transmitted only
on replies to received telemetry signals. A form of scheduling transmissions was required.

A special type of source was created, called a SchedulableSource. This source con-
tained another real source in it. When the time it was scheduled to transmit had not
arrived yet, then the ScheduleableSource would emit sample points values of 0 (no sound).
Only once the scheduled time had arrived did it invoke the real source it stored to retrieve
transmission values. As far as the stored source was concerned, it was sending out its
samples at time zero, the SchedulableSource hid away the scheduling details away from
it.

Event-handling was done by adding an event checking phase into the processing loop.
Each loop it would check for occurrences of any events. If an event had arrive, then it
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would perform the appropriate action.

It was also possible to propagate actual events in the simulator. For instance, the
simulator allowed sources to emit a ping event. These ping events moved through the
simulated environment like a normal sound wave (at the speed of sound, towards all
receivers). When the event had propagated far enough to reach a receiver, then the
receiver would be notified of the event. The abstraction of pings into an event made it
simpler to implement ping replies, rather than to write a ping detector on the actual
receiver, and letting it figuring it out based on the actual sounds it was hearing. That
solution would have been too processing-intensive.
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CHAPTER 6

Conclusion

The NASRay simulator is useful for setting up quick basic tests in a simulated envi-
ronment. It does not distort the sound in a sufficient degree to truly allow successful
simulation runs to mean the product is ready for real-sea environments, but it does pro-
vide a general means of just validating the initial rudimentary functionality of a signal-
processing algorithm.

Time became a limiting factor in this project. It is suspected that the initial scope of
the project was too large to begin with. It was not expected that the physics of underwater
acoustics would be so complex, so a large amount of time had to be dedicated to research.

6.1 Further Work

Some possible directions for future work on NASRay include:

Refraction model – One of the most interesting and unique phenomena in underwater
acoustic physics. Sound propagation in air is not affected by this as much as
underwater is. A model of refraction would significantly add to the realism of the
simulator. Temperature variations due to whether could also be implemented.

Scattering – Again, this is another major source of distortion of underwater sound
waves. Backscattering, where sound waves reflect back to the source as it travels
forward, is one of the problems that signal processors must take account of for
sources that are also receivers. The backscatter can add a significant amount of
reverberation to the final received signal. No scattering model will be complete
without a model of scattering from rough surfaces such as the ocean bed and sea
surface. The roughness of the sea surface would also be a function of the weather.

Statistic reverberation and fluctuations – There are some parts of underwater acous-
tic physics that are computationally too intensive to be performed by today’s cur-
rent technology. This includes a thorough reverberation model (since there can be
a infinitesimal amount of reflections) and random fluctuations caused by particles
in the water medium. These can all be implemented statistically using probability
like Geng and Zielinski [20].
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Multi-threading – There are several components in the processing parts of NASRay
that would benefit from being run concurrently, especially across a parallel com-
puting network. Since sound can be easily superimposed, and their individual
components are unique to what other waves are emitting, it is easy to break down
calculation into parts to be divided among different processors.

Occlusion - This will be the proper implementation of the reflection and transmission
coefficients. The reflection model will need to be rewritten, as there will no longer
just be a top and bottom reflective boundary.

Visualisation – As the complexity of the simulator increases, there is more need to vi-
sualise its results. Stettner and Greenberg [49] provide a good overview on methods
of visualise acoustic space. A graphical user interface for the configuration of the
simulator would be useful as well.

33



Underwater Acoustic Simulator for Communications, Rev. 8 Steven Kah Hien Wong

APPENDIX A

Original Research Proposal

A.1 Background

Underwater acoustic communication has only seen significant use in the past few decades.
For sending signals through water, especially over long distances, acoustics are the favoured
method. Areas it is used include sonar systems, underwater positioning, and surveying
seabeds. It also serves as a replacement or backup for large, unwieldy cable run through
the ocean, between communication nodes.

Conventional communication systems run through air using radio waves. These have
little use underwater though, as radio waves are quickly absorbed by the water; severely
limiting its range. Underwater sounds waves still attenuate, but no where near as much
as radio waves. However, there are still other factors which make its application more
challenging.

Sound travels underwater at a speed of around 1,500 m/s. This speed can vary
depending on pressure, water composition, and temperature. This is slow relative to
electromagnetic waves, which move around the speed of light (around 300,000,000 m/s).
Acoustic signals will not reach their targets as quickly as electromagnetic waves; so there
will be relatively high latency. Also, if the distance between the sound source and re-
ceiver are changing (i.e, one or both of them are moving), then the signals will undergo
significant Doppler; they will stretch or compress.

The level of background noise in the sea can also interfere with the signal heard by
a receiver. This noise can come from the actual source or receiver; like the motor on
a boat. Even seemingly far-away objects can cause significant noise, due to the higher
conductivity of sound in water. Noise is also generated by the weather (such as from
storms and winds).

In addition, the paths travelled from source to receiver, by an underwater acoustic
wave, is not a simple, direct, straight one. Waves can arrive from being reflected or
scattered by the surface and seabed. The type of reflection or scattering produced is
also dependent on a variety of factors, such as the composition of the seabed layers, and
roughness of the ocean surface. Also, the differing conditions at varying depths (such as
temperature and pressure), will cause waves to be refracted (path bending). Refraction
can limit the range of sound waves, as waves from a source could be bent completely
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away from the receiver.

All these problems are what underwater communication technologies need to tackle.
Since running field tests costs a significant amount of resources, it is desirable to be
able to first thoroughly test underwater acoustic communication systems in a simulated
environment. This will increase the probability of success at the actual field tests, and
hence less need to repeat them again.

Nautronix is a commercial company specialising in water communication and posi-
tioning technology. One of their projects is an ”underwater GPS” called NASNet. It
works by deploying a handful of sensors in an area of water to be tracked, and then
produces positioning information of various objects in the area, with the help of receiver
stations on the water surface.

The system works on large and complicated software. As with all complex systems, it
is crucial that it is well-tested. To aid in this task, Nautronix have another project, called
NASRay, tasked with the creation of an underwater acoustic simulator. This simulator
takes sound samples emitted by sources, adds the appropriate distortions, and writes out
the generated output. This output can then be played-back to a receiver for testing.

A.2 Aim

As the name implies, NASRay uses a ray-based approach in its modeling. It needs
improvements in many areas, which are all outlined below:

1. Optimise the algorithms used in sound generation.

To generate and process samples, at the moment, takes a long time.

2. The sound physics model:

� Support for a sound speed profile.

This profile contains the speed of sound at varying depths of the water, and is
useful for figuring out the amount of refraction in the path.

This is basically a refraction model.
� Implement a reverberation model.
� Implement a basic occlusion model.

Sound waves can then be reflected or absorbed by objects.

3. The configuration system:

� Support grouped movement of points (sources and receivers).
� Support scheduled transmissions.

4. Develop a graphical user interface.
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A.3 Method

A.3.1 Overview

The general order of completion for each of the aims (described above) are as follows:

Task Duration (months)
Optimisation 2
Grouped Movement 1
Scheduled Transmission 1
Reflection Model 1
Reverberation Model 1
Refraction Model 1
Occlusion Model 1
Graphical User Interface 1

A.3.2 People

The project work will be carried out by three people, Matthew Comi, Jason McSweeney,
and Steven Wong.

Matthew Comi is a recent graduate of Computer Science from Edith Cowan University,
and is working on this project for his Honours.

Jason McSweeney is a Computer Science graduate from the Curtin University of
Technology. As the technical lead for the original project, he will be providing invaluable
experience and advice.

Steven Wong is an undergraduate of Software Engineering from the University of
Western Australia. This project will form the basis for his final year project.

A.3.3 Optimisation

The optimisation of the NASRay simulator’s speed will be tackled first. This will provide
an excellent opportunity to become familiar with the code. With a good understanding
of the program, conflicts will be minimised when adding the other new features. Without
a good background on the existing program, modifications will not be as clean, and likely
to create even more bugs.

NASRay will be run through a profiler tool (such as gprof or oprofile). This will
generate a report on the most times taken in different areas of code. The most time-
consuming sections can then be examined for optimisation. Existing calculations used
in the models were not originally written to be efficient, so there is much room for
improvement.
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The code will be broken down into threads. One possibility is to have each receiver’s
perceived sound generated from within its own thread. Performing calculations in a
parallel and distributed manner will also be investigated.

Redundant operations will be removed. An example is to scan for ranges in time
where no sound will be heard by a receiver, and forgoing unnecessary calculations during
those times. This is a likely scenario as most NASNet stations only transmit range pulses
about 1/30th of their time. It is then possible to approximate the window where there
will be a sound. The approximation is not trivial to determine though as it must be wide
enough to account for the Doppler Effect.

The main generation loop, where calculations for each sample are made, will need
to be rewritten. At the moment, it generates one sample value at a time, this leads to
typically 96,000 loops per second, for generating sound at a 96 kHz sampling rate. This
excessive looping is causing a high amount of function call overhead. The solution is to
change the current algorithm from generating one sample per loop, to generating blocks
of samples per loop.

A.3.4 Grouped Movement

Grouped movements support means allowing a transformation matrix to be applied to a
group of points (sources or receivers). The matrix will depend on the requested motion:
rotation or translation. An additional set of intuitive configuration options will also need
to be designed to allow the user to setup these grouped movements.

The point of this is to allow reproducing the motions of a rocking boat sailing along the
surface of the water. That is, the points must be able to rock back and forth, oscillating
up and down, and move forward, all at the same time.

This will be especially useful for the NASNet project, when it needs to simulate a
beamformer. This is a structure of around eight hydrophones mounted to a pole, forming
what is known as a hydrophone array. The receiver software takes the input from these
hydrophones and beam-forms it - enhancing the amplitude of a particular source with
respect to the background noise. Without the ability to group the eight receiver points
on the beam-former together, simulating a beam-former is not possible.

A.3.5 Scheduled Transmission

A configuration option will be added to allow scheduling a specific sound sample to play
at a given time. This is ultimately for allowing telemetry commands to be broad-casted
at specific times, and having actual NASNet stations (plugged into the simulator) to
respond.
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A.3.6 Reflection Model

The reflection model will be extended to go further than just first-order reflections. First-
order reflections are defined as sounds waves which reach their destination by bouncing off
exactly one point. Second-order reflections bounce off exactly two points before reaching
their destination, and so on. Only specular reflections are calculated - where the incident
and reflected angles are equal. Supporting non-specular reflections are beyond the time
frame of this project.

Reflections are initially assumed to occur only on the seabed and water surface. Once
the occlusion model is implemented, reflection will also come from other solid bodies in
the water.

A.3.7 Reverberation Model

Reverberation is a computationally impossible phenomena to replicate, instead a rough
estimation must be made. Due to attenuation, reverberation is very soft. This noise-like
appearance and weak strength of reverberation makes it easier to emulate.

A.3.8 Refraction Model

Support for a sound velocity profile of the water will be added. This profile basically
describes the speed of sound at various depths. From these values, it will be possible to
compute each sound wave’s angle of refraction as it goes deeper or shallower.

A.3.9 Occlusion Model

A new model will be added to support additional surfaces in the water other than just
the seabed and water surface. Initially, these surfaces will only be capable of reflecting
sound waves, as this is only a basic model. Absorption will be a possible feature in future
releases.

A.3.10 Graphical User Interface

Currently, the configuration system basically involves manually writing a text file con-
taining key and value pairs. A graphical user interface will be developed to allow users
to easily set configuration options and generate a configuration file for them.
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A.4 Software and Hardware Requirements

All necessary software and hardware will be provided by Nautronix, at their Fremantle
office. The NASRay simulator is written in C++ under the Linux operating system,
but it can also capable of building under the Microsoft Windows platform. It requires a
substantial amount of computing power to generate the sound samples in a reasonable
amount of time. Distributed computing optimisations will hopefully lower this require-
ment.
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