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Abstract—Secure circuits are prone to a wide range of physical
attacks. Among them, fault attacks are based on modifying th
circuit environment in order to change its behaviour or to induce
faults into its computations. As a result, the security levkof the
circuit under attack may be weaken. Many means are of common
use to inject such faults: laser shot, electromagnetic puts
overclocking, chip underpowering, temperature increase,etc.
However, the mechanisms involved in the fault injection praess
have not been yet deeply investigate. Especially, those thzave a
global effect linked to timing constraints violation. In this paper
we provide an experimental proof of the uniqueness of the fdt
injection process by means of the target’s clock, power supy or
temperature alteration. We also studied further the propetties of
these fault injection means. These insights are intended tgive
designers guidelines to strengthen fault countermeasure#t also
enable to imagine broad-spectrum countermeasures againgtost
of the fault injection means.

Index Terms—Fault injection, timing constraint violation, over-
clocking, underpowering, overheating.

I. INTRODUCTION

SCA [2], [3]. The third kind of physical attack, callefhult
attacks (FA), consists in modifying the circuit environment
in order to change its behaviour or to induce faults into its
computations. Many means are of common use to inject such
faults: laser shot, electromagnetic pulse, overclockitgp
underpowering, temperature increase, etc.

There are three main subclasses of fault attacks: algorithm
modification, safe error and differential fault analysidg@:
rithm modification consists in replacing instructions axec
by a microcontroller [4] to circumvent its security featsyer
in weakening the strength of an iterative encryption altoni
by changing the number of its rounds [5]. Safe-error attacks
are based on distinguishing between the normal and abnormal
behaviours of the chip in presence of disturbances intetaled
induce faults. In order to retrieve the sensitive data sseéd
by the target, they are correlated with the chip’s behas{®if.
Differential fault analysisgrFA) consists in retrieving the keys
by comparing correct ciphertext and faulty ciphertexts. (i.

Many of our daily used electronic devices embed crypt@iphertexts obtained from a faulted encryption). This teghe
graphic features (e.g. smart cards, cell phones, pay T\4-pasas first introduced for public key encryption algorithm$, [7

ports, etc.). The use of cryptographic algorithms is ineshtb
provide to the end users confidentiality, authenticatichdata

and rapidly extended to secret key algorithms [8]. From that
time, manyDFA schemes have been proposed to attack various

integrity services. As a consequence, the integrated itsrciencryption algorithms. All of them are associated with isgo
(1cs) implementing these security features are often targetéding, range and location requirements regarding thet faul
by malicious attackers. They seek to extract confidential imjection process. If the faults are not induced at the prope
formation like encoding keys from their targets. To that endime in the algorithm, or affect the wrong bits, the entirea

a wide range of physical attacks against secure circuite hgrocess fails.

been introduced over the past decades.

Physical attacks (othardware attacks) target thecs which
implement cryptographic algorithms. It exists three maindk
of physical attacks. The first one, calledasive attacks, refers

As a consequence, the ability to control precisely the fault
injection process is a key element in carrying out any fault
attack. A fine understanding of the various fault injection
mechanisms is also mandatory to enable the design of fault

to any technique based on the analysis or modification of thesistantics. That's the reason why this paper focuses on
target’'s design by using invasive methods (e.g. probing the in-depth investigation of the most common fault injettio

data buses of arc [1] or using focused ion beamsig) to

means: those which are related to the violation of g

cut or change its interconnections). The second kind, @¢alléming constraints. These means are based either on mogifyi
side channel analysis (sca), is a passive attack. It exploitsthe clock signal (i.e. overclocking) or on increasing théada
the information leakage related to some physical values mfopagation time through the circuit’s logic (i.e. voltaigoply
the chip, such as its power consumption, its electromagnetieprivation or temperature increase). They have a glofedtef
emissions or the duration of its computations. Indeed, tloa the targeted circuit because they affect similarly theleh

strong correlation that exists between these quantitidsttae

logic. They are also of great concern because they are ysuall

processed data has made it possible to develop statigidal t implemented with none expensive equipments.
nigues to retrieve the secrets concealed in secure devso®gs u These fault injection means are known and used since



the beginning ofFa [9]. However, there is few papers inupdate of a register's outpuf;x.., the skew or slight phase
the scientific bibliography ([10], [11], [12]), which repoa difference that may exist between the clock signals at the
deep investigation and understanding of the underlyindf faglock inputs of two different register§s.:., the setup time
injection mechanisms. Our contributions to that reseaml fi which is the amount of time for which a D flip-flop input
are: must be stable before the clock’s rising edge to ensurebtelia

. the experimental proof of the uniqueness of the fault ifpperation. It also exists an hold timé}(,4) which expresses
jection mechanism related to the aforementioned meat3¢ same constraint but after the clock edge. Hence, thagimi
« a study of the reproducibility of the obtained results, constraint equation (eq. 1) is obtained:
« a fine analysis of fault injection due to timing constraints
violation (with a focus on the fault range and the ability Teik > Deik2q + Dpsmaz + Tsetup — Tskew 1)

to contro! faults™ location). _An illustration, at bit level, of the signal flow is given in
To conduct this study we have chosen a programmable circtiifyre 2-a for which the timing constraint is fulfilled. It ests a
(FPGA) as a test vehicle. It implements the advanced encrypmye margin (called the slack) between the last signal ttians

ti?n gtt:ndard AEs [13]), which is a secret key encryptiong; the input of the downstream register and the setup time.
algorithm.

This article is organized as follows. A remainder on timing
constraints and an explanation of how fault may be injected o
by their violation are given in section Il. The experimental ] 1\—3 -
setup and results are described in section Ill. These seardt clk —/;I\D e
analysed in section IV. Finally, our findings are summarized Lotk
in the concluding section V with some perspectives. o 3

upstream f pMax

II. TIMING CONSTRAINTS ; ; . slack

In this section, the basics of timing constraints are firstly D
reminded. Secondly, the two means of inducing timing con-

T ‘T :
. setup : hold.

downst r eam:

logic glitches

straints violation for the purpose of fault injection are re : . [
viewed. Then, the experimental proof intended to demotgstra ~downstream: e

the uniqueness of the fault injection mechanism is intreduc § (a) timing constraint fulfiled

A. Timing constraints ‘Dcl <20

Almost all digital iIcs work according the principle of : ‘
synchrony: they use a common clock signal to synchronize Qupstﬁ meIx e
their internal operations. Figure 1 outlines a represamtat § f >
of their internal architecture: combinatorial logic (medd ) D 3 ‘ |
surrounded upstream and downstream by register banks madedownstream: e
of D flip-flops (DFF) sharing the same clock signaik). § } /C

downst r eam:

met astabi | i ty

D

pMax . I =
(b) setup time violation ;@
data DD Q—> %—p Q- Do .
oFF /| DFF 7 mE
j‘:"‘zq Qpuiie—— " o
[ L . e 2
clk ¥ 'skew™ 'setup downstream: L
Fig. 1. Internal architecture of digital ICs Q : :
) ) downst r eam: fault
Data are released from the first register bank on a clock ‘ au
rising edge and then processed through the logic before (c) early latching

being latched into the next register bank on the next clock

rising edge. Thus, in first approximation the clock perio&ig- 2. Timing constraint (a) fulfilled or violated: (b) setwiolation, (c)
. .early latching.

(T.x) has to be longer than the maximum data propagation

time through the logic D,42) t0 ensure correct operation. The violation of this timing constraint is a straightforwar

Besides, a precise writing of the timing constraint equationeans to inject faults into a circuit. Two stages of such

requires to take into account three other parametBrg;2, Violations are depicted on fig. 2-b-c. A shaded area arouad th

the delay elapsed between the clock rising edge and thel acttiack rising edge delineates a time interval which corresiso



to a non-deterministic behaviour of timFr in case of any logic block) depends on the handled data: the propagatios ti
transition on its input. It extends before and after the klods data dependent.

edge from an amount of time equal to the setup and holdThe propagation time,,.z (eg. 4), is obtained from a first
times respectively. A setup time violation arises if thet la®rder analysis [16] of the inverter's dynamic behaviour:
signal transition is too close to the clock rising edge (&ig.

b). Then theDFF's output undergoes a metastable behaviour Cr, % +In <3 — 4“‘?@)]

[14]: it may stabilize either on a high or low state. An error ¢, = pp — | I‘;I’;”" DD (4)
may occur or not. Fig.2-c introduces a second kind of faulty t1pCoz—L (VoD — [Vinpl)

behaviour: an early latching. In this instance, an erroseou Ly

logic value is latched by the register: a fault is actuallwhere Vpp is the power supply voltage(; the load ca-
injected. The fault injection process is then purely assared pacitance,V;;, the PmMOs threshold voltagey,, the holes
deterministic because there is no signal transition in llaeled mobility, C,, the gate oxyde capacitance atid’,/L,) the
area. Hereafter, we will refer to constraint timing viotatifor aspect ratio of theemos A similar equation fort,n, may

both cases. be derived from eq. 4 by substituting the parameters related
The two next subsections reports the means to achieve sughhe invertersnmos (€.9. fin, (Wi/Ly), Vin.n) for those
timing violations. related to theemos.

1) Underpowering: as stated by eq. 4 any decrease of

Vpp will induce an increase of the propagation delay of the

A straightforward approach to inject faults through timin%verter. By extension, the data propagation time through a
constraints violation is overclocking. It consists in d=asing logic block is increased when an is underpowered. Hence

the clock’s period until faults appear by setup time vi@ati \;nqerpowering is a common means to achieve fault injection
or early latching (Eq. 2). by violation of the timing constraint.
T, < Dekag + Dpstaz + Tsetup — Tskew  (2) 2) Overheating: the two temperature-dependent parameters
of eq. 4 are the charge carriers mobility and the threshadld vo

An increase in the clock frequency does not provide ari@e. However, the temperature dependence of the propagatio

timing control: faults may be induced at any clock cycle o lay due tdV;,, is a few percent of that due o(the mobility

the circuit. An enhancement of that technique is the use f@)?r either holes or electrons). Therefore, only the te e

clock glitches, which is based on inducing a timing violatiod d 5 g id ’d { first order [17

by modifying only one clock period [15] ependence ofi (see eq. 5) is considered at first order [17].
T (e

C. Increasing propagation time w(T) = p(To) (—) (5)

T
The second means of violating the timing constraint equa- i 0 .
tion (cf. eq. 1) is by increasing its right handside part. #ym Where 7 is the temperaturel, and o fitting parametersa

be achieved by increasing the data propagation time throu\gﬁ{ies approximately from-2.2 to —1.5 depending on the
the logic (Dp1ras). As shown by equation 3: oping level [17]. Thus, by extension and from eq. 4 and 5, the

data propagation time is increased wheni@rns overheated.
Tak < Deik2q + DpMazinereasea T Tsetup — Tsk 3) N .
‘ o ) p. M S .S wf D. Several fault injection means, a common mechanism
For the sake of simplicity, the data propagation time thfoug Hence, overclocking, underpowering and overheating are
a simplecmos inverter as a function of the power supply an ) DL . L _
P : hep Supply (zhree suitable means to inject faults into a circuit by Viola
the temperature is recalled. The physical equations are oby, ;. ~ " . o
) . of its timing constraints [11], [10]. Intuitively, these rée
ously more elaborated for more complicated logic. Howeveg1eans are usually considered to rely to a same mechanism
the observable trends are alike. The inverter's architecad '

) - The novelty of our approach lies in the proposal of an
waveforms are depicted in figure 3 whetg iy andt,yr are . L ) . ! .
) . ) - experimental validation of this assumption. This proofaséd
its propagation delays for an output’s transition from law t

hiah and hiah to low loaic levels respectivel on the analysis of the injected faults by means of these three
9 9 9 P Y- techniques for a test chip handling the same data (the latter

B. Overcloking

lkoverclocking

vdd In condition is due to the data-dependence of the propagation
h times, and consequently of the induced faults). The unigs&n
3 /3 of the injected faults for every of these three means is the co
e e Time of that proof as reported in the next section.
Out pLH; pHL;
| —\ [1l. EXPERIMENTAL VALIDATION
gnd gnd - A. Experiments outline
ime

The following experiments are devoted to the analysis of
the faults injected into our test chip by violation of its tirg

t,rg andt,r may not have the same value. Hence, theonstraints. Three means are investigated: overclocking,
data propagation time through the inverter (and through adgrpowering and overheating. They all have a global effact o

Fig. 3. Inverter: architecture and typical waveforms



the target (i.e. they impair similarly every of its part).tée, of the dataset the following process was followed: send the
injected faults will be located where the timing constrast plaintext and key to the test chip, launch a first encryption
violated according the mechanism depicted in figure 2. Arat nominal settings to obtain a correct ciphertext used as a
fault may result from a setup time violation, which exhibiteference, increase successively by an elementary step the
a metastable behaviour, or from an early latching, which sress applied to the target (i.e. the clock frequency)l anti
purely deterministic. Consequently, it may be a very difficufirst faulty ciphertext is obtained. The elementary frequen
task to analyse the injected faults if they are too numerostep was set to 200 kHz. Then, the faulty ciphertext was
because of the non deterministic behaviour of metastabiliprocessed by reversing the encryption (the key is known) and
Thereby, we have chosen to focus on the first injected faaltcomparison was made between the intermediate states of the
that may appear when the stress (i.e. overclocking, voltagemputations to retrieve the injected fault. The gatheraiz d
deprivation or overheating) applied to the test chip is provere added to the datas¢Plaintext, Key, Ciphertext, Fauylt
gressively increased. The obtained fault will also reviéal t The obtained faults were single-bit with a rate slightly
critical path of the design (i.e. the logic path with the lesgy greater than 90%. Figure 5 gives the spreading of the single-
propagation delay) associated with the current data s#geldh, bit faults over theAES' rounds. Besides, the value of the
the propagation delay through the combinatorial logic isda
dependent. As the test chip runs tes encryption algorithm, ig | - |
the data that have an effect on the propagation delays ane bot_ ;5| i
the plaintext and the key. That's the reason why we used a 14| E
dataset of 10,00@Plaintext, Key pairs choosen randomly.
AES is a standard established by the NIST [13] for symmet-
ric key cryptography. It is a substitution and permutati@t-n
work based on four transformations (i.e. SubBytes, ShiftRo
MixColumns, AddRoundKey) used iteratively in rounds as
depicted on fig.4. The test chip (Xilinx Spartan 3A fpga) I T e e T RRET
embeds an hardware 128-bit version of this algoritnast Round number
128). It processes data blocks of 128 bits (usually reptedgen
as 4x4 bytes matrix, called thees’ state) in ten rounds (after
round 0). The round keys (K1 to K10) used d‘%“”g ever equency associated with every injected fault gives theeco
round are caIcuIateq on.-the-fly by a .key expansion moldu onding critical time (the accuracy of these measurevengi
Hence, a full encryption is completed in eleven clock pS'Odapart froM Tuetups Tokew @nd Dugag). These critical times

The test chip nominal clock period is 100 MHz, and its COlGare found between 7,418 ps and 8,741 ps with an average
nominal voltage is 1.2V. In this worlaEs is mainly used as value of 7,968 ps

Fault distribution

Fig. 5. Faults spreading over thes' rounds (9,000 single-bit faults).

Round 0 ! Roundi  i=1.9 Round 10 C. Underpowering
2 nEeS 3 o A second set of experiments was conducted by using
X ] 1% c ¥ (%] %) ¥ - . .. . .
E ezl E |2 Sl |8 3 underpowering as a fault injection means according to the
é SHEHgn 3 Sr&nars process described in 11l-B: successive decreases of thettar
IRRERERERE a5 |8 & ly (it inal voltage is 1.2V) by elementarpst
v 3 S | B| soem ! 3| S power supply (its nominal voltage is 1.2V) by elementarpste
(plaintext) 3~ I ! I of 2mV until a first fault is injected. The whol¢Plaintext,
Key} pairs related to the injection of single-bit faults by
overclocking were tested. For every pair, the injectedtfaul
was the same: a matching rate of 100% between the faults
Ko K1..K9 K10 induced by overclocking and voltage deprivation was olegin
(global key) (round key 1..9) (round key 10) Faults were induced for a power supply ranging from 1.061V

to 0.979V, with an average value of 1.02V.

. o ~Jointly, we used our frequency generator to measure the
a test element. Thus, we will not go deeper into its prop&rtiyitical time linked to every setting of the power supplygie
However, because this algorithm is likely to be subject 1§ depicts the critical time as a function of the power supply
DFA, the obtained results are yet of interest. As the delays f three {Plaintext;Key pairs of the dataset.

the encryption module are greater than the delays in the key .

expander module we can assume that the encryption modtte Overheating

Fig. 4. AES-128 encryption algorithm.

will be faulted before every others modules. The third set of experiments was performed by using
_ overheating (a manually controlled thermal air-blower was
B. Overclocking used) as a fault injection means. Since, heating an IC is done

A first experiment was conducted by using overclockingith long time constants only tegPlaintex, Key pairs of
as a fault injection means. For eadPlaintext, Key pair the dataset were tested according to the process described i
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I1I-B and IlI-C. As expected (see eg. 5) an increase in thd in order to obtain an experimental proof. The same single
chip’s temperature (measured outside the package) led tokdnfaults were always obtained by using these three fault

increase in its critical time until faults are injected whitne

injection means. As a consequence, we believe that this is

critical time goes beyond the nominal clock period. For gvel valid experimental proof of the uniqueness of the fault
pair, identical faults with those induced by overclokingdaninjection mechanism related to overclocking, underpomgri
underpowering were obtained. Figure 7 presents the dritigand overheating.

time as a function of the temperature for three experiments.
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Fig. 7. Critical time versus Temperature

E. Underpowering and overheating

Since, underpowering and overheating both lead to an

increase of the target’s critical time we used these twatiga

means in combination to build a 3D curve of the critical time

for a given dataset (presented on fig.8).

IV. RESULTS ANALYSIS
A. Experimental proof

We drawn in section Il the hypothesis that faults injected by
overclocking, underpowering or overheating were induaed a , ‘ _ ‘ N ‘
cording to a common mechanism based on timing constraints 760 780 8000 8200 8400 800 8300 9000
violation. For the purpose of validating this assumption we

B. Reproducibility and metastability

An analysis of the reproducibility of the fault injectiongr
cess was also performed. As exemplified in fig. 2 it exists two
kind of faulty behaviour related either to a setup time \iola
or to an early latching. The latter case is characterized by a
100% reproducibility rate for any experiment carried outhwi
the same experimental settings (dataset, power supplgk clo
period and temperature): each encryption leads to the same
fault. The behaviour is slightly different when a setup time
violation occur, because it creates a metastable behawoifour
the impacted flip-flop. For a given experimental settings the
fault may be induced or not. Figure 9 reports this metastable
behaviour induced by overclocking for three different data.

It gives the fault occurrence rate as a function of the clock
period. Considebitl: for a clock period T.;;) beyond 8,800ps

100 —
80 E

60 i 4

Fault occurence %

40 | : ' J

20 | 1

I

Clock periode (ps)

have conducted three sets of experiments reported in Bectio Fig. 9. Metastability: fault occurrence rate versus cloekigd



no fault is injected, fofl;; = 8,700ps the fault occurrence rate V. CONCLUSION

is 28% (i.e. 28 encryptions out of 100 will lead to a fault), |4 this paper we have provided an experimental proof of
for T, below 8,500ps a fault is consistently injected (early,e uniqueness of the fault injection mechanism by means
Iatching)._ 'I_'_he injected faults were always the same (1008p the target's clock period, power supply or temperature
reproducibility), however there may be no fault. alteration. The proof lie in the nature of the injected fault
The 100% reproducibility rate mentioned above was olthey were exactly the same for a given dataset irrespegtivel
tained for single-bits faults. In case of multi-bits fauttis of the injection means used (overclocking, underpowering
rate is lower because of a cumulative effect between b#g overheating). Besides, we have conducted an in-depth
affected by a metastable behaviour. To be more specific, #edy of these faults properties. It has revealed the wbilit
reproducibility rate is decreasing as the number of faulted induce single-bit faults with a success rate beyond 90%
bits is increasing. Because of this phenomenon, it is ofteind a reproducibility rate of 100%. The data dependence of
considered that the reproducibility of faults injected biing  the injected faults also allowed to control loosely the tsiul
constraints violation is low. This statement should begaiié |ocation and timing (i.e. the affected round).
because we have proved that a 100% reproducibility rate maywe hope these results will contribute to a better understand
be achieved with a careful choice of the experimental stin ing of the threats related to fault injection by means of tigni

constraints violation. We are already testing a first versib

C. Fault analysis

1) Fault range: : a careful and progressive increase in the
stress applied to the test chip has permit to obtain sin'gle-b[ll
faults with a success rate slightly beyond 90%. As regards
DFA, this fault model is the most difficult to achieve and thel?]
most alarming. Part of the 10% remaining faults were multim
bits faults related to the simultaneous violation of two (or
more) critical paths. Yet, most of this 10% faults origirsate [4]
from faults induced in different rounds. This phenomenon is
illustrated in figure 10. In fact, the fault injected by vittm -

5

Critical Time (ps) Critical Time (ps)

10 000

M 8500 [- = = = = — — — rn-o--

(6]
(7]

(8]

|

Path modification after a fault

El

AES rounds 0 to 10 AES rounds 0 to 10

Fig. 10. [10]

of the critical path of the seventh round (left diagram) icedi  [11]
a modification of the data handled during the subsequqm]
rounds. Consequently, these rounds’ critical times aregbd
(redrawn on the right diagram). Then, if one of the modified
critical time is greater than the clock period (as illustdt

a second fault is injected. This phenomenon also explain the
non-equality of the number of faults injected over thes’
rounds as depicted in fig. 5. [15]

2) Fault location: : the experimental results also confirm
the data dependence of the fault injection process. Any mags
ification of the data has led to a modification of the injected7]
fault. By doing so, faults were injected in every bytes and
in half of the 128 bits of theaes state. Changing the data
provides a loose control on the faults’ location.

a countermeasure based on these findings.
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