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ABSTARCT:

Wireless patient monitoring fulfill the requirement of providing better health care services to an
increasing number of people using limited financial and human resour ces .Remote health monitoring is
provided by the wireless body area networ k(WBAN).In health monitoring there are two major challenges
which are sustainable power supply for body sensor network(BSNs) and Quality of Service(QoS).To
address these challenges this seminar proposed an architecture that allows virtual groups to be formed
between devices of patients, nurses and doctors in order to enable remote analysis of WBAN data.
Through an underlying environmental sensor network the WBAN data gathered are transmitted to the
virtual group members.
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INTRODUCTION

Smart environments represent the next evolutiodamelopment step in building, utilities, industribbme,
shipboard, and transportation systems automatiba.siart environment relies first and foremost emsery
data from the real world. Sensory data comes frouttiphe sensors of different modalities in distried
locations. The smart environment needs informatdout its surroundings as well as about its inferna
workings; this is captured in biological systemsthg distinction between exteroceptors and propptars.
The challenges in the hierarchy of detecting thevent quantities, monitoring and collecting théadassessing
and evaluating the information, formulating meafihgiser displays, and performing decision-makimgl a
alarm functions are enormous. The information ndeblg smart environments is provided by Distributed
Wireless Sensor Networks, which are responsiblesémrsing as well as for the first stages of thegssing
hierarchy. The importance of sensor networks ishlighted by the number of recent funding initiaye
including the military programs, and NSF Programmdmncements.

A sensor network is a group of specialized transtkiavith a communications infrastructure intended t
monitor and record conditions at diverse locatiohssensor network consists of multiple detectioatishs
called sensor nodes, each of which is small, ligigit and portable. Every sensor node is equippiéu av
transducer, microcomputer, transceiver and powarcgo The transducer generates electrical sigrededon
sensed physical effects and phenomena. The micima®m processes and stores the sensor output. The
transceiver, which can be hard-wired or wirelessgives commands from a central computer and tiggsm
data to that computer. The power for each sensde ® derived from the electric utility or from attery.
Wireless sensor network (WSN) refers to a grougpttially dispersed and dedicated sensors for iwmemif
and recording the physical conditions of the envwinent and organizing the collected data at a delotration.
WSNs were initially designed to facilitate militapperations but its application has since beennele® to
health, traffic and many other consumer and indhlsireas. A WSN consists of anywhere from a fewdnads
to thousands of sensor nodes. The ageing popubailblead to increased healthcare cost as car¢helderly
is much more expensive than that of other age grdtlectronic Health (eHealth), which integratgsiimation
processing and communications technologies inttitiomal medical services, emerges as a promigpgcach
to improve healthcare efficiency. Pervasive heaithnitoring is an eHealth service, which plays apantant
role in prevention and early detection of diseaganov(2012)]

Various research initiatives have been setup teldpvnew solutions to help enhance and support more
efficient and cost effective health care systentsabse of increased pressure in healthcare inddegyto the
ever increasing population and reduced funding fgmvernments. One approach toward this is to enable
efficient monitoring techniques, which includes:thhi¢ examination of patients based on their clitigawhich
in turn enhances doctor’s time efficiency in examgnpatients, and lowers queues in emergency roants2)
accurate monitoring of patients conditions and dseover a period of time. Wireless body area nétsior
(WBAN) provide an opportunity to allow monitoringitv such capability and high precision. But it asssome
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challenges these includes the ability to extraftrination from WBAN and view this virtually betweamedical
officers, the ability for medical officers to sefguirements, where these requirements can drivegémtion of
the sensors (e.g. gather ECG data for patient &ryey ms; prioritize data from critical patientahd the ability
for WBAN sensors to cooperate in a scalable anttiliged manner to support the requirements of abov
Challenges. These challenges are addressed bydhiéeature which is separated into two parts. Vireual
Group Enabler (VGE), forms virtual groups betweatignts, nurses, doctors and environmental sensbese
groups allow data from WBANSs to be analyzed renyote} doctors and nurses; the virtual groups can be
modified and changed depending on the patient’slition or requirements from the medical officerheT
change in virtual group configuration can be eaaifljusted through high-level policies. In the eamment
which is densely populated with sensors, whereetlsensors are networked and can allow WBAN andalirt
groups to interact. To accommodate such interadtienunderlying wireless technology has to proadiast
reliable connection and needs to be energy andeffisient due to the necessity to accommodateelangmber

of patients. In order to be easily coupled withaigy management system the proposed system reqgaire
certain degree of adaptability where the policy aggament system can handle high-level changes ftigt ive
required by the medical officers. A cooperative tichinnel MAC protocol with adaptive routing is peated

in the second part of the proposed architecture. floposed architecture goes further by allowireguintual
groups to use policies to specify behavior and ecaipn of sensors both on WBAN and in the envirenin
Through high-level policies, medical officers catjust performance of the system in the event thality of
sensor readings is poor due to high losses. Thpopeal approach has been evaluated through a ®dries
simulations. Warren (2005)]

ARCHITECTURE

The information collected by the low data rate senss gathered by a device known as body areaonketw
controller (BNC). The on-body sensors are connetiethe BNC in a simple star network topology usihg
on-body interface. The BNC can be devised as apatsligital assistant (PDA) that executes a MAGtqcol,
for example, in order to ensure that all the sens@nsmit their information in an organized and feay. For
in-home healthcare, the BNC can display severdthatsl signals such as temperature, heart rate)(#dlood
pressure (BP), and oxygen saturation (SpO2).

I. Energy Harvesting in Wireless Sensor Networks

Energy harvesting is a promising technology for ynsensing applications, especially for
those in which the battery substitution is impoksitEnergy-harvesting enables a new mode of operati
namely the energy-neutral mode, at which the systises only as much energy as obtainable from the
environment. Due to the low recharging rates aeddynamics of energy harvesting process, it isadlefging
task to provide services without break caused haested battery. The authors computed the lexipbgrally
maximum data rate for each sensor, under the ¢istrithat no sensor will ever run out of energheTpaper
outlined several systems aiming at generating rtattenergy by passively tapping a variety of hanhedy
sources and activities. The energy harvesting poée modeled by a Markov chain, based on which the
probability of event loss due to energy run outagulated. Here developed an efficient transmissinategy
for BSNs with energy harvesting capabilities, cdesing the trade-off between the energy consumpsiaeh
packet error probability. First, model the powee v$ a sensor and examine the relationship bettveesource
rate and the lifetime of the sensor. Second, sthéyresource allocations of the health monitoriggtem
consisting of three hops of communications, herekwdemonstrates the following novelties: 1) analyze
relationship between the source rate and the unipited lifetime of the sensor, and optimize therse rate of
each sensor to reduce the rate actuation undeethgrement of the nonstop service; 2) jointly optie the
transmit power and the transmission rate at eagheggtor in an eHealth location to provide QoS gntae to
the delivery of data streams. In a health monitpraystem with body sensor networks, the data sseam
collected by the sensors are delivered to the raédarver in real time. The back-to-back transroisgath of
data streams is illustrated in Fig. 1.
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Figure 1. Transmission Path of Data Streams irHeredth Monitoring System

The end-to-end delivery of data streams consistthafe hops of communications: 1) the first-hop
communications, which occur from a body sensotht dggregator via wireless channels, 2) the sebopd-
communications, which occur from an aggregatohtolase station via wireless channels, and 3hihdtop
communications, which occur from the base statiothe medical server via wired channels. The objedif
health monitoring systems is to provide a sustdemalmd high-quality service to subscribers. A higlality
service is determined by the source rate from a@emnd the packet loss rate (PLR) and the ddldyeodata
stream over the transmission path. The delity efdhiginal signals is determined by the source. rataigher
source rate from a sensor can represent the origigr@als at a higher quality. The data streamkectd at the
sensors are delivered to the medical server fahduranalysis and decision making. QoS metricdudiag
PLR and delay, are used to measure the deliverjtyjua real-time health monitoring systems, atlpacket or
an excessively postponed packet may cause a fatilemt. Therefore, both sustainable power suppty @oS
guarantee are important for health monitoring systeThe sustainability and the high quality are tatually
dependent components. There are two trade-offhiénhiealth monitoring system. The first trade-offthe
interdependence between the sustainability andiitite quality. A sensor can extend its life spargbperating
a lower source rate, which, however, degrades thality of the signals. The second trade-off is the
interdependence between the source rate and the IgigBer source rates from sensors may cause more
congestions and more transmission errors alongréimsposition path, which cause a higher PLR ahijler
delay for the data streams$ip and Zhu(2011)]

Il. Steady-Rate Optimization Problem

This section described the connection between dlece rate and the lifetime of the sensor. Eachybod
sensor has a limited battery capacity. Assume @hag¢nergy harvesting device is employed at eacbosd¢n
refill the energy from the environment. The dynanginergy harvesting process leads to active energy
replenishment at each sensor. In order to mairdaimuninterrupted service, each sensor needs teatdts
source rate over time accordingly. In a health towinig system, a steady source rate is desiredefdre, here
formulate the steady-rate optimization problem,clhininimizes the rate actuation under the condtiithe
uninterrupted service. Each body sensor captuepliysiological readings and packetizes them iaftkets,
which are transmitted to the aggregator. A chiéfedence between body sensor networks and othelesis
sensor networks is that BSNs may contain critieadings, which should be picked out and then tdeaith a
higher priority. Therefore, implement the mechanish differentiated treatment at each sensor. The
differentiated behavior consists of two steps: paciategorization and package scheduling, as showiy. 2.
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Figure 2. Packet Classification and Packet Schegat a Sensor
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The data are acquired by sensor i at a frequendgdieasing the frequency fi of data acquisitiam ¢ead
to an increased source rate. A physiological rendirpacketized into a packet, and then storedhimeoming
gueue. At the step of packet classification, asil@s classifies the packets into one of the twasses:
prioritized packets and normal packets, based enptteset thresholds at each sensor. If the phygaalb
reading is in the normal range which indicates thatpatient is in a normal condition, the correxfing packet
will be classify condition, the corresponding packél be classified into a normal packé&n the other hand, if
the physiological reading is in the abnormal ramgich indicates that the patient is in an irreguandition,
the parallel packet will be classified into a piiaed packet. The prioritized packets will be poto a
precedence queue, while the normal packets wiliignto a normal queue. At the step of packet dalireg, a
scheduler first chooses the packets in the prigpityue and puts them into the transmission quenky. @hen
the priority queue is empty, the packets in themarqueue can be scheduled for moving into thestréssion
gueue. The transmission order of a packet is détedrby the classifier and the scheduler. The padkethe
transmission queue are placed based on their tissiom orders. In other words, the packets to desmitted
earlier are placed in the front of the transmissjoeue. The sensor transmits the packets in tiartrigsion
gueue to the aggregator in a First In First OuE()l ordered into a normal packet. On the other hédrtie
physiological reading is in the abnormal range Wwhidicates that the patient is in an irregularditon, the
corresponding packet will be classified into a ptived packet. The prioritized packets will be poto a
priority queue, while the normal packets will bet jnto a normal queue. At the step of packet sclieglua
scheduler first chooses the packets in the prigpityue and puts them into the transmission quenky. hen
the precedence queue is empty, the packets in ¢hamah queue can be scheduled for moving into the
transmission queue. The transmission order of kgtag strong-minded by the classifier and the dale. The
packets in the transmission queue are placed lmasédeir transmission orders. In other words, taekpts to
be transmitted earlier are placed in the fronthef transmission queue. The sensor transmits thHeefzam the
transmission queue to the aggregator in a Firkirst Out (FIFO) order.He and Zhu(2011)]

I11.Overall Architecture

The overall system architecture is illustrated ig. F3., with the fundamental goal being to clusteform
groups that provide an competent PM mechanismdratiute health-care field. Services run on eachbaem
device within the group. The data gathered fromiH&AN sensors on each patient are distributed éogttoup
member's services. As illustrated in Fig. 3, emwinent is densely populated with environmental @enthat
provide data sources, as well as allowing WBANmiziact and deliver data between virtual group mesib
The architecture of the VGE includes the Group Mgemaent Service (GMS), Medical Data Recording Server
(MDRS) (which houses patient’'s problems), the Bolmgine (PE), and the devices of the medical effic
WBANS on patients, and environmental sensors. GM&RE when combined provide the means to statically
and vigorously buildgroups between any deployed services. It also gesva mechanism through which the
behavior and management of these groups can bmtedt where this control is from a messaging pssc
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Figure 3. Overall Virtual Group Enabling Architetu

I.Virtual Group Enabler
Group Management

Each group instance is controlled by its own camfigion and actions policy, where policies are
developed from the concept of policy-based managesystems. Policies are used to handle groupsr uwde
different aims, 1) as an aid when configuring amilding groups 2) as a way to control the behawbia
particular group. The policy has the following sture Event, Condition, Action. The Event elementan
occurrence of an important message/occurrence dimatbe used to trigger the evaluation of conditions
Condition is an aggregation of individual condisowhich define the prerequisites for resulting @i while
Action represents the necessary actions which tebd taken if the condition evaluates to true. Whpgecific
instances of the three are combined into one dverdlty occasion, Condition, Action, it is knowrs &
PolicyRule. A orientation representation of sersiedgthin one single group and an example of itsegoiwng
policies is specified in Fig.4. This figure showse tdifferent stages during group formation and grou
expansion. Stage 1 highlights the four differenwises that exist, with no groups formed. The tigms to
stage 2 is that a new Patient Monitoring (PM) grisufprmed between the patient (with his/her WB A the
MDRS that is receiving all readings for past reaogdof data. At this stage the PM policy is govagihe
group. A HypertensionAlarm is detected by the PNMgyoand this transitions the system to stage thvkere a
nurse (N) is added to the group. Once this ocduesQuality of Health Monitoring (QoHM) policy antbi
related Data Reliability (DR) policy become activethe overall governance of the group. The QoHNcyo
defines the perception quality that doctors or @sifsave on the sensor readings presented on théaed The
sensor readings maybe affected by packet loss dlengata routes from the WBAN. Medical personraei c
provide a QoHM level between 0 and 5 for each memsent type, with 5 being the highest quality. Tikig
similar concept to Mean Opinion Scores that areduse maintain the quality of experience (QoE) for
multimedia streaming . The HyperTensiveHighPrioalsrm is the event, which triggers the system atége 4
and the inclusion of a doctor to the PM group. &belication- specific services deployed on eachogeare
illustrated in Fig. 4.

Stage 1 Stage 2

New Grou
No Groups _‘
Patient Monitoring E

Services

Active Policies
N o HypTenAlarm
. - Patient Mointoring

Patient Mointoring

Group
Group
| Nurse |
QoHM Patient -
e ==

Active Policies

Stage 4 HFpTen HPAlarm Stage 3

Figure 4. Stages of Group Formation and Expansion

Active Policies

These service instances will become part of thedPdlip that in turn will be governed by different
policies. The communication between the membergicges will be performed through the environmental
sensors, as shown in Fig. 5.
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Figure 5.Group Service Interaction via EnvironméBSensors

Through these services and their intercommunicatien address Challenge (i) of the introduction, elgm
the ability to share PM data between medical officeWe selected this mode of communication
overcommunicating via a wireless access point,(&\dFi) because: 1) access via WiFi from a portatle
sensor device could lead to higher energy consoem®j environments will contain sensors which usérall
types can interact with (an environmental sensaiccalso be a group member, in order to providéclaer
dataset), and 3) this form of communication isriisted and has less single points of failure imparison to
WiFi access points. However, failures of environtaésensor nodes will only require new routes tddseed
from neighboring sensors. Fig. 4. lllustratesniore detail the relationship between policies aeglayed
group instances in conjunction with the link to timederlying MAC and routing technologies. The backad
of the figure is ECG measurement. A group instaaa@eated by issuing a request to the GMS. Thaildeif
that group instance are stored in GMS for theitifetof the group.

Group creation allows for the assignment of onenore policies to the new group, where this mapjgiisg
resides in the GMS. The configuration policy detees the formation of the group by considering eant
problems of each actor (e.g., a specific type @idé@dn may require a particular specialist to jtfre group).
The behavior policy impacts the run-time actiorat time individual members must take within the eghof
the group. As illustrated in Fig. 5., the policggsverning each group instance will have a hieliaattstructure
with different levels (medical officer levels as livas low-level sensors). The Medical Officer Lewsintains
policies that are associated with the patientsiwithe groups (PM policy), as well as the QoHM pgliThe
Data Reliability policy is the governing policy thie lower sensor level. The combination of high kva-level
policies at the different levels underpins adaptiveup behavior. The formation of the group is ldase the
addition of a medical officer (e.g., nurse or doktdhe selection of which medical officer shoulel included
over another (i.e. select nurse A over nurse Bjaised on their load. The load in this case is ddfias the
number of PM groups that the medical officer is amber of. The medical officer involved in the sresll

number of groups will be selectedlvanov(2012)]

IV.Wireless Transmission Technology

While the previous sections described the policyeblaadministration system of our proposed architect
this section will present the adaptability mecharsisof the underlying wireless sensor networks taat cater
and support changes from the high-level policiase B the low cost and energy efficiency requirets\elit EE
802.15.4 is selected as the underlying communicagohnology. Therefore, all sensors (including \BAN
sensors) are single half-duplex transceiver devara$ can be tuned to many channels at the MAC .layer
Communication between members of the groups isitfireghe sensor networks and supported by the MAL an
Network layer technologies presented in this sadiisanov(2012)]
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Figure 6.0verall Group Instance Policy Perspedtieatifying the relationship to both MAC and rogitechnologies

V. CAM-MAC-ARCB Protocol

Single MAC layer channel usage of IEEE 802.15.4gwesignificantly limits the capacity of the systaiue
to performance dreadful conditions in case of lgpgéent numbers coupled with the group commurocati
Therefore, considering the implementation costshaee chosen single transceiver multichannel poisao be
used at the MAC layer. Due to high risks of muléinhel collisions, these protocols are requiredxtubet a
towering degree of cooperation. We have developedoperative negotiation protocol for multichaniWeAC
known as CAM-MAC-ARCB, which extends from the origl CAM- MAC protocol. This section provides an
overview of the cooperation process. An illustrataf cooperation at the MAC layer is illustratedrigure 7.

E Channel table in each node

-

|:> Transmission on specific channel

. Transmission should be blocked

N

7 » Transmission should not be blocked

Figure 7. CAM-MAC-ARCB negotiation process

In the event that a sender (node 4) needs to basadcpacket, a negotiation is initiated with theeiver (node

3) on the control channel. The negotiation willlime information on the candidate data channelttftasender
wishes to use. This cooperation process will betwmard by all the neighbors (nodes 1, 5, and 7@, iathe
sender and receiver agree on this channel, thisdier will be stored by all neighboring nodes.Ha event that

a new pair of nodes (nodes 2 and 6) decide to i@gain this same data channel, the neighborsaliiteto

this negotiation, since it has already been takea previous pair of nodes within the vicinity.the case of the
original CAM- MAC protocol, node 1 will veto the getiation of nodes 2 and 6, even though the nodesa

of range from nodes 3 and 4. However, CAM-MAC-AR@RBoids unnecessary vetoing process through a
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virtual topology inferencing process. This in tueads to higher throughput between the sensor nades
[lvanov(2012)]

VI.Gradient-Based Routing

Uneven distribution of patients, medical personmd presence of additional monitoring devices.(e.g
ZigBee cameras) lead to varying network loads withie environment. In such cases group messagesdeli
through highly loaded network regions may lead twH® degradation. In order to avoid this we use gnaid
based routing technique that avoids highly loadsgions [see Fig. 8(b)]. The importance of usinggive
receptive routing becomes higher when the numbgratiénts increase, as patients may gather aroertdirc
locations leading to certain parts of the netwoeing overloaded. Therefore, to get better commuioica
reliability for intergroup communication, the saut uses a cross-layered gradient-based routifmnigee built
over the CAM—MAC-ARCB co-operation . The technigtieetches across Data Link and IP layers as predgent
in Fig. 8(a).

IP Layer Doctor
Gradient BasedRouting) PDA

Interface Process

[Neighbor Load Sensing WBAM
Channel allocation dd‘
Data Link Layer .
(CAM-MAC ARCB) {/

|:|‘

Figure 8. Adaptive routing solution: (a) cross-legeintegrated solution and (b) routing around highwork load regions with different
priority

(@

The constant monitoring of ongoing negotiationsttee MAC layer allows each network node to
estimate its own link capacity and load. This iefare is further fed to the IP layer, where theinguprocess
determines the path by creating a gradient fielthiwithe environment. Therefore, at each niodkthe network
the gradient fieldGn,d,n—| represents its capacity for flow routing from noddo destinationd and is
represented through the following” Eq. (1)™:

Gn,d,noi =y - did+ (1- ) - hid 1)

where hi,d represents the normalized hop count from nbde destinationd, and the®i,d denotes the
capacity of the nod® route a flow. The routing process selects ttib paversinghrough nodes with maximal
gradient field values in order to increase charafearriving at the destination. Therefore; ®i,d is a linear
load-based correction of the shortest path, wharametery represents reliability of the established routed an
determines how far routes may divert from the s®irpath while avoiding highly loaded regions oé th
network. The strength of this multihop routing agmach for our monitoring solution, is that differgrdths can
be taken for different types of data. For examplgergroup message can be performed through lomgees,
while WBAN data could be transmitted through shoreutes. The selection and strategy to increase
governed by the QoHM policy, where eactorresponds to the reliability levels. The facilitfysensor devices
for load-sensing through constant monitoring of Miager negotiations jointly with the gradient-bdseuting
address.lyanov(2012)]

VII.Intergroup Communication

In order to evaluate cooperation efficiency atM&C layer, this section compares performance ofQhé/-
MAC-ARCB and CAM-MAC, with respect to varying grougizes and intergroup communications. The
reproduction scenario represents a hospital comngrea. Each patient is equipped with a WBAN, wttae
patient condition information is aggregated by WBAN sinks and occasionally reported to a doctarsa,
and MDRS server via any of the gateways. The pasiensor readings are delivered via environmegtasas
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or sinks of other WBANSs. During the reproductior thumber of patients with failing conditions wilbwly

increase, resulting in increasing number of virgralups formed. Also the Packet Loss and PacketyD&tcurs
as the number of virtual groups increase. The aszéan the number of virtual groups will resultimcreased
data sent to the doctors and nurses, which inmaps to overall system load boost. Although botitquols
display good cooperation performance, CAM-MAC-ARE€IBarly outperforms CAM- MAC.

The performance enhancement of CAM-MAC-ARCB oveMGRIAC protocol is attributed to the ability of
CAM-MAC-ARCB sensors to learn and infer from thegoBation process of their neighbors. This in turn
minimizes the amount of RCB performed by the noddsich in turn reduces the waiting instance prior t
packet transmission. Since CAM-MAC has to spendenmtone on a packet transmission during the waiting
period, this also leads to higher power consumptioBAN sensors compared to CAM-MAC-ARCB. Due to
low mobility of the patients and sequential appreea of new patients in our scenario, the technitpagly
eliminates cases that can lead to RCB. In ordevé&buate the cross-layered gradient-based routitigrespect
to unreliable virtual groups, we analyzed High afaix reliability values in comparison to Standartatality.
The evaluation exploits the simulation scenariocdbed earlier with an addition of four ZigBee wéss
cameras used for PM. In our evaluation, the stahdauting protocol is the AODV protocol. Exploitirngax
reliability increases the capacity of the newly Mlown patient-nurse and patient- doctor commutivea
routes to traverse away from highly loaded areashé case of 20 groups being formed during theilsition,
using gradient-based routing of Max reliability walimproved packet delivery ratio by 8 percent eagsed 16
percent power use in comparison to Standard depéditgdflvanov(2012)]

CONCLUSION
WBAN provides a new opportunity for monitoring hibalire patients. The wireless technology propose th

VGE architecture for virtual group formation thdloas medical personnel to continuously analyze Rk
fine tune changes in sensor behavior through heghtipolices. The dynamic policy changes perforimgdhe
medical officers can improve the sensor readingsitital patients when performance of the netwibekrades.
This technology also proposed a new metric calle#ik), that allows medical officers to provide feedkan
the quality of sensor readings by setting theifgyence through policies. The hierarchical politysture can
allow doctors to specify their QoHM threshold, whio turn will go down and configure the cooperatand

routing behavior of the sensor nodes. The propesédion is evaluated through simulation
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