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Survivable WDM Mesh Networks

S. Ramamurthy, Laxman Sahasrabuddiember, IEEEand Biswanath Mukherjedember, IEEE

Abstract—n a wavelength-division-muliplexing (WDM) optical
network, the failure of network elements (e.g., fiber links and

Cross connects) may cause the failure of several optical channels,
thereby leading to large data losses. This study examines different

approaches to protect a mesh-based WDM optical network from
such failures. These approaches are based on two survivability
paradigms: 1) path protection/restoration and 2) link protec-
tion/restoration. The study examines the wavelength capacity
requirements, and routing and wavelength assignment of primary
and backup paths for path and link protection and proposes
distributed protocols for path and link restoration. The study also
examines the protection-switching time and the restoration time

for each of these schemes, and the susceptibility of these schemes

to multiple link failures. The numerical results obtained for a
representative network topology with random traffic demands
demonstrate that there is a tradeoff between the capacity utiliza-
tion and the susceptibility to multiple link failures. We find that,
on one hand, path protection provides significant capacity savings
over link protection, and shared protection provides significant
savings over dedicated protection; while on the other hand, path
protection is more susceptible to multiple link failures than link
protection, and shared protection is more susceptible to multiple
link failures than dedicated protection.

We formulate a model of protection-switching times for the dif-
ferent protection schemes based on a fully distributed control net-
work. We propose distributed control protocols for path and link
restoration. Numerical results obtained by simulating these pro-
tocols indicate that, for a representative network topology, path
restoration has a better restoration efficiency than link restora-
tion, and link restoration has a faster restoration time compared
with path restoration.

Index Terms—Capacity requirement, failure, lightpath, optical
network, optimization, protection, protection-switching time,
restoration, survivability, wavelength routing, wavelength-divi-
sion multiplexing (WDM).

. INTRODUCTION

AVELENGTH-DIVISION multiplexing (WDM) di-
vides the tremendous bandwidth of a fiber into mal
nonoverlapping wavelengths (WDM channels) [1], which ¢

be operated at any desirable speed, e.g., peak electronic s
of a few gigabytes per second. An access station may transmi
signals on different wavelengths, which are coupled into thle

Fig. 1. Architecture of a wavelength-routed optical network.

fiber using wavelength multiplexers. An a optical cross-connect
(OXC) can route an optical signal from an input fiber to an
output fiber without performing optoelectronic conversion.

A wavelength-routed optical network, shown in Fig. 1,
consists of OXCs (labeled 1 through 15) interconnected by
communication links. Each communication link consists of a
pair of unidirectional fiber links. We assume that an access
station is connected to each OXC. For clarity of exposition,
we will consider the access station/OXC combination as an
integrated unit, which we will refer to as a network node. In
this work, we assume that all OXCs are wavelength selective,
and there is no wavelength conversion in the network; the ap-
proaches to accommodate wavelength conversion are relatively
straightforward.

In a wavelength-routed network, a connection between a
Source node and a destination node is calldijlatpath A
rghtpath is an optical channel that may span multiple fiber
Ahks to provide an all-optical connection between two nodes.
nee, :
n.the absence of wavelength converters, a lightpath would

t . : .
cupy the same wavelength on all fiber links that it traverses.
wo lightpaths on a fiber link must be on different wavelength
channels to prevent the interference of the optical signals.

o]¢!
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Although higher protocol layers [such as asynchronous transfer
mode (ATM) and Internet protocol (IP)] have recovery proce-

dures to recover from link failures, the recovery time is still sig-
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Fig. 2. Different schemes for surviving link failures.

nificantly large (on the order of seconds), whereas we expect
that restoration times at the optical layer will be on the order
of a few milliseconds to minimize data losses [2]. Furthermore,
it is beneficial to consider restoration mechanisms in the op-
tical layer for the following reasons [3]: 1) the optical layer can
efficiently multiplex protection resources (such as spare wave—
lengths and fibers) among several higher layer network applica-
tions, and 2) survivability at the optical layer provides protection
to higher layer protocols that may not have built-in protection.
There are several approaches to ensure fiber network
survivability [4]-[7]. Survivable network architectures are —
based either on dedicated resources or on dynamic restoration.
In dedicated-resource protection (which includes automatic
protection switching (APS) and self-healing rings), the network
resources may be dedicated for each failure scenario, or the

network resources may bshared among different failure

scenarios. In dynamic restoration, the spare capacity available
within the network is utilized for restoring services affected —
by a failure. Generally, dynamic restoration schemes are more
efficient in utilizing capacity due to the multiplexing of the
spare-capacity requirements and provide resilience against
different kinds of failures, while dedicated-resource protection
schemes have a faster restoration time and provide guarantees

on the restoration ability.

This study examines different approaches (illustrated in
Fig. 2) to survive link failures. These approaches are based on
two basic survivability paradigms: 1) path protection/restora-

tion and 2) link protection/restoration.
» Path protection/restoration:

In path protection, backup resources are reserved during
connection setup, while in path restoration, backup routes
are discovered dynamically after the link failure. When

1In this work, we focus primarily on single-link failures, because they are
the predominant form of failures in optical networks. Fiber cuts, although rare,
must be dealt with effectively. They have been reported to occur with a FIT
(failure-in-time: number of failures ih0° h) value of approximately 11 000 FIT
per 10 km of fiber, in typical telecom networks, i.e., for every 10 km of fiber,
a cut is experienced approximately once every 12 years [8]. Time to repair the
cuts varies from a few hours to a few days. Thus, we design fault-management
techniques to combat single-fiber failures. Although multiple fiber failures are
extremely rare, we also evaluate the performance of some of our designs in case

of two fiber cuts.

Path Protection  Link Protection

l

Restoration:
Dynamic Discovery of
Backup Route and Wavlength

Path Restoration Link Restoration

a link fails [illustrated in Fig. 3(a)], the source node and
the destination node of each connection that traverses the
failed link are informed about the failure via messages
from the nodes adjacent to the failed link, as illustrated
in Fig. 4.
Dedicated-path protection:In dedicated-path protec-
tion (also called 1:1 protection), the resources along

a backup path are dedicated for only one connection

and are not shared with the backup paths for other

connections.

Shared-path protection: In shared-path protection,

the resources along a backup path may be shared with

other backup paths. As a result, backup channels are
multiplexed among different failure scenarios (which
are not expected to occur simultaneously), and there-
fore, shared-path protection is more capacity efficient
when compared with dedicated-path protection.
Path restoration: In path restoration, the source and
destination nodes of each connection traversing the
failed link participate in a distributed algorithm to dy-
namically discover an end-to-end backup route. If no
routes are available for a broken connection, then the
connection is dropped.

Link protection/restoration:

In link protection, backup resources are reserved around
each link during connection setup, while in link restora-
tion, the end nodes of the failed link dynamically discover
a route around the link. In link protection/restoration [il-
lustrated in Fig. 3(b)], all the connections that traverse the
failed link are rerouted around that link, and the source
and destination nodes of the connections are oblivious to
the link failure.

Dedicated-link protection: In dedicated-link protec-
tion, at the time of connection setup, for each link of
the primary path, a backup path and wavelength are re-
served around that link and are dedicated to that con-
nection. In general, it may not be possible to allocate
a dedicated backup path around each link of the pri-
mary connection and on the same wavelength as the
primary path. For example, Fig. 5 shows a bidirec-
tional ring network with one connection request be-
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Fig. 3. Protection schemes.
tween Node 1 and Node 5. The backup path aroundlink  Connection Connection
(2,3),viz.(2,1,8,7,6,5,4,3), and the backup path around  Sources Destinations

link (3,4), viz. (3,2,1,8,7,6,5,4), share links in common
and hence cannot be dedicated the same waveléngth.
Since our experience indicates that dedicated-link pro-
tection utilizes wavelengths very inefficiently, we will
not consider dedicated-link protection in this work.

—  Shared-link protection: In shared-link protection, the

backup resources reserved along the backup path may / -7 T~ \\

be shared with other backup paths. As a result, backup -7 AN
channels are multiplexed among different failure sce- ,/ \
narios (which are not expected to occur simultane- D E

ously), and therefore shared-link protection is more

capacity-efficient when compared with dedicated-linkig. 4. Link-fail messages sent to all source and destination nodes of
; connections traversing a failed link.

protection.

—  Link restoration: In link restoration, the end nodes
of the failed link participate in a distributed algorithm
to dynamically discover a route around the link. If nc
routes are available for a broken connection, then tl
connection is dropped.

Fiber
Lightpath
Backup around link (2,3)

Backup around link (3,4)

In this paper, we investigate the wavelength capacity r
quirements, routing and wavelength assignment of primary a
backup paths, and protection-switching time requirements 1
path- and link-protection schemes. We also propose distribut
protocols and study the restoration time requirements for pa
and link-restoration schemes.

The design of a survivable optical network has been studi
in [2], [3], [6], [7], and [9]-[17]. The work in [2] and [3]
addresses the issues in designing a survivable optical lay
In [6] and [7], the authors examine 4+ 1 protection and
other WDM network architectures with optical protection.

In [9], the authors propose physical protection schemes angl 5. lllustrative example showing that dedicated-link protection is not
a path-restoration scheme based on+11 protection. The possible in a bidirectional ring network.
work in [10] considers different approaches for fault-tolerant
design of optical ring networks. In [11], the authors propose alifferent approaches for restoring lightpaths. In [14], the
algorithm that protects optical mesh networks from link anduthors review various protection and restoration techniques
node failures. In [12], the authors propose analytical methoits an IP-over-WDM network. The work in [15] compares
to estimate capacity utilization in optical networks that ardifferent fault-management techniques in an IP-over-WDM
resilient against single-link failures. The work in [13] comparesetwork. The work in [16] presents efficient routing algorithms
) _ _ _ for computing the primary and backup routes in an optical
If wavelength converters are present in the network, then dedicated-link pro- .

twork. In [17], the authors present connection management

tection is possible by having the backup paths around (2,3) and (3,4) on differB& - . h
wavelengths. algorithms for a survivable WDM optical network.




RAMAMURTHY et al. SURVIVABLE WDM MESH NETWORKS 873

Path- and link-restoration schemes have been extensivelye W: Number of wavelengths on a link.
researched in circuit-switched transport networks [4], [5], - Ri Set of alternate routes for node pair
[18]-[20]. In [18], the authors report that path restoration e = |R!|: Number of alternate routes between node
provides about 19% improvement in spare-capacity utilization pam_ LetM be the maximum number of alternate routes
over link restoration in circuit-switched transport networks.  between any node pair, .64 = max; M".
Distributed protocols for restoration have been extensively « Rj: Set of eligible alternate routes between node pair
researched in circuit-switched transport networks [21]-[24]  after link j fails.
and in ATM networks [5], [20]. Our study borrows appropriate  « End nodes;): The set of alternate routes between the node
techniques from previous work, develops new techniques, and pair adjacent to linkj.
applies them to the optical network setting. « d;: Demand for node pair, in terms of number of connec-

In S_ection Il, we de_velop Integer Linear Pr(_)gram (ILP) for- tion requests. (Each connection requires the bandwidth of
mulations for the routing and wavelength assignment problem, ¢ wavelength channel.)

and wavelength utilization for a static traffic demand, for each
of the different protection schemes. Section Il presents numer-/V€ réguire the ILPs to solve for the following variables.
ical results for wavelength utilization, and protection-switching * w;: Number of wavelengths used by primary lightpaths on
times on a representative network topology for different protec-  link j.
tion schemes. Section IV presents distributed restoration proto-* s;: Number ofsparewavelengths used on link
cols for path restoration and link restoration and numerical re- « " takes on the value of 1 if thé" route between node
sults for restoration times on a representative network topology. pair+ utilizes wavelengthw before any link failure; 0 oth-
Section V concludes this work with a discussion of its main  erwise. These variables are employed in all ILPs.
contributions. « o’ takes on the value of 1 if the dedicated backup route
b on wavelengthw is employed for protecting a primary
Il. PROBLEM FORMULATION routep between node pair, O otherwise. These variables
are employed only in ILP1.
o b ,» takes on the value of 1 if the shared backup réuta
wavelengthw is employed for protecting a primary route

In this section, we develop ILP formulations of path- and
link-protection schemes to protect against single-link failures.
We assume that the network topology and a demand matrix p between node paii; 0 otherwise. These variables are
(consisting of the number of connections to be established be- employed only in ILF;2 '
tween each node pair) are given. We assume that the set of al—. Ji takes on the value 'Of 1 if wavelengthis utilized on
ternate routés(which are used to satisfy any demand) between rZStoration route between the node pair that is adjacent
each node pair can be precomputed or is given. Our objective t0 7 when linki breaks- 0 otherwise. These variables are
is to minimize the total number of wavelengths used on all the erﬁ]’ loved onl Jin ILP3’ '
links in the network (for both the primary paths and backup i ptali/es on t)rl1e value.of 1 if wavelengihis utilized by
paths). The ILP solution also determines the routing and wave- so“r;ne restoration routethat traverses link: 0 otherwise
length assignment of the primary and backup paths. Generally, These variables are employed in ILP2 a|:1d ILP3 '
capacity efficiency can be measured in two ways: 1) given a cer- '
tain capacity, maximize the protected carried demand [9], or 2)
given a certain demand and given a 100% restoration requike- ILP Formulations
ment, minimize the total capacity used. In our formulations, we 1) |LP1: Dedicated-Path ProtectionMinimize the total ca-
require that all demands should be protected, and we minimig&city used
the total capacity used. ILPs 1, 2, and 3 minimize the capacity
utilizations for dedicated-path protection, shared-path protec-
tion, and shared-link protection, respectively. Minimize Z(wj + ;). Q)

j=1

A. Notation
The number of lightpaths on each link is bounded
We define the notation employed to formulate the ILPs. We

are given the following: 1) the network topology represented ' N < 1<i<BE
as a directed graph G, 2) a demand matrix, i.e., the number of (wj +55) < W, =)= )
lightpath requests between node pairs, and 3) alternate routi . -
tables at each node. Also given are the following. tﬁ% demand between each node patrsatisfied as
e N:Nodes in the network (numbered 1 througji. (Node M,
pairs are numbered 1 through x (N — 1).) Z Z o 1<i<N(N-1). ()
» E: Links in the network (numbered 1 througdt. —1 w1

The number of primary lightpaths traversing lifks written as
3In alternate routing, each network node has a routing table that contains a list

of a limited number of fixed routes to each destination node. The list of routes N(N=1)
can be based on one or more constraints, such as shortest path, shared-link risk .
groups (SLRGs) [25], etc. A connection request arriving at the node utilizes one Z Z Z ’V 1<j<E (4)

of the routes to the destination node from the list of available routes. i=1 reRijerw=1
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The number of spare channels utilized for lifks written as ~ The wavelength-continuity constraint, i.e., only one primary or
backup lightpath can use wavelengthon link 7, is written as

N(N—
Z S Y Sl 1sish (N9 , |
i=1 bER!,jEbpER: p#£bw=1 Z Z oI | +ml, <1,
(5) =1 reR%:jer
The wavelength-continuity constraint, i.e., only one primary or 1<j<E, 1<w<W (15)

backup lightpath, can use wavelengiton link j, written as ] )
Constraints to ensure that two backup lightpaths can share wave-

N(N-1) - N(V-D lengthw on link & only if the corresponding primary paths are
SO D> > > agh, <1, fiber disjoint are written as
=1 reR? JET i=1 bER? :jJEbpER? p#b ]\T(Nfl)

lswsW lsjsB O 3 v 3 4 <1

Due to a link failure, if routep fails between node paif then ~ ‘=! PER:fEpbERTKED
the demand between node paghould still be satisfied as ISfSEL1Sk<SE 1SwsW (16)

The constraints to ensure that every primary lightpath is pro-
Z NP = Z Z ab? - pER,1<i<N(N-1). tected by a back-up lightpath are written as

bERi bp w=1 w
(7) Z’y > Zé“’

2) ILP2: Shared-Path ProtectionMinimize the total .= be BT btp w=1
capacity used, written as 1<i<N(N-1),Ype R,1<w<W. (17)
E . . .
L 3) ILP3: Shared-Link Protection:The total capacity used
M|n|m|zezl(wj +55)- ®)  should be minimized as
J:
E
The number of channels on each link is bounded, written as Minimize Z(wj + ;). (18)
j=1
s < W, <j<E. . L
wj + 85 < W, l<sjsk ©) The number of lightpaths on each link is bounded as
Demand between each node pair is satisfied, written as s;+wj < W, 1<j<E. (19)

A . ) The demand between each node padrsatisfied mas
SN A =d, 1<i<N(N-1). (10) "

e ZZ%, =&, 1<i<N(N-1). (20)
The definition of the number of primary lightpaths traversing a —1 w=1
link is The definition of the number of primary lightpaths traversing
N(N— each link is

Z > Zv 1<j<E  (11) NY-1)
i=1 reRijerw=1 Z Z ZV —w,, l<j<E 21)

The definition of the spare capacity required on links =1 reRbjerw=l
The definition of the spare capacity required on links
k w
= , 1<k<E. 12
=D m == (12) =3 mk,  1<k<E. 22)
w=1
Constraints to indicate whether wavelengthis reserved for

: . The constraints indicating if wavelengthis utilized for some
some restoration path on linkare

restoration path on link are written as

N(N-1) B

> >, 1<k<E1<w<W mi, <) > Ik,

i=1  pbERkED k=1 rcendnodes(k),j€r

(13) I<j<E1<w<W (23)
and and
N(N=1) E
NN-D)xExMxmf> S S s, EMmi, > Y > Ik,
i=1  pbeR keb k=1 r€endnodes(k),j€r

1<k<E 1<w<W. (14) 1<j<E 1<w<W. (24)
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The wavelength-continuity constraint, i.e., only one primary or TABLE |
link restoration lightpath can use a wavelengtton link j, is ROUTES AND WAVELENGTHS OF PRIMARY AND BACKUP
. LIGHTPATHS UNDER DEDICATED-PATH PROTECTION
written as
N(N-1) Connection | Primary Lightpath Backup Lightpath
i j 10 -6 (10,11,1,6) on Ay (10,9,7,6) on Aq
> _|_ m] < 1 444, 1y by
Z Z Tw W= 15—9 (15,6,7,9) on A, | (15,14,12,13,1,11,10,9) on Xy
i=1 reR':jEr
I1<j<E 1<w<W (25)
) ) o TABLE I
The link restoration demands are met after ljnfails for each ROUTES AND WAVELENGTHS OF PRIMARY AND BACKUP
Wavelengthw written as LIGHTPATHS UNDER SHARED-PATH PROTECTION
N(N-1) Connection | Primary Lightpath Backup Lightpath
Z [ = Z Z T 10 > 6 (10,11,1,6) on A; (10,9,7,6) on A
reendnodes(s) Dl remer 15— 9 (15,6,7,9) on Ay | (15,14,12,13,1,11,10,9) on X\
I<w<W, 1<j<E (26
TABLE I
. ROUTES AND WAVELENGTHS OF PRIMARY AND BACKUP
C. Example ILP Solutions LIGHTPATHS UNDER SHARED-LINK PROTECTION
In this section, we present example_s carriediout to illustre Connection | Primary Lightpath | Failed link | Restoration Lightpath
the problems and understand the solutions provided by the ILI ~ 10 = 6 (10,9,7,6) on Xy
Consider the network in Fig. 1. Assume thatthe demand consi 15 = 9 (15,6,7,9) on Ay
of two connections: a) the first from Node 10 to Node 6 and | E‘;g Egég on ’A\l
; 8,6) on
the second from Node 15 to Node 9. The routes and waveleng (7.9) (7,1,11,10,9) 03 "
of primary and backup lightpaths for dedicated-path protectic (9,7) (9,10,11,1,7) on Ay
(as solved by ILP1) are shown in Table I. The total capaci (10,9) (10,11,1,7,9) on Ay
utilization of this solution is 16 wavelength links (where on (15,6) | (15,14,12,13,5,6) on Ay

wavelength link is a wavelength used on a link): six wavelength

links for the primary lightpaths, and ten wavelength links for thgymber of variables and the number of equations for the ILPs

backup lightpaths. grow rapidly with the size of the network; therefore, the ILP
The routes and wavelength assignments for the primary a@gmulations are practical only for small networks (a few tens

backup lightpaths as produced by the shared-path protectionyhodes). For larger networks (a few hundreds of nodes), we
ILP2 are shown in Table Il. We note that this solution utilizes sixeed to employ heuristic methods.

wavelength links for primary paths and nine wavelength links

for backup paths for a total of 15 wavelength links. We note that . | LLUSTRATIVE EXAMPLES AND DISCUSSION

the two working lightpaths—(10,11,1,6) and (15,6,7,9)—are ]

link-disjoint. As a result, upon any single-link failure, at most We performed our studies on an example 16-wavelength net-
one of the two lightpaths can fail, i.e., both lightpaths cann¥fork of interconnected rings shownin Fig. 1. This topology was
fail simultaneously upon any single-link failure. Thereforeth0Sen to be representative of typical mesh topologies employed
the backup lightpaths can share wavelengths, since they Whtelecommunications networks. W_e chose_a set of fou_r alte_r-
not be activated simultaneously. This observation leads to tARi€ routes between each node pair, ensuring that all link-dis-
routes and wavelength assignments for the working and bacll%‘t routes between the node pair are included. For this network

lightpaths shown in Table II. We note that wavelengthis (©0P0logy, we ran ILPs 1-3 on random demands, where each
shared bybothof the backup routes on link (10,9). random demand had between 10 and 35 connection requests.

The routes and wavelength assignments for the primary aRd
backup lightpaths as produced by ILP3 (shared-link protection)
are shown in Table Ill. The solution utilizes a total of 24 wave- We tabulate the results from our ILPs for the interconnected-
length links comprised of six wavelength links for primary pathgngs network in Table IV. The first column indicates the number
and 18 wavelength links for backup paths. We note that back@pconnections in the demand matrix. The second column indi-
wavelength links are not dedicated, and hence, for exampt@fes the capacity utilization of the optimal routing and wave-
the wavelength\, is shared by backup paths on links (10,11)ength assignment of the lightpaths obtained from the RWA ILP

Results

(11,1), and (1,7). formulation without any protection [26]. The third, fourth, and
fifth columns indicate the capacity utilization for ILPs 1-3, re-
D. Solution Approach spectively* Note that shared-path protection utilizes the net-

The routing and wavelength assignment (RWA) probler‘NOfk capacity more efficiently than the other two protection
(with no protection for any demands) has been shown to Bghemes. o _
NP-complete [26]. We anticipate that the problems formulated T the connections in the network are protected by employing
in ILP’s 1-3 are NP-complete as well. We utilized the CPLERath- or link-protection schemes, then no connections will be

6.5 software package t(_) solve the instances of the ILPs 9€Mumbers that are asterisked indicate the best solution reported by CPLEX
erated for a representative network topology. We note that tluening for 10 h on an otherwise unloaded 1-GHz Pentium-4 Linux workstation.
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End-nodes of failed link send link-fail messages
to connection-source and connection-destination
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Connection-source sends setup message along backup route
to connection-destination

Connection-destination sends confirm message along backup route
to connection-source

O—X—0

SN e

Dedicated-path protection-switching complete

(a) Dedicated-path protection

Link-source

Connection-source
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Link-source Link-destination
o= —

Connection-source Connection-destination

End-nodes of failed link send link-fail messages
to connection-source and connection-destination

Connection-source sends setup message along backup route
to connection-destination and cross-connects along backup path are configured

Connection-destination sends confirm message along backup route
to connection-source

O—%—0

<

9

Shared-path protection-switching complete

(b) Shared-path protection

Link-destination

Connection-destination

Link-source sends setup message along backup route to link-destination

Link-destination sends confirm message along backup route to link-source
Cross-connects along backup route are configured

Shared-link protection-switching complete

(¢) Shared-link protection

Fig. 6.
protection.

lllustration of protection-switching procedure for each protection scheme. (a) Dedicated-path protection. (b) Shared-path potStwad{ink

dropped under a single-link failure scenario, but some conndiciks fail for dedicated-path, shared-path, and shared-link pro-
tions may be dropped if more than one link fails at the santection, respectively.

time. Table V shows the average number of connections that arén summary, for our network topology, and for the random
dropped when two links fail in the network simultaneously. Theaffic demands we considered, shared-path protection provides
average is computed over all possible two-link failure scenariaggnificant savings in capacity utilization over dedicated-path
The first column indicates the number of connections in the deand shared-link protection schemes, and dedicated-path
mand matrix, and the second, third, and fourth columns indicgieotection provides marginal savings in capacity utilization
the average number of connections that are dropped when wv@r shared-link protection. On the other hand, shared-path
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TABLE IV
CAPACITY UTILIZATION (IN WAVELENGTH LINKS) FOR PATH- AND LINK-
PROTECTION SCHEMES FOR THENETWORK IN FIG. 1,
WITH RANDOM TRAFFIC DEMAND

Number of Connections | No Protection | Dedicated | Shared | Shared .
path path link
10 29 69 63* 86*
15 31 80 66* 89*
20 45 119 95% 120*
25 59 165 136* 192*
30 74 200 168* 229% D
35 84 233 196% | 249%
L]
TABLE V
AVERAGE NUMBER OF CONNECTIONS THAT ARE DROPPEDWHEN TWO
SIMULTANEOUS LINK FAILURES OCCUR FORPATH- AND LINK- PROTECTION .

SCHEMES FOR THENETWORK IN FIG. 1, WITH RANDOM TRAFFIC DEMAND

Number of Connections | Dedicated. | Shared | Shared
path path link
10 0.189 0.221 0.137
15 0.118 0.214 0.142 °
20 0.285 0.417 0.235
25 0.392 0.527 0.333
30 0.57 0.729 0.473
35 0.609 0.815 0.484

protection is a little more susceptible to two-link failures than
dedicated-path and shared-link protection schemes, and ded-
icated-path protection is more susceptible to two-link failures
than shared-link protection.

B. Protection-Switching Time

The time taken from the instant a link fails to the instant the
backup path of a connection traversing the failed link is enabled
is defined to be the protection-switching time for the connec-
tion. In this section, we shall estimate the protection-switching
times for the different protection schemes. We assume that a link
failure is detected by the network nodes adjacent to the link, and
that all network nodes participate in a distributed protocol out- ,
lined below to perform protection switching. We also assume
that the control network is reliable, i.e., does not incur message
losses, and is fully distributed, and we assume that the transmis-
sion time for control messages can be neglected in comparison
to the link propagation delayIn our calculations, we employ
“typical” values for the various parameters, such as the prop-
agation delay, fault-detection time, switch-configuration time,
etc., which, to the best of our knowledge, are representative of
emerging network technologies. (We remark that the values for
some of these terms can change and evolve as various com-
ponent technologies continue to mature.) Several assumptions
were found.

» The message-processing time at a nades 10 us, cor-
responding to the execution of 10000 instructions on a
1-GHz CPU. The queuing delays of control messages at

5Since the size of a control message is expected to be at most a few thousand
bits, and since the transmission rate on a wavelength channel is expected to be at
least a few gigabytes per second, we expect the transmission time for a control
message to be at most a few microseconds. On the other hand, since the length
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a node are assumed to be included in the message-pro-
cessing time.

The propagation delay on each lidkis 400 us, corre-
sponding to a link length of 80 km.

The time to configure, test, and set up an OXC'isSince

we do not have a good estimate®@fat this time, we will
study the impact of’ on the protection-switching time by
allowing it to take on values of 10 ns, 16, 500us, and

10 ms.

The time to detect a link failure i8'. Our estimate o’

is 10 us, which is based on the feedback received from
experts on the subject.

The number of hops from the link soufcto the source
node of the connection is.

In path (link) protectiomn is equal to the number of hops
in the backup route from the source (link-source) node to
the destination (link-destination) node.

Under these assumptions, we outline the protection-switching
procedures for the different schemes as follows.

Dedicated-path protectioriig. 6(a) illustrates the steps
in the protection-switching procedure for dedicated-path
protection. First, the end nodes of the failed link, upon de-
tecting a link failure, sentink-fail messages to the source
node and the destination node of the connection. Then,
the source node sendssatupmessage to the destina-
tion node along the backup route (which is determined
in advance at the time of connection setup). The destina-
tion node, upon receiving the setup message, sends-a
firm message back to the source node, thus completing the
protection-switching procedure. The total time for dedi-
cated-path protection-switching is

F4+nxP+(n+1)xD+2xmxP
+2x (m+1)xD.

We note that the OXCs along the backup path are con-
figured at the time of the connection setup and hence do
not need to be configured during the protection-switching
procedure.

Shared-path protectionFig. 6(b) illustrates the steps in
the protection-switching procedure for shared-path pro-
tection. First, the end nodes of the failed link, upon de-
tecting a link failure, sentink-fail messages to the source
node and the destination node of the connection. Then, the
source node sendssatup messagde the destination node
along the backup route (which is determined in advance at
the time of connection setup) and configures the OXCs at
each intermediate node along the backup path (in shared
protection, at the time of connection setup, wavelengths
are reserved in advance for backup paths but OXCs are not
configured to allow for sharing of backup wavelengths).
The destination node, upon receiving the setup message,
sends aconfirm message back to the source node, thus
completing the protection-switching procedure. The total
time for shared-path protection switching is

F+nx P+(n+1)x D+(m+1)x C+2xmx P
2 x(m+1)xD.

of a typical link in a telecom network can easily be a few tens of kilometers, the®In this work, we use the terms “link source” and “link destination” to refer
link propagation delay is expected to be a few hundred microseconds, or highethe source-end and the destination-end, respectively, of a unidirectional link.



878 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 21, NO. 4, APRIL 2003

» Shared-link protectiorFig. 6(c) illustrates the steps in the TABLE VI

protection-switching procedure for dedicated-link proteCAVERAGE PROTECTION-SWITCHING TIMES IN MILLISECONDS FORDIFFERENT
. First detectin link failure. the link ; f PROTECTION SCHEMES WHEN THERE ARE 30 CONNECTIONS IN THE
tion. First, upon detecting a ailure, the SOUrCe O NeTwoRK AND THE OXC CONFIGURATION TIME IS 10 s, THE ENTRY “-
the failed link sends setupmessage to the link destination  InpicaTes THAT THE CORRESPONDINGPROTECTION SCHEME DID NoT
a|0ng the backup route (Wthh is determined in advance at UTILIZE THE CORRESPONDINGLINK TO ROUTE ANY CONNECTIONS
the time of connection setup) and configures the OXCs at

each intermediate node along the backup path (in shared

Failed link | Dedicated-path I Shared-path | Shared-link '

protection, at the time of connection setup, wavelengths (1,3) 3.73 6.46 2.53
. (1,6) 2.70 5.07 2.25
are reserved in advance for backup paths but OXCs are not a7 333 X 553
configured to allow for sharing of backup wavelengths). a ’11) 3'11 7'09 3'36
The link destination, upon receiving the setup message, (1’13) 4:14 5'95 2'53
sends &onfirmmessage back to the link source, thus com- (2’ 5) 201 2:43 1 7
pleting the protection-switching procedure. The total time (2’7) 168 344 1:7
for shared-link protection switching is (3:1) 25 596 553
F+(m+1)xC+2x (m+1)xD+2xmxP. (3:4) 2.70 - 2.53
(4,3) 3.32 3.44 2.53
The average protection-switching time for a single-link (4,13) 2.99 3.44 2.53
failure is the protection-switching time averaged over all the (5,6) 2.29 6.47 2.53
connections that traverse the failed link, i.e., the expected (5,13) 2.91 4.45 -
time to restore a connection traversing a failed link (or the (6,1) 4.55 6.46 1.7
expected “downtime” for a connection traversing a failed link). (6,2) 4.14 6.71 1.7
The network-wide average protection-switching time is the (6,5) 3.32 5.95 2.53
weighted average of the protection-switching time averaged (6,7) 2.5 2.93 1.7
over all single-link failures, and weighted by the number of (6,8) 5.37 6.21 1.7
connections traversing a failed link. The network-wide average __ (6,15 3.83 6.20 4.19
protection-switching time is indicative of the expected data (7.1) 2.91 4.61 3.36
losses due to a link failure. (7,2) - 2.93 1.7
Table VI shows the average protection-switching times for (7,6) 4.96 5.70 -
all single-link failures for different protection schemes when (7.8) 3.73 - 1.7
there is a random demand of 30 connections in the network, (7,9) 3.56 4.78 3.36
and the OXC configuration time is 1fs. The routing and (8,6) 4.14 546 L7
wavelength assignment for the primary and backup lightpaths 82 i‘gg 2'2? 3137(5
for different protection schemes are performed according to ! : : -
; (9,10) 3.73 3.93 3.36
the ILPs 1-3. Tables VII-X show the network-wide average (10,9) 3.62 546 336
protection-switching times for each of the protection schemes {10 ’11) 352 344 3:36
for random demands, when the OXC configuration times (11’71) 311 105 336
are 10 ns, 1Qus, 500us, and 10 ms, respectively. We note (11,10) 301 6.96 336
that the network-wide average protection-switching time for (12,13) 373 1.95 219
dedicated-path protection-switching remains the same in ~ (13 13) N 4.69 419
Tables VII-X. (13.1) 2.91 5.46 2.53
SummaryWhen the OXC configuration time is low (10 ns), (13,4) 3.73 4.95 2.53
the protection schemes in increasing order of average protec-  (13,5) 3.52 - 2.53
tion-switching times are as follows: a) shared link, b) dedicated (13,12) 5.37 4.44 4.19
path, and c) shared path. When the OXC configuration time is (14,12) 3.11 5.45 4.19
high (10 ms), the protection schemes in increasing order of av-  (14,15) 4.14 4.95 4.19
erage protection-switching times are as follows: a) dedicated (15,6) 4.82 6.3 4.19
path, b) shared link, and c) shared path. (15,14) 4.41 6.70 4.19
The backup paths in shared-link protection tend to have
fewer hops than the backup paths in path protection. Also, in
shared-link protection, the end nodes of the failed link do not NETWORKWIDE AVERA;—QEIR;ETE\(/ZI'II'IONSNITCHING TES I
send messages to the source no.de and destination node of each ™ ;| \SEcoNDS FOR DIFFERENT PROTECTION SCHEMES
connection that traverses the failed link. Therefore, when the WHEN THE OXC CONFIGURATION TIME IS 10 ns

OXC configuration time is low (10 ns) and the propagation

delays of control messages (that establish the backup patr_Connections | Dedicated path | Shared-path | Shared-link
for a connection) dominate the protection-switching time, 10 3.33 4.86 2.85
shared-link protection has a better protection-switching time 15 2.65 3.92 2.84
than the path-protection schemes. However, when the OXC 20 2.92 4.61 2.81
configuration time is high (10 ms), the time required to con- 25 3.32 5.04 2.75
figure OXCs on the backup path in shared-protection schemes 30 3.49 5.02 2.79
dominate their protection-switching times (we note that in 35 3.33 478 281
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TABLE VIII V T/ T/
NETWORK-WIDE AVERAGE PROTECTION-SWITCHING TIMES IN
MILLISECONDS FOR DIFFERENT PROTECTION SCHEMES H O @

WHEN THE OXC CONFIGURATION TIME 1S 10 uuS
Broadcast & Reserve

Connections l Dedicated-path l S’hared—pathT Shared-link

10 3.33 491 2.90 G O O @
15 2.65 3.96 2.88
20 2.92 4.66 2.85 Acknowledge and Configure
25 3.32 5.09 2.80
M N :
30 3.49 5.07 2.83 € O O @
35 3.33 4.83 2.85 Confirm
(a)
TABLE IX V V V
NETWORK-WIDE AVERAGE PROTECTION-SWITCHING TIMES IN
MILLISECONDS FOR DIFFERENT PROTECTION SCHEMES G > O——D

WHEN THE OXC CONFIGURATION TIME IS 500 us Broadcast & Reserve

“Connections I Dedicated-path | Shared-path ] Shared-link |

10 3.33 7.32 5.08 | G 8 S )

15 2.65 5.99 5.05 Confirm and Configure

20 2.92 7.00 5.00

25 3.32 7.64 4.92 (b)

30 ’ 3.49 7.59 4.97

35 3.33 7.16 5.01 Fig. 7. Restoration process.

TABLE X a backup path for a connection, most distributed algorithms uti-

NETWORK-WIDE AVERAGE PROTECTION-SWITCHING TIMES IN lize the three-phase restoration process illustrated in Fig. 7(a):

MILLISECONDS FOR DIFFERENT PROTECTION SCHEMES

1) the source node seeking a backup path sends out broadcast
WHEN THE OXC CONFIGURATION TIME 1S 10 ms

messages on all outgoing links with available capacity; 2)

Connections | Dedicated-path | Shared-path | Shared-link when a broadcast message reaches the destination node, the
10 3.33 53.88 47.34 destination sends an acknowledgment message along the path
15 2.65 45.30 47.14 traversed by the broadcast message, and simultaneously con-

20 2.92 52.29 46.72 figures OXCs along the way; and 3) when the acknowledgment
25 3.32 57.01 46.04 message reaches the source node, it sends a confirm message
30 3.49 56.43 46.45 to the destination, thereby completing the connection setup
35 3.33 5231 46.75 on the backup path. Such control messages are exchanged on

the control network, and the control network is assumed to be
reliable.

dedicated-path protection, the OXCs on the backup paths ar%ve have adapted the three-phase protocol described previ-
preconfigured at the time of connection setup). As a resug

when the OXC configuration time is high, dedicated-pat tuslyfor restoration of failed connections in an optical network.

. . e ; ince each connection on a failed link is on a different wave-
protection has a better protection-switching time than trI]r-_(\an th channel, the restoration process can be performed in par-
shared protection schemes (shared-path and shared-Ilink). 9 . ' P Pep p

allel on different wavelengths, and connections that are broken

due to a link failure do not contend for wavelengths for backup
paths. Our restoration algorithm for discovering a lightpath on a
In this section, we examine dynamic-restoration schemes@tyen wavelength between a node pair is based on a two-phase
protect against link failures. In dynamic-restoration schemd¥ocess illustrated in Fig. 7(b).
the backup path for a connection is not determined in advance atl) The source node of the lightpath sends broadcast mes-
the time of connection setup (like in the protection schemes), but  sages (with each broadcast message having a maximum
itis determined dynamically (from the available spare capacity)  hop limit’) on all outgoing links, and simultaneously re-
upon a failure. We study dynamic restoration algorithms, and  serves the wavelength on them. Intermediate nodes for-
examine their performance and restoration-time requirements.  ward the broadcast message while reserving the wave-
length on outgoing links.
A. Dynamic Restoration 2) When a broadcast message reaches the destination node,
Distributed network restoration protocols have been it sends a Conf'm.‘ message a}long the path Fo the source
researched in the literature [17], [21], [22], [24]. Dis- node. Upon receiving a confirm message, intermediate

tr'bUted'reStorat'pn protocols discover backup paths dym.im"’ln our implementation, we assumed that the maximum hop limit is the di-
cally upon the failure of a network component. In order to findmeter of the graph representing our network topology.

IV. DISTRIBUTED RESTORATIONPROTOCOLS
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nodes configure their OXCs and forward the message. are released. Since sources of different connections are
When the confirm message reaches the source node, a searching for restoration routes on different wavelengths,
lightpath is established between the source and the desti- they do not contend for network resources. kebe the
nation nodes. Wavelengths that were reserved during the  number of hops in the restoration route from the source
broadcast process but were not utilized for the backup  node to the destination node.

path are released by cancel messages that are sent Th@ restoration time for the connection is

node upon a timeogitor upon exceeding the number ofF 4 X P+ (n+1)x D+ (m+1) x C+2xmx P
hops that a broadcast message can traverse. 42 % (m41) x D
X (m X .

B. Link Restoration The link-restoration efficiency is the ratio of the number of
In link restoration, when a links( ) fails, note that each con- connections that are restored after the link failure to the total

nection that traverses the link is on a different wavelength. Nofgmber of connections that traverse the failed link. The net-
s performs a restoration path search for each connection \§ark-wide restoration efficiency is the weighted average of the
the same wavelength that the connection utilizes. The restofak-restoration efficiency, weighted by the number of connec-
tion-path search for all connections can be performed in pdins that traverse a failed link, averaged over all single-link
allel on different wavelengths, utilizing the two-phase restorfgilures. The average restoration time for a single-link failure is
tion process outlined previously. Restoration path searches ¢ restoration time averaged over all the connections that tra-
different connections do not contend for network resource, siné@'se the failed link. The network-wide average restoration time
they are on different wavelengths. When a restoration path féithe weighted average of the restoration time averaged over all
a connection is found, the connection is switched to the restofégle-link failures, and weighted by the number of connections

tion path. Letr be the number of hops in the restoration patfiraversing a failed link.
The restoration time for the connection is We have simulated the path- and link- restoration procedures

on the 16-wavelength network in Fig. 1 to understand their be-
havior. We assume that connections (with uniformly distributed

. source-destination pairs) arrive as a Poisson process and are ac-
C. Path Restoration tive for an exponentially distributed holding time with a mean

The algorithm for path restoration upon a link failure is asf 1 (normalized) unit. We assume fixed-alternate routing with

follows. four alternate routes and first-fit wavelength assigni¢ai].

1) The nodes adjacent to the failed link sefidk-fail In addition, we do not set aside spare wavelengths on any links
messages to all the source and the destination nodedrofidvance. We assume that the network parameters take on the
all connections that traverse the failed link (illustratedlalues as specified in Section IlI-B. In the results shown here,
in Fig. 4). As this message propagates to a source (athg¢ OXC configuration time is assumed to bei<)
to the destination) node of a connection, the wavelengthAfter 100000 connection arrivals, we freeze the network
allocated for that connection may be released for use biate, simulate the failure of each link in the network, and record
other connections. Let be the number of hops from thethe number of restored connections for path and link restora-
source-end node of the failed link to the source node t6n. Table Xl illustrates the restoration performance of path
the connection. and link restoration at a load of 60 Erlangs. The network-wide

2) When a source node of a connection receivéskafail ~restoration efficiencies for path and link restoration were 65%
message, it initiates a restoration-path search on a capd 49%, respectively. The network-wide average restoration
tain set of wavelengths. All of the free wavelengths on tHéme for path and link restoration were 3.55 and 2.78 ms,
failed link may be partitionedinto sets of wavelengths, respectively. Table Xl illustrates the restoration efficiency and
one set for each of the connections that traverses the faite@gtoration time for path and link restoration at different loads.
link, and the source nodes of connections initiate a seardienerally, path restoration has a better restoration efficiency
on its designated set of wavelengths. This partitioning #ian link restoration, and link restoration has a better restora-
wavelengths may be performed by the source-end noflen time compared with path restoratioriPath restoration
of the failed link and can be included in the link-failperforms a search for a backup path on an end-to-end basis
message. This partitioning of wavelengths ensures tt¢he backup path could possibly be on a different wavelength),
different connections that traverse the failed link do nothereas link restoration is constrained to find backup paths
contend for wavelength resources when they search fiound the failed link on the same wavelengths as that of the
backup paths. The restoration-path search is performi@ied connections. As a result, path restoration performs better
on each wavelength in parallel, utilizing the two-phas# finding wavelength-continuous backup paths. The backup
restoration process illustrated in Fig. 7(b). If a restorgaths in link restoration tend to have fewer hops than the backup
tion path is found, the connection is setup on the restor@aths found in path restoration. In addition, in link restoration,
tion path. If more than one restoration path is found forthe end nodes of the failed link do not send messages to the
connection, the first one found is utilized, and the othegource node and destination node of each connection that

traverses the failed link. Therefore, link restoration has a

F+(m+1)xC+2x(m+1)xD+2xmxP.

8In our implementation, we set the value of the timeout to be infinity.

9In our implementation, we assume that the free wavelengths are partitioned®n first-fit wavelength assignment, the lowest numbered wavelength among
equally among all connections that traverse the failed link. the set of free wavelengths on a route is chosen.



RAMAMURTHY et al. SURVIVABLE WDM MESH NETWORKS 881

TABLE Xl
RESTORATION PERFORMANCE OFPATH AND LINK RESTORATION FOR THE16-WAVELENGTH NETWORK IN FIG. 1 WITH A LOAD OF 60 ERLANGS.
RESTORATION TIMES ARE IN MILLISECONDS

Failed | Connections Path restoration Link restoration
link lost
# restored | restoration time | # restored | restoration time
(1,6) 5 5 3.19 5 2.03
(1,7) 1 1 4.19 1 1.7
(1,11) 8 7 4.48 7 3.36
(1,13) . 6 4 3.36 3 2.53
(2,6) 1 0 - 0 -
(2,7) 1 0 - 0 -
(3,1) 5 3 3.36 3 2.53
(4,3) 1 1 3.36 0 -
(4,13) 4 1 3.36 1 2.53
(5,6) 2 2 2.94 1 2.53
(5,13) 5 5 2.98 3 3.08
(6,1) 1 1 3.78 1 1.7
(6,2) 4 3 2.80 2 2.25
(6,5) 4 3 2.53 2 2.53
(6,7) 5 5 2.86 5 1.7
(6,8) 1 1 2.95 0 -
(6,15) 6 4 4.4 3 4.19
(7,1) 2 2 3.78 2 2.11
(7,2) 1 0 - 0 -
(7,6) 5 5 2.78 5 1.7
(7,8) 3 3 3.36 2 2.11
(7,9) 2 1 5.02 1 3.36
(8,6) 1 1 2.53 1 2.53
(9,7) 5 2 2.74 2 3.36
(10,9) 2 1 2.53 1 3.36
(10,11) 1 0 - 0 -
(11,1) 6 1 5.02 1 3.36
(11,10) 4 3 4.60 1 3.36
(12,13) 5 4 3.88 3 4.74
(13,1) 4 3 4.47 3 2.53
(13,4) 8 7 3.65 7 2.76
(13,5) 3 2 3.57 2 3.77
(13,12) 3 1 3.78 0 -
(14,12) 2 1 2.53 1 419
(14,15) 2 1 3.36 0 -
(15,6) 4 2 4.6 1 4.19
(15,14) 5 2 439 1 419
TABLE XII V. CONCLUSION

RESTORATION PERFORMANCE OFPATH AND LINK RESTORATION FOR

THE 16-WAVELENGTH NETWORK IN FiG. 1 Optical networks based on WDM technology can potentially

Toad Path restoration Tink restoration Fransfer several gigabytes per sgcond of d_ata on e.ach fiber link
(Erlangs) | Efficiency (%) | Time (ms) | Bfficiency (%) | Time (ms) in the network. However, the high capacity of a link has the
10 96 3.89 89 2.99 drawback that a link failure can potentially lead to the loss of a
20 87 3.66 (L) 3.12 large amount of data (and revenue). Thus, all such failures must
30 85 3.66 69 2.97 be dealt with quickly and efficiently.
40 73 3.63 59 3.19 . ) . Lo .
50 66 385 a7 204 Thl_s study e_xamlned different approaches to survive link fail-
60 65 355 49 2.78 ures in an optical network. These approaches are based on two

basic survivability paradigms: 1) path protection/restoration,
and 2) link protection/restoration. In path- and link-protection
better restoration time than path restoration. The restoratiscthemes, backup paths and wavelengths are reserved in ad-
efficiency for path and link restoration decreases as the loaance at the time of connection setup. Path- and link-restoration
increases, because there are fewer spare wavelengths avaistiilemes are dynamic schemes in which backup paths are
in the network. discovered (from the spare capacity in the network) upon the
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