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Abstract

Characterization of subsets of data is a re-
curring problem in data mining. We propose
a keyword selection method that can be used
for obtaining characterizations of clusters of
data whenever textual descriptions can be
associated with the data. Several methods
that cluster data sets or form projections of
data provide an order or distance measure of
the clusters. If such an ordering of the clus-
ters exists or can be deduced, the method
utilizes the order to improve the character-
izations. The proposed method may be ap-
plied, for example, to characterizing graph-
ical displays of collections of data ordered
e.g. with the SOM algorithm. The method
is validated using a collection of 10,000 sci-
entific abstracts from the INSPEC database
organized on a WEBSOM document map.

1 Introduction

Graphical displays of collections of data
have in the recent years gained popularity
in data mining. Methods such as the self-
organizing map are used to cluster or or-
ganize large amounts of data onto a map,
which can then be visualized and used in in-
terpretation and exploration of the data col-
lection. Subsequently it has become impor-
tant to develop methods that aid interpre-
tation and facilitate visually guided explo-
ration of such maps or clusterings. If tex-
tual descriptions of the data are available
or if the data itself is textual, the descrip-
tors may be keywords that characterize the
sub-collection of text found in a particular
region. When written on the graphical dis-
play, these words also function as landmarks,
i.e., navigational cues that help in maintain-

ing a sense of location during exploration of
the map.

Somewhat related problems and methods
such as keyword extraction and term weight-
ing have been studied in the field of informa-
tion retrieval (IR). However, there the prob-
lem usually is that of selecting or weighting
terms that describe a single document, and
a typical goal is that of effective retrieval of
relevant documents from a large collection.
In contrast, in landmark selection the ob-
jective is to provide descriptors and visual
cues for a human exploring the collection of
data. Furthermore, instead of describing in-
dividual documents, the goal is to charac-
terize clusters or map areas containing sev-
eral similar documents, and to find optimal
places to be labeled. The novel problem area,
has emerged due to the ability to automat-
ically construct ordered, graphical displays
of large collections of data.

In this article we introduce a keyword
selection method that can be utilized for
suggesting descriptive terms, or labels for
groups of similar documents or clusters of
textual data. The method is especially suit-
able for characterizing maps of data col-
lections organized using the self-organizing
map (SOM) algorithm. The method fo-
cuses on the distributions of words occurring
within the document groups. The method
is validated using a document map that or-
ganizes a collection of scientific abstracts
from the INSPEC database, where human-
assigned lists of descriptive terms are avail-
able to provide a basis for comparison. We
have applied the proposed method for char-
acterizing text document maps constructed
using the WEBSOM method.



1.1 Self-organizing maps

The self-organizing map (SOM) algorithm
(Kohonen, 1982; Kohonen, 1995) is a means
of automatically arranging high-dimensional
statistical data so that alike inputs are in
general mapped close to each other. A self-
organizing map consists of a regular grid
of processing units with associated models
that are capable of representing data. Of-
ten a two-dimensional map grid is used for
the sake of easy visualization. Map units
that lie near each other on the grid are
called neighbors. After constructing a self-
organizing map for a data set, neighboring
map units represent similar kinds of data
items whereas more distant map units rep-
resent, different kinds of data.

1.2 Document maps

Large collections of text documents can
be organized onto document maps using
the WEBSOM method (Honkela et al.,
1996; Kaski et al., 1998; Kohonen et al.,
1999; Lagus et al., 1999). On such maps,
nearby areas contain documents that are
mutually similar in content. The WEBSOM
method utilizes the SOM algorithm to or-
ganize the documents onto a 2-dimensional
map display, which provides the basis for
interactive exploration of the document
collection. The method proposed in this
paper has been applied for automatic
labeling of WEBSOM document maps (see
http://websom.hut.fi/websom/ for some
demonstrations).

2 Methods

2.1 Keywords for clusters

The goodness of a keyword, or of any de-
scriptor, can be described intuitively as fol-
lows:

A good descriptor of a cluster character-
izes some outstanding property of the cluster
in relation to the rest of the collection.

In other words, for a word w to be a good
keyword for a document cluster C', w should
have the following two properties:

1. w should be prominent in C' compared
to other words in C

2. w should be prominent in C' compared

to the occurrence of w in the whole col-
lection.

For the purpose of ranking keywords these
two criteria can be combined into the gen-
eral measure

G(w) = Fd“'”"(w) X F“’”(w), (1)

where the first term, F"5, describes the
word w in relation to other words within
the cluster 5 to be described, whereas the
second term, Fc°! relates the word to the
whole collection. There are naturally a mul-
titude of possible measures that follow this
general form. We will now propose one such
measure.

Let fj(w) denote the number of times
word w occurs in cluster j, i.e. the frequency
of word w in j. Then, let F;(w) denote the
relative frequency of word w, defined as

Fy(w) = J100)_ 2)

> filv)

Note that 0 < Fj(w) < 1 and ), Fj(w) =
1. The effect of this normalization is to dis-
regard the sizes of the clusters, and instead
to measure the relative importance of a word
compared to the other words occurring in
the cluster. The relative frequency Fj(w)
now seems a good candidate for F}C“‘St.

Next, we would like Fj“’” to measure the
relation of the frequency of w in cluster j to
the “background frequency” that describes
how typical the word is in other parts of the
collection. A straightforward measure for
this comparison is Fj(w)/ >, Fi(w). Now
we have both of the components necessary
for our goodness measure:

Ey’CZUSt = Fj(w), and (3)
F}“”” = Fj(w)/ >, Fi(w), (4)

where ¢ and j are cluster indexes. The com-

ponent Fj‘”““ favors words that take up a

large proportion of their cluster, whereas

F}“’” inhibits words that appear in large pro-
portions in other clusters as well.

Now we are ready to define the goodness

GO of a word w appearing in cluster j as

0 N Fj(w)

G (w,j) = Fj(w) S ) (5)

2.2 Keywords for map units

What has been said earlier about keyword
selection for clusters applies also in the case



of selecting keywords for individual SOM
units. Furthermore, since the map units
have an order, i.e., the neighbors of a map
unit are more similar to it than the units
farther away, it may be useful to utilize also
this readily available order information in
the definition of a goodness value.

Moreover, if the word w occurs often in
map unit j, the word is probably relatively
common also in some adjoining area of the
map. However, the frequent appearance of
w close by does not make it a bad keyword
for map unit j. Thus we would like to ex-
clude an area of the map immediately sur-
rounding unit j in the calculation of the “in-
hibitory factor” F}co”(w) and to reformulate
G into a new definition of goodness:

Fj(w)
F; (w) + ZiQA{ Fi(w) ’

where i € A7 if d(j,i) < ry,

G'(w, ) = Fj(w) (6)

and d(j,i) is the distance on map grid be-
tween units i and j. There A7 (see Fig. 1) is
a “neutral map zone” around the unit 5 that
will not participate in any way in determin-
ing the goodness of word w as a keyword for
unit j.

2.3 Keywords for map areas

Due to the neutral zone introduced in
Sec. 2.2 the measure of goodness of a
keyword w for unit 7 does not punish words
in unit j merely for being good descriptors
also for the neighboring units. However,
if we are looking for good descriptors for
larger map areas, as in finding labels for
large portions of the graphical map display,
we would like to reward a word in unit j if
it is a good descriptor of the neighboring
units as well.

The goodness value G' can be re-
expressed in a way that explicitly rewards
several map units within radius rqg for
forming a cluster in terms of word w:

> keai Fr(w)
Gw,j) =Y Fe(w)] =228 (7

keAl Z"&A{ Fiw)

where k € A2 if d(j, k) < o, and
i€ Alifrg <d(j,i) <r,

and d(j, 1) is again the distance on map grid
between units ¢ and j, r; the radius of the

Map unit j

Figure 1: Determining the goodness value
G? for words in map unit j. The shaded
area (A7) is disregarded when calculating
the goodness values for each word in unit

]

“neutral zone”, and 7y the radius of the map
area to be characterized by the keyword (see
Fig. 1). It seems that G? implements our in-
tuitions regarding measuring the goodness
of a keyword as a descriptor for map area
centered at map unit j. The computational
load can be reduced by the following approx-
imation: use G' to pre-select a fixed number
of candidate keywords per map unit (saving
some intermediate results), and then select
final keywords based on calculating G?.

2.4 Labels for graphical map
displays

The labels on a graphical map display serve
several different purposes. An individual
label is a descriptor of the underlying area,
guiding towards interesting information.
Collectively the labels may serve as a sum-
mary of the data collection. Furthermore,
if the map may be viewed using different
resolutions (zooming), the labels function as
landmarks: they help orienting by providing
reference points during transitions across
views having different resolutions.

Usually it is neither possible nor desirable
to label every map unit on the display. Of-
ten there is not enough space on the graph-
ical map display, and even if there were,
cramming the display with masses of words
should not be called visualization.



Therefore, to obtain the final labeling of a
map, we need to place labels on a subset of
the map units so that the resulting labeling
is as good as possible. If the total goodness
of the labeling is defined as sum of the good-
nesses of all labels, there are (1\]\/;) possible
combinations of N labels out of M candi-
dates. Obviously all combinations cannot be
evaluated in most practical situations. For-
tunately, in this type of selection problems
a greedy approach usually produces a near-
optimal approximation.

With WEBSOM document maps that
have several zooming levels, we have used
the following procedure for selecting labels
for each level [, starting with the topmost
level. First, decide for each display level
I the desired labeling density expressed in
terms of minimum distance on map grid be-
tween two labeled units ¢ and j, d;(i,7).
Then, perform the following steps for each
level:

1. Order map units according to G2 of the
best keyword in the unit.

2. Repeat: accept the best word from the
best unit on the map if it is separated
at least by distance d; from all already
accepted labels.

3. When no more labels can be added for
level I, increment .

We have obtained good results by choosing
the radius parameters rq and r; used in cal-
culating G? so that half of the desired label-
ing density, d/2, lies between rq and ry.

3 Experiments

To validate the keyword selection method,
we used a collection of 10,000 scientific ab-
stracts from the INSPEC database. In ad-
dition to the abstract, each document con-
tained a list of keywords pre-assigned to the
document. We used the abstracts for or-
ganizing a document map and for selecting
keywords with the proposed method, and
the lists of manually pre-assigned keywords
to evaluate the performance of our method.

3.1 Construction of document
map

Detailed descriptions of how to construct
document maps can be found in (Kaski

et al., 1998; Kohonen et al., 1999; Lagus
et al., 1999) and therefore only some main
choices are mentioned here. The abstracts
(not including the pre-assigned keyword
lists) were first encoded using Salton’s
vector space model (Salton et al., 1975).
Words were weighted according to how well
they differentiated classes (class-entropy
based weighting).  After encoding, the
document vector dimension was reduced
using random mapping of the vectors. The
resulting vectors were then organized with
the SOM algorithm onto a map of 1,040
units (26 x 40).

3.2 Validation of proposed
method

We wanted to compare the proposed key-
word selection method against term lists
independently assigned to the documents,
to see how similar results our method
would produce. As mentioned earlier, the
abstracts were provided with term lists
(the record fields called "Free terms” and
“Keywords”), which were then used as the
“ground truth” regarding keyword selection.

Since the term lists compiled by humans
did not contain ordering of the terms by rel-
evance, we utilized a standard term weight-
ing method in forming ordered walidation
list of terms for each map unit. More specif-
ically, all the terms provided with the ab-
stracts in map unit j were collected into a
list, and ordered according to the validation
value V;(w):

Vi(w) = fj(w) x IDF(w), (8)

where f;(w) is the number of occurrence of
term w in unit 7, and IDF is inverse doc-
ument frequency, a classical term weighting
approach used in information retrieval sys-
tems (Salton and Buckley, 1987; Church and
Gale, 1995). It is defined as log Niw, with NV
the number of documents in the collection,
and N, the number of documents contain-
ing the term w. Note that the validation
lists were still manually pre-assigned: IDF
was used only in ordering the lists.

Next, we compared for each map unit the
best keywords selected by our method with
the best-ranking terms in the validation list
of the unit. Let the best word produced by
our method be called b; and the validation
list with NV highest-ranked keywords from
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Figure 2: The match rate M7 is the probability that the the best keyword chosen by our method
(G') for a map unit is found in the validation list of length N. The validation list of length N
contains the N terms ranked best from independent, lists of terms provided for the documents
in the map unit. Each curve corresponds to a different radius r; of the “neutral zone”, with the
radius 5 producing the best results. For example, when the validation list length N was 2, and
the radius r; was 5, the probability of a match was 61%. When the validation list consisted of
all the terms provided with the documents in the map unit, the match rate was 95% — 96% for

each of the radiuses.

map unit j be VjN, then a match m_;v for
map unit j was defined by

N_ [ 1 ifbeVN,
mj { 0 otherwise (9)

The average match rate MY was then the
sum of m;-v divided by the number of map
units.

3.3 Validation results

The obtained match rates have been plot-
ted in Fig. 2. The plot shows a considerably
high match rate for the proposed method,
in spite of the fact that the term lists used
for comparison were probably intended for
indexing for document retrieval purposes,
whereas our method is intended for provid-
ing descriptors for document clusters.

Fig. 3 shows the topmost document map
display labeled with the method described

in section 2. Visual inspection and fur-
ther exploration of the map confirm that the
words selected as labels seem to be suitable
descriptors of the respective areas.

4 Conclusions and discus-
sion

We have proposed a method for selecting
descriptor words for ordered clusterings or
maps of textual data. The method can
be used to provide labels or landmarks of
graphical exploration interfaces. The vari-
ant G is a general method for selecting key-
words to characterize clusters of text. The
variants G' and G? improve on G° by utiliz-
ing the ordering of the map. A fast approx-
imation of the proposed method has been
successfully applied for labeling a WEB-
SOM document map of seven million patent
abstracts (Kohonen et al., 1999).
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Figure 3: The top level map view of a
document map that organizes a collection
of 10,000 INSPEC abstracts, labeled with
the proposed labeling method described in
Sec. 2.

So far the proposed method has proved
to be extremely useful with exploration of
text document maps. However, we believe
that the method could provide valuable aid
for interpretation and exploration of large
collections of data in a wide variety of situ-
ations where the data of interest is numeric,
but where some texts can be meaningfully
associated with the data items.
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