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Benjamin Kleinmuntz
University of Illinois at Chicago

This review begins with a discussion of Meehl’s (1957) query regarding when to use one’s head (i.e.,
intuition) instead of the formula (i.e., statistical or mechanical procedure) for clinical prediction. It
then describes the controversy that ensued and analyzes the complexity and contemporary relevance
of the question itself. Going beyond clinical inference, it identifies select cognitive biases and con-
straints that cause decision errors, and proposes remedial correctives. Given that the evidence shows
cognition to be flawed, the article discusses the linear regression, Bayesian, signal detection, and
computer approaches as possible decision aids. Their cost-benefit trade-offs, when used either alone
or as complements to one another, are examined and evaluated. The critique concludes with a note
of cautious optimism regarding the formula’s future role as a decision aid and offers several interim

solutions.

More than three decades ago, an article by Meehl (1957)
asked, “When shall we use our heads instead of the formula?”
He replied that if people have a formula, then they should use
their heads only very, very seldom. Heads in the article’s title
refers to the processing of data clinically, subjectively, or intu-
itively; formula refers to its nonjudgmental, mathematical, sta-
tistical, or mechanical combination.

One purpose of this review is to extend Meehl’s (1957) query
beyond clinical psychology. Accordingly, it draws examples
from medicine, polygraphy, engineering, finance, accounting,
management, game playing, and revenue collection. Another
objective is to explore the complexity of the question itself. This
article addresses six main issues: (a) Cognition is flawed; (b) the
flaws are remediable, given proper training and closer corre-
spondence between intuition and task environments; (c) analyt-
ical reasoning, formulas, or both can improve thinking; (d) for-
mulas can be used as a standard with which to compare cogni-
tion; (e) judgment can be aided when used together with
formulas; and (f) there are cost-benefit trade-offs associated
with using unaided as well as aided intuition.
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Perhaps the most important objective of this critique is to
raise an old issue that is again of contemporary interest. For, as
Einhorn (1988) and Simon (1986) recently observed, increased
access to computers and other decision supports invites new
comparisons of human with machine intelligence. This being
the case, it is timely to assess the pros and cons of using intuition
with and without decision aids. Although this article begins on
a divisive note—whether to use the head or the formula—it con-
cludes by recommending that both be used. By so doing, I aspire
to foster further research aimed at exploring how, when, and
where using the head, the formula, or both will improve deci-
sions.

Before embarking on this inquiry, I simply want to note that
in what follows the terms prediction, forecasting, cognition,
thought, inference, judgment, choice, diagnosis, decision mak-
ing, intuition, reasoning, and problem solving are often used in-
terchangeably, although more careful distinctions have been
made elsewhere (e.g., see Anderson & Reder, 1987; Billings &
Scherer, 1988; Einhorn & Hogarth, 1982; Tversky, Sattah, &
Slovic, 1988). In this article, such distinctions and precision are
unnecessary.

Statistical or Intuitive Judgment
Argument and Some Evidence for Formulas

One of the earliest calls for the scientific study of judgment
came from Meeh!’s (1954) influential book, Clinical Versus Sta-
tistical Prediction. He argued that many judgments are best
made statistically, not intuitively. He reviewed 20 empirical
studies comparing the two prediction modes. Only once was
intuition better than statistics. Meehl (1965) later increased this
box-score tally to 51 studies, of which 33 favored the head; and
17 demonstrated “approximate equality” of the two ap-
proaches (see J. S. Wiggins, 1973, pp. 182~189). Using a some-
what different framework, Sawyer (1966) reviewed 45 studies.
He found none in which clinical prediction excelled.
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This form of scorekeeping, which became an integral part of
the so-called clinical versus statistical prediction controversy,
has all but subsided in intensity over the years, albeit with an
occasional spontaneous recovery (e.g., Dawes, 1976, 1979,
1988; Einhorn, 1986; Goldberg, in press; Holt, 1978, 1986; B.
Kleinmuntz, in press; Meehl, 1986; Sarbin, 1986). An early
study in this debate, that by Goldberg (1965), was particularly
important for the formula side. It provided strong evidence that
in predicting a dichotomous diagnosis, a simple linear compos-
ite of five Minnesota Multiphasic Personality Inventory scales
outperformed the best from among 13 clinicians (for decision
rule alternatives to this formula, see Alexander & Kleinmuntz,
1962; Meehl & Dahlstrom, 1960). Other studies, using various
mechanical modes of information processing, obtained similar
results (e.g., see Dawes, 1971; Goldberg, 1969, 1971; Grebstein,
1963; B. Kleinmuntz, 1963; Sawyer, 1966). Thus, the evidence
seemed clearly to favor the formula’s use in personality assess-
ment.

Counterargument but No Evidence for Heads

One of Meehl’s challengers over the years has been Holt
(1958, 1970, 1978, 1986). He has found Meehl’s analysis of
judgmental deficiency disconcerting. Holt believed that mean-
ingful person assessment must involve subjectivity. Evidently,
the clinician is necessary so as to perceive, integrate, synthesize,
and hence intuit a theory of the person being assessed.

The evidence favoring such intuition, however, has been mea-
ger. For example, the one study that showed the head to be
equally as good as, if not better than, the formula (e.g., Lindzey,
1965; see also Meehl, 1965) was properly criticized for its meth-
odological flaws (e.g., Goldberg, 1968a). Its current status is
that, at best, it can be considered a tie (see Dawes, 1976, 1979,
1988; Wiggins, 1973, p. 185). Holt’s position, therefore, being
devoid of empirical support, is untenable.

In any case, Meehl’s (1957, 1967) view does not differ radi-
cally from Holt’s. He clearly stated that humans excel over for-
mulas in selected predictive tasks. For example, he (1954, p.
24) illustrated this with the case of Professor X, for whom a
prediction equation yields a .90 probability of going to the
movie on a particular night. If Professor X, however, were to
have just broken his leg, then the equation would not hold. The
broken leg exemplifies the importance of special cases.

Writing on the topic recently, Meehl (1986) had this to say
about intuition: “95% of the ordinary decisions made by work-
ing practitioners [in mental health settings] are not comparable
in richness and subtlety to that of a good psychoanalytic hour”
(p. 373). On behalf of the formula, he observed, “When you
check out at a supermarket, you don’t eyeball the heap of pur-
chases and say to the clerk, ‘Well it looks to me as if it’s about
$17.00 worth; what do you think? The clerk adds it up” (p.
372). It seems, then, that Meehl is not the wicked actuary often
portrayed by some on the “clinical” side.

Controversy Fallout: Cognition at Center Stage

These polemics aside, however, Meehl’s (1954, 1957, 1959,
1960, 1965, 1967, 1986) main contribution over the years has

been to place judgment at center stage. He did not deal with it
at a general philosophical level, nor did he provide just another
tool for the statistical side. Rather, he provided a sound ratio-
nale and empirical evidence for the scientific scrutiny of judg-
ment.

This facet of his argument inspired different kinds of studies.
Some laboratories, for instance, became less concerned with the
relative accuracy of the two methods than with what Meehl
(1960) called “‘the cognitive activity of the clinician.” This
shifted the focus onto the inferential process. Hoffman (1960,
1968; see also Wiggins & Hoffman, 1968), for example, pro-
posed linear, configural, and analysis of variance models to de-
scribe judgment. Hoffman did not claim that people actually
combine information mathematically, nor did he claim that
such models outperform humans; instead, he showed the
models’ descriptive and predictive powers. Perhaps more im-
portant, however, Hoffman modeled experts at their best.

Similarly, Hammond (1955) and his associates (e.g., Ham-
mond, Hursch, & Todd, 1964; Hammond & Summers, 1965),
somewhat influenced by Meehl but more so by Brunswik’s
(1952, 1955, 1956) lens model paradigm, also modeled judg-
ment. Hammond and associates showed that the lens model can
approximate one’s weighting of the cues or predictors in a task.
Furthermore, their scheme, with some modification (see Tucker,
1964), demonstrated that the formula captures the optimal or
suboptimal use of available environmental cues. It does so by
specifying the lower and upper limits of judgmental capability,
given the cues of a decision problem. Lens modeling has been
explored in a large variety of clinical and nonclinical contexts
(e.g., Brady & Rappoport, 1973; Brehmer, 1972; Camerer,
1981; Dudycha & Naylor, 1966; Einhorn, Kleinmuntz, &
Kleinmuntz, 1979; Hammond, 1965, 1978; Hammond, Sum-
mers, & Deane, 1973; Slovic & Lichtenstein, 1971; Szucko &
Kleinmuntz, 1981) and is discussed extensively elsewhere (e.g.,
Hammond, Stewart, Brehmer, & Steinmann, 1975).

Thus, the study of judgment and cognition, which was once
a concern only within clinical psychology now extends beyond
that narrow bound. It is evident in such diverse domains as,
for instance, medicine (Blois, 1980; Einhorn, 1972, 1974; B.
Kleinmuntz & Elstein, 1987), polygraphy (B. Kleinmuntz &
Szucko, 1984; Lykken, 1981), security investment (Slovic,
1972), legal adjudication (Hastie, Penrod, & Pennington, 1983;
Saks & Kidd, 1980; Wrightsman, 1987), auditing (R. H. Ash-
ton, Kleinmuntz, Sullivan, & Tomassini, 1989), and manage-
ment (Blattberg & Hoch, in press). More generally, its impor-
tance has been acknowledged in the judgment and decision lit-
erature at large (e.g., Arkes & Hammond, 1986; Edwards & von
Winterfeldt, 1986; Fischhoff, 1987; Hogarth, 1987; Tversky &
Kahneman, 1982). The concern about flawed intuition has also
laid the groundwork for using heads in combination with for-
mulas (Blattberg & Hoch, in press; Einhorn, 1972; Hogarth,
1978; Sawyer, 1966), as I indicate later.

In sum, then, I have now made five observations about judg-
ment: (a) It is flawed, (b) it can be outperformed, (c) it can be
modeled by formulas, (d) it is worthy of further study, and (e)
it may be used in combination with formulas. How it is flawed,
what can be done about it, and where and how it is useful in and
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of itself and in combination with formulas are addressed in the
remainder of this article.

Unaided Judgment

Some time ago, Simon (1955, 1956) introduced the concept
of bounded rationality. This is the idea that cognition is limited
vis a vis the economist’s normative (or rational) model, by
which Simon meant that people do not think rationally because
doing so, he posited, requires excessive cognitive effort. Instead,
they satisfice, that is, they set a criterion acceptance level and
then use a simplifying decision strategy or heuristic to meet that
level. The most important psychological statement and research
on this topic thereafter, according to one source (Jungermann,
1986), have come from Tversky and Kahneman (e.g., 1974).
Their work, along with that of others, found that people do not
judge uncertainty according to the rules of probability and sta-
tistics. This is due, in the main, to their using heuristics that in
turn lead to cognitive biases and limitations, some of which are
discussed next.

Cognitive Suboptimality

A common way to demonstrate cognitive suboptimality in
the laboratory has been to define a judgment or choice task,
determine the optimal response, usually by comparing it with
one obtained by applying a Bayesian model (Slovic & Lich-
tenstein, 1971; see also Edwards, 1968; Phillips & Edwards,
1966), and to observe the extent to which actual behavior devi-
ates from the optimal response. Much of this research focuses
on the limitations and errors of probabilistic thinking and is
pessimistic about cognition. It also contains explanations for,
and possible solutions to, these limitations. I illustrate these is-
sues by arbitrarily discussing four biasing or limiting phenom-
ena (out of a possible dozen or more). More complete reviews
of these can be found in the so-called judgment and decision
literature (e.g., Arkes & Hammond, 1986; R. H. Ashton et al.,
1989; Einhorn & Hogarth, 1981; Hogarth, 1987; Kahneman,
Slovic, & Tversky, 1982; D. N. Kleinmuntz, 1987; Pitz & Sachs,
1984; Slovic, Fischhoff, & Lichtenstein, 1977; Wright, 1985).
The four phenomena are illusory correlation, overconfidence,
relevance of experience, and cognitive overload.

The first of these, uncovered by Chapman and Chapman
(1969), demonstrated how people’s prior expectations of per-
ceived relations bias inferences. Chapman and Chapman taught
naive subjects to associate personality characteristics with hu-
man figure drawing cues. Most subjects indeed learned to see
what they expected to see. The subjects also overestimated the
frequency of the learned cooccurrences. One example is the as-
sociation of large eyes with suspiciousness, an illusory correla-
tion that has also become popular among experienced clinical
psychologists (Chapman & Chapman, 1971; for a critique of
these studies, see Hammond, 1986).

Another biasing phenomenon is overconfidence, which was
identified by Oskamp (1962, 1965) among clinical psycholo-
gists whose confidence, but not necessarily diagnostic accuracy,
increased when provided additional information about psychi-
atric cases. Worse yet, Holsopple and Phelan (1954) earlier re-

ported that the most confident clinicians tend to be the least
accurate (see also Arkes, 1981), a finding that has serious im-
plications for unwary patients.

Generally, overconfidence can be assessed by keeping a box
score of the frequency of predicted outcomes relative to their
actual occurrence. According to Einhorn (1980b), this helps
*“calibrate” human judges by disclosing their forecasting accu-
racy. Unfortunately, very few experts bother to keep tallies of
their performance, perhaps because of sloth, poor record-keep-
ing habits, or, more likely, because they lack awareness of their
past cognitive strategies. Evidence of this lack was found by
Huesmann, Gruder, and Dorst (1987). They demonstrated the
inability of subjects to report hypnotically induced “forbidden”
search strategies in memory. Yet subjects still used this infor-
mation to solve problems. Similarly, Lewicki, Hill, and Bizot
(1988) showed that although unconsciously acquired knowl-
edge can facilitate performance, it cannot always be articulated.
Hence, if people will not tally or cannot explicate their forecast-
ing strategies, they cannot reconstruct them. Nor are recall and
explication necessarily accurate (see Ericsson & Simon, 1980;
Nisbett & Wilson, 1977).

Typical findings are that overconfident people overestimate
how much they know, even about the easiest knowledge tasks.
They are reasonably well calibrated when their announced odds
are low (1:1-3:1), but are less so when their publicized odds
are high. Furthermore, they are well calibrated for sports and
weather forecasting (for a review of the forecasting literature,
see Fischhoff & MacGregor, 1982, 1986; Lichtenstein & Fisch-
hoff, 1977; MacGregor & Slovic, 1986; Murphy & Winkler,
1984; Pitz, 1974; Ronis & Yates, 1987; Yates & Curley, 1985;
see also Fischhoff, Slovic, & Lichtenstein, 1977; Lichtenstein,
Fischhoff, & Phillips, 1977, 1982; and Wright & Ayton, 1986).
Most findings suggest that people tend to be overconfident and
thus poorly calibrated for some events on some occasions but
are well calibrated under certain circumstances and for some
events. Other current research and discussions aimed at sorting
out these events, occasions, and conditions appear in a wide
variety of domains (e.g., Bazerman, 1983; Edwards & von
Winterfeldt, 1986; Saks & Kidd, 1980; Slovic, 1982; Thaler,
1986).

The problem for most people is that overconfidence, as noted
by Einhorn and Hogarth (1978), leads to overweighting of the
importance of occurrences that confirm their hypotheses. This
results in their ignoring or not collecting information that may
be unfavorable to their hypotheses. This, in turn, impedes
learning from environmental feedback, with its deleterious
effect on future predictions (see Einhorn, 1980a; Goldberg,
1968b; see also Einhorn & Hogarth, 1981, and Hammond et
al., 1973).

Regarding the relevance of experience for predictive accu-
racy, research suggests that experience alone may not be impor-
tant (Garb, 1989; Goldberg, 1959, 1968b, 1970; B. Kleinmuntz
& Szucko, 1982, 1984, 1987; Oskamp, 1962, 1965; Szucko &
Kleinmuntz, 1981; Turner, 1966; Watson, 1967). In many deci-
sion settings, inexperienced practitioners, and even naive labo-
ratory subjects, perform as well (or as poorly) as more experi-
enced ones (Goldberg, 1959). These results, according to
Brehmer (1980), are exactly what they should be, given that ex-
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perience alone often yields little feedback information from
which to learn (for an extensive review of the effects of cognitive
feedback on multiple measures of performance, see Balzer,
Doherty, & O’Connor, 1989).

Finally, research that has its roots in the information-pro-
cessing psychology of Newell and Simon (1972) provides addi-
tional evidence suggesting that cognition is bounded. For exam-
ple, studies by Kotovsky, Hayes, and Simon (1985) found that
memory capacity and cognitive processing capability in solving
toy problems (e.g., Tower of Hanoi) are easily overloaded. Cor-
rect problem solution depends on learning to use appropriate
decision rules for the problem at hand, which, in turn, calls
for careful study of the features of complex problems and the
capacities of the information processor.

Cognitive Correctives

The emerging judgment and decision literature is attending
increasingly to debiasing, which is aimed at identifying vari-
ables that contribute to poor judgment. By so doing, the hope
is to control and eliminate systematic bias. Fischhoff (1980,
1982a, 1982b, 1987), for example, divided the putative biasing
culprits as follows: those due to faulty tasks, those due to faulty
judges, or mismatches between judges and tasks.

Regarding biases due to faulty tasks, Fischhoff (1980, 1982a)
noted that experimenters possibly present subjects with unfair
tasks (e.g., subjects did not care about, were confused by, be-
came suspicious of, were unable to express what they knew
about, or were given too many tasks). They also present confus-
ing or carelessly designed tasks that overlook what subjects can
or cannot do. Fischhoff’s solutions are to clarify task instruc-
tions, use better response modes, and ask fewer questions.

Biases that arise because of faulty judges are traceable to the
selection of subjects who are incorrigibly untrainable. This can
be corrected in part by extended training programs with feed-
back. It would be best, however, not to select such subjects.
When neither the task nor the judge is apparently at fault, Fisch-
hoff (1980, 1982a) called for an examination of the person—task
situation. He suggested selecting subjects with domain specific
expertise or restructuring tasks that permit the best use of exist-
ing cognitive skills.

In this context, Nisbett, Krantz, Jepson, and Kunda (1983)
recommended the use of formal training in statistics as a correc-
tive. Their recommendation originates in research showing that
everyday inductive reasoning is roughly equivalent to using for-
mal statistical principles. Similar advice is offered by others in-
terested in having experts avoid common judgmental biases be-
cause once a bias is in place, its influence is difficult to control
(e.g., see also Arkes, 1981; Chapman & Chapman, 1969; Chris-
tensen & Elstein, in press; Fischhoff, 1979; Politser, 1987
Wood, 1978).

From among these debiasing solutions, the easiest to imple-
ment is that of clarifying instructions to subjects. It may also be
the most useful. For example, Svenson (1985) found that,
among undergraduates challenged by complex laboratory judg-
ment tasks designed to elicit their estimates of probable death
risks of persons depicted in eight hypothetical cases, confusion
over task requirements caused risk overestimation. Svenson

also reported that systematic risk overestimation occurred
when they failed to incorporate fully the relevant instructions.
On the other hand, people who understood the task attained
proper approximations of risk, a finding also reported by Dod
(1988) in a study of physicians’ risk preferences.

Hogarth (1981) has taken another approach in this regard.
His contention is that behavioral decision research needs to fo-
cus on continuous prediction occurring in dynamic and com-
plex task environments (see also Hogarth & Makridakis, 1981;
Neisser, 1976). By adopting such a framework, laboratory re-
searchers would more closely approximate real-world decision
making. Using a simulated continuous and dynamic laboratory
task environment, D. N. Kleinmuntz (1985, 1987) and D. N.
Kleinmuntz and Thomas (1987) did indeed demonstrate that
the use of this framework can lead to new insights about deci-
sion making.

Using a different research paradigm, Hammond, Hamm,
Grassia, and Pearson (1987) proposed that there is a time for
pure intuition and a time for quasi-rational and analytical rea-
soning. When to use which depends largely on a problem’s task
characteristics. Accordingly, Hammond et al. devised a cogni-
tive continuum, ranging from intuition at one end to analysis
at the other. They also conceptualized a corresponding range of
task conditions. At the intuitive pole, the tasks require rapid,
unconscious data processing that combines available informa-
tion by simple averaging. It has low reliability but is moderately
accurate. Analysis, the other end of the continuum, is relatively
more slow, conscious, and deliberate, but its reliability and ac-
curacy are higher. It entails aggregating information by using
organizing principles that are more complicated than averag-
ing. Hammond et al. (1987) do not claim that analytical reason-
ing is without error. It can produce extreme error. Nevertheless,
the importance of their schema, which they tested empirically
among a group of highway engineers, is that it permits detailed
analyses of how error arises. They did so by facilitating compar-
isons of intuitive, quasi-rational, and analytical cognition under
several task conditions and by closely adjusting the correspon-
dence between the type of task presented (intuition inducing vs.
analysis inducing) and the cognitive activity selected (intuition
vs. analysis).

To summarize this review so far, I have argued that people
are indeed not as good as they think they are at using their
heads, but that they can be debiased in a variety of ways, can be
formally trained to minimize error, and can be guided to make
better decisions. Moreover, by modifying experimental environ-
ments so as to resemble real-world complex tasks, people’s rea-
soning can be improved. Finally, by means of detailed analyses
of when to use intuition versus more analytical thinking, people
can reduce judgmental error.

Having summed up the discussion in this way, it is also note-
worthy that there are some who argue for the limited generaliz-
ability of laboratory research to real-world decisions (e.g.,
Christensen-Szalanski & Beach, 1984; Christensen-Szalanski &
Bushyhead, 1981; Ebbesen & Konecni, 1975, 1980; Fischhoff,
1987; Funder, 1987). Others, however, have shown that people
can be adaptive even in laboratory settings (e.g., Klayman,
1984, 1988; Klayman & Ha, 1987; Paquette & Kida, 1988;
Payne, Bettman, & Johnson, 1988; Reder, 1987; see also Payne,
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1982). Still others have argued that although people can be stu-
pid in experimental rooms, they function quite adequately in a
cognitively complex world (e.g., Toda, 1962; see also Toda,
1980). The question now, given that rational reasoning is possi-
ble with proper training and under some conditions, is whether
decision aids can improve thinking.

Aided Judgment

So far I have noted that judgment can be outperformed by
simple linear composites of predictors and how decisions can
be modeled by a variety of regression approaches. This section
focuses on three other types of formula. These are, in turn, the
Bayesian, signal detection, and computer approaches.

Bayesian View

An alternative to the algebraic and additive correlational
schemes already encountered is the Bayesian paradigm. It has
its recent roots in Savage’s (1954, 1972) work on statistical deci-
sion theory. Savage was a pioneer in promoting the idea of for-
malizing subjective probability by combining data and beliefs
about the data (see also Edwards, 1954, 1961, 1962, 1971; Ed-
wards, Lindman, & Savage, 1963; Meehl & Rosen, 19535; Slovic
& Lichtenstein, 1971). The Bayesian approach can help opti-
mize predictions under uncertainty. It does so by offering a nor-
mative model of how people should think if they are to think
optimally.

A well-known early example of its use in clinical psychology
grew out of Rosen’s (1954) psychometric efforts and difficulties
at predicting suicide, an infrequent occurrence even among the
psychiatrically hospitalized. Meehl and Rosen (1955), in a sub-
sequent analysis, demonstrated that in predicting such rare
events it is helpful to apply Bayes’s rule. Their analysis showed
that by incorporating appropriate base rates (i.e., prior proba-
bilities), the Bayesian formula improves on unaided intuition.
Moreover, Meehl and Rosen argued that a psychometric device,
to be efficient, must outperform predictions based only on prior
probability data—a seemingly obvious point, but one that is
counterintuitive to practicing clinicians (see also Rorer &
Dawes, 1982, on bootstrapping psychometric base rates and
Grove, 1985, on why this procedure is not cost efficient in boot-
strapping diagnoses).

Decision Analysis

A formal technique that incorporates Bayes’s theorem, deci-
sion analysis, is a more recent and elaborate decision support
procedure. It adds two essential components to conventional
Bayesian thinking (e.g., Edwards, 1971, 1977; Edwards et al.,
1963; Hogarth, 1987, especially pp. 177-203; Howard, 1966;
Keeney, 1982; Keeney & Raiffa, 1976; Raiffa, 1968). Stated
here as questions, these are as follows: (a) What are the conse-
quences of alternative actions? and (b) what are the uncertain-
ties in the environment relevant to the actions and their conse-
quences?

Decision analysis as a decision aid has been applied in a vari-
ety of nonclinical (e.g., Arkes & Hammond, 1986, pp. 4-7; Bell,

Keeney, & Raiffa, 1977; Gardiner & Edwards, 1975; Kaufman
& Thomas, 1977; Keeney, 1982; von Winterfeldt & Edwards,
1986) and clinical disciplines (e.g., Beck, 1986; Beck & Pauker,
1983; Pauker & Kassirer, 1987; Sisson, Schoomaker, & Ross,
1976; for critical and technical reviews, see Hershey & Baron,
1987; Hogarth, 1987, pp. 177-184; Politser, 1981, 1984; Polit-
ser & Fineberg, 1987). Decision analysis is useful because it de-
composes complex problems, thus simplifying them. It often
depicts graphically, in the form of decision trees, the courses of
action open to the decision maker, the probabilities associated
with their outcomes, and their corresponding consequences.
These components are aggregated multiplicatively. Assuming
the technique’s correct application, decision analysis assists in
making better decisions.

A critical assumption in applying this technique, of course,
is that experts’ preferences, beliefs, and likelihood functions are
elicited accurately. Or, as Pitz (1974) reminded readers, “in any
decision analysis, the [subjective] evaluation of uncertainty at
each stage of the decision is critical to the final solution” (p. 41).
The procedure is admittedly not free of subjectivity and, hence,
of error.

According to D. N. Kleinmuntz (1990), it is important to
identify and control such error potential (e.g., Fischhoff, 1980,
1982a; Hogarth, 1975; Lichtenstein et al., 1982; Wallsten &
Budescu, 1983). It is also important to assess the accuracy of
preference elicitation (Farquhar, 1984; Fischhoff, Slovic, &
Lichtenstein, 1980; Hershey, Kunreuther, & Schoemaker,
1982). D. N. Kleinmuntz (1990) listed numerous corrective
procedures that can then be applied to reduce the effects of er-
ror in decision-analytic models. The correctives include (a) us-
ing multiple assessments to check for consistency, (b) perform-
ing sensitivity analyses to modify probabilities and preferences
for specific decisions, and (c) building error theories designed
to predict, explain, and control the cumulative impact of error
on inference and judgment.

Signal Detectability

Signal detection research, also an outgrowth of statistical de-
cision theory, was originally developed to help detect radar sig-
nals in air traffic control systems (e.g., Tanner & Swets, 1954).
The idea was to evaluate observers’ ability to detect simple sen-
sory stimuli embedded in noise. A practical example would be
a situation in which airplane “blips” must be identified on a
radar screen. The signals, in this case, the blips, are observed
against a background of noisy or extraneous echoes. The obser-
vation task is to discriminate between the two classes of events,
signals and noise, a seemingly trivial task.

Decision accuracy, however, depends on the decision criterion
used by observers. The criterion is influenced by cognitive
threshold limitations and by various random and systematic bi-
ases that, in turn, cause deviations from discriminative optimal-
ity. Signal detection theory provides a normative standard with
which to compare the precision of observers with their empiri-
cal performance. The technique can thus be used to improve
detection performance because the comparison yields values
that disclose differences between the inherent detectability of
noisy signals and the ability to detect them. It has been used
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successfully in a wide variety of settings where an individual’s
or a diagnostic system’s predictive accuracy must be evaluated
(e.g., Lopes, 1982; Mowen & Linder, 1979; Swets, 1964, 1986,
1988; Szucko & Kleinmuntz, 1981, 1985).

Information-Processing View

Unlike much of the judgment and decision research discussed
so far, which has its roots in correlational or statistical decision
theory, information-processing psychology views computer
program statements as formalisms to represent intelligent
problem solving. Its goal is to construct by modeling cognition
what McCorduck (1979) called “machines who think.” This
view broadens the definition of formula to include more than
mathematical or statistical approaches as decision support sys-
tems. It probably comes closest to Meeh!’s (1954, p. 38) idea
that computers may someday replace thinking.

The computer’s potential as a surrogate intelligent system,
according to this view, is that its software statements can be
used as elements of psychological theories. The idea of com-
puter thinking received an important impetus from the work of
Newell and Simon (1961, 1972). Over the years, they have ar-
gued and demonstrated (with several generations of informa-
tion-processing languages) that people can articulate their rea-
soning by producing thinking-aloud protocols while solving
problems. Computer thinking, however, has not yet realized its
potential (see Reynolds, 1987, pp. 12-13, for a brief description
of computer uses in psychology and computer science).

Perhaps the most important outgrowth of this view to date
has been to cast the computer into a new and important role.
For example, it has led to artificial intelligence, or Al, and ex-
pert systems research, which offers the possibility of the com-
puter as a decision support. This expert systems use is described
further in the next section on aided and unaided intuition. It
will suffice here to indicate that it shares with other formulas
the possibility of becoming a powerful tool for aiding thinking,
and to note that expert systems are product-directed computer
programs, whereas research in Al, generally, is more theory-
directed (see Schank, 1984, pp. 3238, for a clarification of this
distinction).

To summarize this section on aided judgment, it is apparent
that Bayesian and decision-analysis approaches can offer valu-
able decision supports if they are properly applied. The errors
that arise are often identifiable and therefore controllable. An-
other decision aid, signal detectability, can also help evaluate
and augment judgmental accuracy. Information-processing
psychology, which proposes a descriptive modeling approach to
thinking, can do likewise. It is also important to note that in
applying these formulas, intuitive inputs and monitoring are
essential. Therefore, it seems wise to consider the possibility of
using the best of both approaches: decision support and judg-
ment, as indicated in the following section.

Statistical and Intuitive Judgment

Some years ago, Edwards (1962) and then Sawyer (1966) pro-
posed that experts can contribute to predictive inference by
providing judgments that could be aggregated mechanically.

Following up on this idea, Einhorn (1972) demonstrated that
when expert measurement and the formula are used together,
the combination outperforms either method used alone. For ex-
ample, he studied expert pathologists who predicted cancer sur-
vival. He found that their predictive accuracy was improved by
using their heads as measuring devices and formulas as rules to
combine the measurements.

Similarly, Blattberg and Hoch (in press) have shown thisin a
managerial context. In five different business forecasting situa-
tions, a 50% model plus a 50% manager solution outperformed
either of these decision modes in isolation. Evidently, the im-
provement over unaided judgment was due to the formula’s
capitalizing on both the intuiter’s “special case” insights (i.c., as
in Meehl’s, 1954, broken leg example) and the model’s reliable
combination of this information. A similar result was reported
by Showers and Chakrin (1981) in revenue collection. They
used the formula as a customer credit screen and the head to
provide inputs to their credit evaluation procedures.

Yet another aggregating tack has been reported by Hogarth
(1978). He proposed that the validity of expert judgment is en-
hanced by forming staticized groups (i.e., aggregating the opin-
ions of two or more experts). Thus, he developed an analytical
model that, given certain conditions, yields group validity data
that suggest how many experts should be included in a stati-
cized group. It can also help decide which expert(s) may be
added or deleted in order to attain optimality. This and similar
group models of judgment and problem solving have been
tested in a variety of laboratory and real-world settings and have
been found to be quite efficient at improving decision making
(e.g., A. H. Ashton & Ashton, 1985; R. H. Ashton, 1986; Cle-
men, 1986; Clemen & Winkler, 1985, 1987; Davis, 1969; Hill,
1982; Libby & Blashfield, 1978; Makridakis & Winkler, 1983;
Morris, 1983, 1986; Steiner, 1972; Winkler, 1986; Winkler &
Makridakis, 1983).

Bootstrapping (see Dawes, 1971; Dawes & Corrigan, 1974)
also provides an illustration of the combined use of heads and
formulas. It is the phenomenon whereby a model of the person
or persons outperforms the unaided intuition of the modeled
person or persons. Essentially, its rationale is quite simple. Hu-
mans provide predictor inputs, assigning them their putative
weights and monitoring the directions of the resulting predic-
tions. The formula’s contribution is its consistent decision-rule
application and integration. This head-formula combination
can work well (e.g., Bowman, 1963; Camerer, 1981; Dawes,
1971, 1988; Dawes & Corrigan, 1974; Hammond, 1955;
Hoffman, 1960, 1968; Hogarth, 1978; B. Kleinmuntz, 1963).
But there are problems.

One problem, as Slovic (1972) noted, is that modeling intu-
ition can preserve and reinforce, and perhaps even magnify, ex-
isting cognitive biases. The assumption of bootstrapping, how-
ever, as well as that of most mechanical processing techniques,
is that despite its inclusion of cognitive biases, the prediction
formula invariably outperforms unaided intuition because the
increased reliability attained by the formula outweighs any
effects of bias and intuition (Robin Hogarth, personal commu-
nication, February 19, 1989).

Another problem with bootstrapping is that the judges being
modeled may not be cognitively competent. B. Kleinmuntz and
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Szucko (1987), for example, found this to be the case among
polygraphers thinking aloud while analyzing lie detection pro-
tocols. The difficulty was that the polygraphers were highly falli-
ble. Their predictions were the equivalent of a crapshoot. Even
s0, as Arkes (personal communication, October 6, 1988) has
indicated, the modeling of their reasoning should surpass their
performance so long as they provide judgments with even an
iota of validity. So it did in several earlier studies where it was
shown with lens modeling and signal detection theory how and
why polygraphers do not optimize their predictions with the
information provided them (B. Kleinmuntz & Szucko, 1982,
1984; Szucko & Kleinmuntz, 1981, 1985).

Cognitive inputs are also important when using Bayes’s for-
mula, This is best articulated by such Bayesians as Savage
(1972) and Edwards (1972). For example, Savage advocated the
use of formal inference for medical diagnosis in combination
with the human’s “wonderful abilities to make such informal
diagnoses, for which there is sometimes no formal substitute yet
available—as when we recognize an odor or a face” (p. 134;
emphasis added). In a similar vein, Edwards (1972) stated,
“there are actually two intellectual steps in diagnosis after data
collection is complete. One is the judgment of the meaning of
each individual symptom; the other is the aggregation of the
symptoms to reach a diagnosis” (p. 140-141; see also Berger &
Berry, 1988, and Dawes, 1988, on the importance of human
judges). The italicized statements are intended to emphasize the
importance of subjectivity even in formal procedures.

The entry of computers as decision supports is a relatively
recent phenomenon. This expert systems use of computers is
designed to perform highly specialized knowledge tasks. To-
ward this end, so-called knowledge engineers provide strategies
and information to computers, by eliciting it either from ex-
perts or from textbooks, or both (e.g., Barr & Feigenbaum,
1981; Newell & Simon, 1972; Schank, 1984; Simon, 1979; Wa-
terman, 1986).

Expert systems have been found to be especially useful in
fields with shortages of qualified specialists. Their outperfor-
mance of humans is due to their ability to accumulate, organize,
and codify large quantities of knowledge. Expert systems also
decompose, formulate, and view new problems so that they are
easy to solve. They do so by searching through a set of possible
solutions, finding an efficient or acceptable one, and then modi-
fying and permanently storing the engineered expertise. Once
the knowledge and strategies have been acquired and stored, the
computer becomes a reliable and swift aggregating tool.

Recent examples of specialties in which expert systems have
been constructed as decision supports include analogical prob-
lem solving (Eliot, 1986), outer-space-station operation (Lein-
weber, 1987), legal reasoning (Wiehl, 1989), oncology protocol
management (Shortliffe, 1986, 1987), general medical diagnosis
(Barnett, Cimino, Hupp, & Hoffer, 1987), and emergency room
prediction of myocardial infarction among chest pain patients
(Goldman et al., 1988). Most of these systems use a combina-
tion of the expert’s knowledge and other available information
about how best to solve the problem at hand. Current work in
the area focuses on doing a task analysis, in combination with
the expert, and then designing a system that performs such tasks
well. Edwards (personal communication, March 9, 1989) called

these competent systems to suggest that such task-analysis-
based systems can outperform experts, not just simulate them.

Benefits and Costs of Combining Heads With Formulas

Given the apparent success of diverse formulas, when used
alone or together with intuition, and considering the many pit-
falls of unaided intuition, one may well ask, “Why are we still
using our heads instead of formulas?” The answers to this query
are many, depending on whom one asks.

Deluded Self-Confidence

A partial answer can be found in the example of de Dombal’s
research in internal medicine. Over a period of more than a
dozen years, he and his coworkers (de Dombal, 1984b; de Dom-
bal, Horrocks, & Walensley, 1975; and de Dombal, Leaper,
Stanilaud, McCann, & Horrocks, 1972) developed computer-
based Bayesian diagnostic systems of acute abdominal pain.
These were quite successful in that by 1975, one of the system’s
early versions reached 91% accuracy, outperformed senior clini-
cians (de Dombal et al., 1975), and proved to be largely general-
izable, especially when the prior probabilities were properly ad-
justed to match the local population. Its advantages over un-
aided judgment were clear.

Despite these virtues, however, de Dombal (1984a) did not
recommend the system’s routine use. He expressed reservations
about its first-rate performance, particularly because human
well-being was at risk. In such high-risk situations, he felt, deci-
sion makers should rely on their own, not a computer’s, exper-
tise. This self-confidence in human expertise has been con-
firmed in a laboratory study. Arkes, Dawes, and Christensen
(1986), for example, have shown that the acceptability to users
of adecision aid does not rest on whether it substantially outper-
forms unaided judgment. Rather, it depends on their belief that
they have real expertise in a domain, thus inspiring confidence
in the possibility of beating the odds. That such is the case has
subsequently been demonstrated by de Dombal, who has writ-
ten that he and his group *““showed that throughout the UK doc-
tors’ performance levels were poor and could themselves im-
prove with the aid of a computer-based decision support [and]
a queue formed” (de Dombal, personal communication, March
21, 1989; see also Adams et al., 1986).

Configural Complexities

Another argument often heard in favor of heads over formu-
las, particularly in clinical settings, is that clinical decisions en-
tail integrating complex patterns of symptoms and signs. Pre-
sumably, these are due to their task environments being more
ill-structured than those of game playing (e.g., see Abelson,
1985; Wilkinson, Gimbel, & Koepke, 1982). Meehl (1967)
called these patterns “configurated functions™ that are “‘visual
gestalten [that] can be perceived without the percipient’s know-
ing the underlying formula” (p. 597).

Complexity, however, also characterizes the problems en-
countered in game playing. Yet game-playing computer pro-
grams have been somewhat more successful and have met with
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greater acceptance than clinicians’ computer programs. For ex-
ample, Simon (1979) estimated that a good chess player needs
to know some 1,300 chess piece and position patterns in order
to play well; masters and grandmasters, some 50,000 or more
such configurations. These estimates of the number of patterns
and their complexity seem on a par with those existing in many
cognitive tasks confronting clinicians. Why, then, have comput-
ers not been equally successful among clinical specialists?

Probably because the analogy between clinical information
processing and game playing can be pushed too far. There are
some similarities, but there are many more differences. Com-
pared with the problems encountered in the clinical sciences,
games are well structured and the moves and rules are clearly
defined. Moreover, less is at risk if one loses. Clinical problems,
per contra, are ill-structured. The “opponent™ is nature, which
carries with it more uncertainty and ambiguity than chess and
other games. Also, as noted in the de Dombal example given
earlier, the stakes are high if one loses, thus rendering the com-
parison with chess tenuous. What is needed in clinical settings,
however, to carry the analogy further, is an international grand-
master program, one that beats the odds most of the time. Such
convincing evidence may persuade even the most self-confident
clinicians to abandon the use of unaided intuition.

Costs and Availability of Decision Supports

Yet another reason for not using formulas with or without
intuition is the costs. These can be computed, but not easily.
One way is to compute the added error costs incurred in any of
the three modes (i.e., formula vs. intuition vs. both used to-
gether). The time and effort invested in doing so can be consid-
erable. Few people possess the financial resources or level of
technical and experimental sophistication needed to test the
quality of decision making.

Regarding the error possibilities themselves in using formu-
las, Fischhoff and Beyth-Marom (1983) noted that even Bayes-
ian inference can be error-prone in several ways. First, judg-
mental and other cognitive biases and miscalculations can dis-
rupt its proper application. Second, one can formulate the
wrong hypotheses for particular predictions or actions to be
taken. Third, as already noted earlier, one may err in eliciting
beliefs and values before incorporating these into a decision
analysis. Fourth, prior probabilities or likelihood functions can
be estimated or observed incorrectly, or may be ignored al-
together. Fifth, even if all the foregoing procedures are correct,

one can use the wrong aggregation rule (i.e., averaging instead

of multiplying) or apply the right one incorrectly. An evaluation
of any of these possibilities can be time and labor intensive.
The other costs of using decision aids can occur in deciding
which to use and when and how to use them, assuming one is
available. Even here, people need to exercise good judgment; or,
to phrase this in decision-analysis terms, the decision to use an
aid is a large and difficult choice problem that must itself be
decomposed. Thus, the use of an aid, including the decision to
use one, requires a high degree of technical wherewithal about
the assumptions underlying their proper application. This, too,
can be costly, in terms of both time and money (e.g., see Fisch-
hoff, 1980; Hogarth, 1987, p. 197; D. N. Kleinmuntz, 1987).

All of these cost considerations assume that decision support
systems are readily available and appealing to prospective users,
although most decision makers are unaware of their availability.
When made aware of them, they may not use, or may even op-
pose, their implementation. Clinicians, for instance, or engi-
neers, managers, and others considering the use of decision sup-
ports, are unfamiliar with many of the techniques discussed in
this article. They need to have had contact with the literature
on linear models, decision analysis, signal detection, or expert
systems. Only a very few have. Even if they have read about
these esoteric aids, according to Hogarth (1987, p. 199) “there
are a number of resistances to such quantification.” These re-
sistances may be quite irrational and based on egocentric and
emotional grounds. Moreover, only a few of the knowledgable
users have the time or ability to design experiments to evaluate
the decision support system’s efficacy. This is, again, a difficult
and costly undertaking. The dilemma leaves people no choice
but to use their heads in deciding whether to use any system at
all. In these instances, they usually end up using their heads
instead of formulas.

Thus, in sum, one can see that despite the possible advantages
of using decision supports, their implementation is often
difficult. The difficulty is sometimes monetary, temporal, emo-
tional, or technical. More often it is in the form of the unavail-
ability of the aids and the means for their evaluation. Qutside
consultation, if affordable, may be necessary; but that, too, is
often unavailable.

Summary and Concluding Comments

The answer as to why people still use their heads, flawed as
they may be, instead of formulas, is that for many decisions,
inferences, choices, and problems there are as yet no available
formulas. When formulas are availabie, their evaluation is not
feasible, when used either alone or in combination with intu-
ition. Coming full circle to the recognition that people may have
to use their heads instead of, or together with, formulas while
awaiting new decision support developments, I offer the follow-
ing guidelines. All of these emerge from the review, but were not
previously explicated as such. Meanwhile, the reader may take
comfort in Payne et al’s (1988; Payne, Bettman, & Johnson,
1990) findings, which show that although people’s decisions are
sometimes suboptimal, they can adapt in directions represent-
ing optimal efficiency-accuracy trade-offs:

; .1. People could delineate the types of decisions that do not

/easily lend themselves to intuition. For example, it is counter-

productive to compute and assign optimal weights to cues. Nor
should one attempt to apply decision rules in one’s head. In
these instances, it is advisable to use a calculator or an appropri-
ate aggregating formula. Recall here Meehl’s (1986) advice “not
to eyeball the heap of purchases” (p. 372) at the supermarket
checkout counter; just add it up.

2. Likewise, one could identify the types of decision prob-
lems that are not readily formalized. Meehl (1967), for exam-
ple, noted that these include predictions that are open ended
(i.e., the content of the criterion is created rather than prespeci-
fied) and that deal with special cases. Other types include infer-
ences that require as yet unarticulated decision rules or those
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that necessitate the intuitive development of a theory of the phe-
nomena under observation. There are also judgments that need
to be made or solved quickly if they are to be practical. Add to
these the use of the head when available formulas are as yet
unevaluated or unvalidated and when dealing with special cases
as suggested by Meehl’s (1954) broken leg example.

3. Using Guidelines 1 and 2, one could develop meta-rules
that stipulate when to use the formulas, heads, or a mixture of
both. This calls for familiarization with most available decision
aids, as well as with situations for their use. An example of a
meta-rule might be to use Blattberg and Hoch’s (in press) equal
weighting combination of 50% model and 50% expert. Further
research may show other solutions to be more appropriate for
specific classes of problems. Meanwhile, the 50:50 solution is
appealing, first because it is simple. Second, it overcomes some
of the resistance to decision supports because it provides ex-
perts with the opportunity to continue to participate in deci-
sions. Finally, it has the demonstrated advantage of being in-
variably more accurate than using either formulas or heads
alone.

4. It may be helpful, as well, to differentiate between types of
decisions that involve backward rather than forward reasoning.
Most clinical inference, for example, is characterized by back-
ward reasoning in that diagnosticians often attempt to link ob-
served effects to prior causes. Compared with this form of post
hoc explanation, statistical prediction entails forward reasoning
because it is concerned with forecasting future outcomes, given
observed information. Whereas the former provides decision
makers with many degrees of freedom, statistical reasoning
soon confronts them with discrepancies between predicted and
actual outcomes. Furthermore, clinical and statistical ap-
proaches rest on different assumptions about random error. The
clinical side considers error a nuisance variable. The statistical
approach, per contra, accepts error as inevitable, and in so do-
ing makes less error in prediction in the long run (Einhorn,
1986; see also Einhorn, 1988; Einhorn & Hogarth, 1982, 1986).

5. Regardless of whether backward or forward inferences are
made formally, intuitively, or both, one should record their ac-
curacy during the course of a day, week, month, and so on. This
entails careful documentation of the heuristics or formulas used
for decisions—not an easy assignment. Then what is one to do?
Garb’s (1989) meta-rule is that when such box-score tallying is
not feasible, or when unbiased feedback is unavailable, experts
should use available decision aids rather than intuition.

6. Extreme confidence in one’s predictive accuracy, particu-
larly without the benefit of outcome feedback, should be a red
flag suggesting that, in all likelihood, the predictions are flawed.
A post hoc analysis of these predictions is advisable and may
indeed identify where one has erred.

7. Considering that people tend to seek out confirming data
once they have formulated an idea or hypothesis, researchers
should follow Hogarth’s (1987, p. 118) suggestion to systemati-
cally search for evidence that may disconfirm such a formula-
tion. This is equally true for refuting a model’s accuracy. It must
be subjected to tests of falsifiability. Then and only then can an
idea or a decision support system be refined and strengthened
(G. F. Pitz, personal communication, December 5, 1988).

8. Given that intuition involves complex data processing,

one should recognize that there are four ways to stray (e.g., see
Hogarth, 1987, pp. 4-7): (a) selective perception, perhaps due
to anticipatory biases; (b) imperfect information processing,
possibly resulting from the same biases; (¢) inaccurate calcula-
tions due to cognitive limitations; and (d) incorrect reconstruc-
tions of events because of biases, faulty memory, or both. An
awareness of these possibilities, and the will to ferret them out,
plus the determination to correct them, may lead to better deci-
sions.

9. Because most probabilistic estimates have been shown to
be systematically biased, constructing a rough scale of predict-
ability may be helpful for a new class of events. Kahneman and
Tversky (1979) have suggested that one could then check the
new predictions and their outcomes against records of past ones
for similar events.

10. Because formal decision aids are also error prone, one
could test their before-and-after efficacy. This can be done by
careful prior planning, empirical studies, requesting outside
evaluative consultation, or a combination of all of these.

11. Wherever feasible, if a formula or aggregating rule is
available, its cost efficiency should be tested with and without
its use. If its application to simulated (i.e., Monte Carlo) or real-
world data shows only slight improvement (or none), it should
be discarded.

12. If the formula is an expert system, research might focus
on a design that permits it to recognize its inability to solve
certain decision problems. For, as Newell (cited in Wertheimer,
1985) observed, expert systems are “shallow; they don’t know
what they know and why they know it (p. 29). Moreover, future
research might do well also to teach expert systems to commu-
nicate their inabilities to users and, perhaps, even suggest alter-

’r)ative approaches to the problem at hand.

The guidelines are practical, but they hardly explain why
only a select subset of clinicians and, more generally, experts are
outstanding intuiters. Why is it, for instance, that some clini-
cians earn formidable reputations for their expertise, while oth-
ers with equal training and experience do not? How come
Kasparov, who retained his international grandmaster chess
championship, will in all likelihood, rely on his wits the next
time around? He will probably do so opposite Karpov, not a
computer. The task now, clearly, is to plan research that aids
lesser mortals to become first-rate experts.

Researchers seem to be on the way to reaching that goal. One
measure of this is the increased interest in studying expert-nov-
ice differences (e.g., Charness, 1981; Chi, Feltovitch, & Glaser,
1981; Larkin, McDermott, Simon, & Simon, 1980; Murakami,
1990; Shanteau, 1988). Another is the acceptance of decision
support systems, which seems to be on the rise. One dramatic
instance of the latter can be found in recent newspaper reports
of Carnegie Melion’s Hitech and Deep Thought chess pro-
grams. Each uses heuristics and strategies that borrow liberally
from its creator (Hans Berliner and Feng-Hsiung Hsu, respec-
tively) and can now outwit them as well as some chess grand-
masters. This is an interesting bootstrapping tour de force. It is
also a fine example of how decision aids can work together with
specialists who supply their inputs and monitor their outputs.
Perhaps in the near future, tournament chess players, as well as
other specialists, will show up for work accompanied by their
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decision support assistants. The likelihood of this possibility
will increase as a function of more media exposure to such deci-
sion aids. Then prospective users and researchers as well as the
public at large will be inured to their appearance in hitherto
unusual places. In the interim, however, people will probably
continue to rely more on their heads than on formulas.
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