Systems & Control Letters 62 (2013) 152-162

journal homepage: www.elsevier.com/locate/sysconle

Contents lists available at SciVerse ScienceDirect

Systems & Control Letters

Consensus for multi-agent systems with inherent nonlinear dynamics under

directed topologies

Kaien Liu®”, Guangming Xie **, Wei Ren¢, Long Wang?

2 Center for Systems and Control, College of Engineering and Key Laboratory of Machine Perception (Ministry of Education), Peking University, Beijing 100871, China
b School of Mathematics, Qingdao University, Qingdao, Shandong 266071, China
¢ Department of Electrical Engineering, University of California, Riverside, CA 92521, USA

ARTICLE INFO

Article history:

Received 24 May 2012
Received in revised form
30 September 2012
Accepted 4 November 2012

Keywords:
Consensus problem
Multi-agent systems
Digraphs

Fixed topology
Switching topologies

ABSTRACT

This paper considers the consensus problem for multi-agent systems with inherent nonlinear dynamics
under directed topologies. A variable transformation method is used to convert the consensus problem
to a partial stability problem. Both first-order and second-order systems are investigated under fixed and
switching topologies, respectively. It is assumed that the inherent nonlinear terms satisfy the Lipshitz
condition. Sufficient conditions on the feedback gains are given based on a Lyapunov function method.
For first-order systems under a fixed topology, the consensus is achieved if the feedback gain related
to the agents’ positions is large enough. For first-order systems under switching topologies, the effect
of the minimum dwell time for the switching signal on the consensus achievement is considered. For
second-order systems under a fixed topology, the consensus is achieved if the feedback gains related
to the agents’ positions and velocities, respectively, are both large enough. For second-order systems
under switching topologies, a switching variable transformation is given. Then, the consensus problem
is investigated when all the digraphs are strongly connected and weighted balanced with a common
weighted vector. Finally, numerical simulations are provided to illustrate the effectiveness of the obtained

theoretical results.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

The consensus problem for multi-agent systems has drawn
much attention from researchers in recent years [1,2], due to its
broad range of applications in cooperative control of unmanned
air vehicles, formation control of mobile robots and flocking of
multiple agents. In the study of the consensus problem, the
final convergence state is an important factor. In [3-5], the
consensus problem was investigated for first-order and second-
order systems, respectively, where the agents’ final position
was a constant. In [6], the consensus problem was investigated
for second-order systems with relative damping introduced. It
was proved that using the algorithm with relative damping
introduced the agents’ final position was time-varying while
their final velocity was a constant. Whereas, the scenario for
networks of agents with a time-varying asymptotic velocity
exists ubiquitously in the study of synchronization [7]. Based
on the theory of synchronization, a nonlinear term describing
the intrinsic dynamics of each agent was incorporated in the
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consensus algorithms in [8,9]. The authors defined the generalized
algebraic connectivity for the strongly connected networks and
used the concept to derive sufficient conditions for the consensus
of networks of agents with a time-varying asymptotic velocity. But
the relationship between the generalized algebraic connectivity
and the eigenvalues of the Laplacian matrix was not direct.
The directed graph containing a directed spanning tree had to
be divided into the strongly connected components and the
generalized algebraic connectivity of each strongly connected
components should be calculated to give sufficient conditions
to ensure consensus. This obviously weakens the effectiveness
of the obtained results when the number of the agents was
large and the directed graph was complex. Moreover, the case of
switching topologies was not investigated in [8]. The work of [8]
was extended to the leader-following case via pinning control
in [10]. In [11], the finite-time consensus problem of multi-agent
networks with inherent nonlinear dynamics was considered by
the comparison method. But only the undirected topologies were
considered. Moreover, the convergence time could not be obtained.
In [12], the consensus problem for high-order multi-agent systems
with inherent nonlinear dynamics was investigated. The linear
matrix inequalities were used to give sufficient conditions to
ensure consensus. There, it was also assumed that the topology was
undirected.
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In this paper, partly based on the ideas in [ 13,14], we utilize the
idea of variable transformation to investigate the consensus prob-
lem for multi-agent systems with inherent nonlinear dynamics
under directed topologies. By introducing the star transformation,
the consensus problem is converted to a partial stability problem
for the corresponding systems. Both first-order and second-order
systems are investigated under fixed and switching topologies,
respectively. The inherent nonlinear terms satisfy the Lipshitz
condition is assumed. Sufficient conditions on the feedback gains
are given based on a Lyapunov function method. For first-order
systems under a fixed topology, the consensus is achieved if the
feedback gain related to the agents’ positions is large enough.
For first-order systems under switching topologies, the effect of
the minimum dwell time for the switching signal on the consen-
sus achievement is considered. For second-order systems under a
fixed topology, the consensus is achieved if the feedback gains re-
lated to the agents’ positions and velocities, respectively, are both
large enough. For second-order systems under switching topolo-
gies, we define the switching star transformation. Then, the con-
sensus problem is investigated when all the digraphs are strongly
connected and weighted balanced. Here, the given sufficient con-
ditions are related to the matrices which are associated with the
Laplacian matrices and are defined in the given theorems and the
digraphs do not need to be divided into the strongly connected
components as in [8,9].

The paper is organized as follows. In Section 2, we give some
basic concepts in graph theory. Then, the models are described and
the consensus algorithms are given. In Section 3, the consensus
problem for first-order systems under fixed and switching
topologies, respectively, is investigated. The star transformation
is introduced in this section. The consensus problem for second-
order systems under fixed and switching topologies, respectively,
is investigated in Section 4. The switching star transformation
is defined and analyzed in detail. Numerical simulations and a
conclusion are given in Sections 5 and 6, respectively.

The following notations are used throughout this paper. n =
{1, ..., n}isanindex set. Let I, be the identity matrix of dimension
n1, = [1,...,1" € R, and0, = [0,...,0]" € R™. We
say X > 0 (resp., X < 0) if the matrix X € R™" is positive
definite (resp., negative definite). Given a positive definite matrix
P € R™", we denote A (P) the maximum of the eigenvalues of P
and Ain (P) the minimum of the eigenvalues of P. diag{A+, ..., A,}
defines a diagonal matrix with diagonal elements being A1, . .., A,.
Given w = [w;, ..., w,]T € R, denote the diagonal matrix with
w; being the (i, i) element as diag{w}. ® denotes the Kronecker
product.

2. Preliminaries

In this section, we introduce the graph theory and formulate
the models with inherent nonlinear dynamics and the consensus
algorithms.

2.1. Graph theory

A weighted digraph G = (7, &, A) consists of a node set ¥ = n,
an edge set & € ¥ x ¥, and a weighted adjacency matrix A =
[a;] € R™" satisfying a; > 0if (j, i) € &, while a; = 0, otherwise.
Here, we assume that (i, i) ¢ & and hence a;; = 0 for alli € n. The
set of neighbors of node i is denoted by N; = {j € ¥ : (j, i) € &}.
The Laplacian matrix L = [l;j],xn 0of a weighted digraph G is defined
as l; = Z]';] aj and lj = —ay for i # j. Obviously, L satisfies
L1, = 0. Denote Ly, = 3 (L +L7).

A directed path between two distinct nodes i and j is a
finite ordered sequence of distinct edges of G with the form
(i, kq), (k1, k2), - .., (ki, j). A digraph has a directed spanning tree if
there exists a node called the root such that there exist directed
paths from this node to every other node. A digraph is strongly
connected if there exists a directed path from every node to every
other node. A digraph G is called weighted balanced if there exists
a positive vector w = [wq, ..., w,] € R" satisfying Z};l wiaj =
2}1:1 wja;; for all i € n. Here, the vector w is called a weighted
vector. Note that if w is a weighted vector, so is «¢w, where « €
R.. In the remainder of this paper, without loss of generality, we
assume that )\ w; = 1.

Remark 1. The definition of the weighted balanced digraph will
be used to discuss the consensus problem under switching
strongly connected topologies. There are two important concepts
in the literature to discuss such a problem. One is the balanced
digraph [3], which demands } " ja; = Y, g;foralli € n
The other is the detailed balanced digraph [15], which demands
wia; = wja; with w;, wj > 0 for all i,j € n. Obviously, the
definition of the weighted balanced digraph includes these two
definitions as special cases. Suppose that a strongly connected
digraph G is weighted balanced with the weighted vector w and
L is its Laplacian matrix. It is not hard to see that ' is the left
eigenvector of L associated with the zero eigenvalue. Since the sum
of each row of L is zero, it can be verified that Ly; = Ly with L;
and Ly, respectively, being the algebraic cofactor of (k, i) and (k, j)
elements of L, k,i,j € n. This, together with det(L) = 0, implies
that [Li1, ..., Lin]L = DZ. By Theorem 1 in [3] or Lemma 3.3 in [4],
we know that the rank of L is n — 1. So, all the left eigenvectors of
L associated with the zero eigenvalue form one dimension space.
Then, we have w; = L;;/ ZL L for all i € n since we assume that
Y i, wi = 1for convenience.

The following lemma is needed in the following sections.

Lemma 1 ([16]). For any two real vectors a and b with the same
dimension, we have

2a"b < a"®a+ b @b,

where @ is any positive definite matrix with an appropriate
dimension.

2.2. Models and consensus algorithms

Assume that the multi-agent system under consideration
consists of n agents each of which can be regarded as a node of
the information exchange digraph. Suppose that agenti,i € n, is
modeled by first-order system with inherent nonlinear dynamics
as

X =f(x, t) +u, (1M

where x;, u; € R™ are the position and control input vectors
of agent i, respectively, and f(x;, t) is the inherent nonlinear
dynamics of agent i.

Assume the digraph at time t is G(t). A neighbor-based
consensus algorithm for system (1) is given by

w(®) =k Y a0 —x@®], ien, (2)

JeN;(t)

where k > 0 is the feedback gain, N;(t) is the set of neighbors
of agent i at time ¢, and a;;(t), i,j € n, is the (i, j) element of the
weighted adjacency matrix and denotes the weight on information
link (j, i) at time t. We say that the algorithm (2) asymptotically
solves the consensus problem for the system (1) if

lim (x; —x) =0, Vi,jen.
t—00



154 K. Liu et al. / Systems & Control Letters 62 (2013) 152-162

When agent i, i € n, is modeled by a second-order system, we
have

Xi = Vi,
{i}i =fi, vi, ) +u, (3)
where x;, v;, u; € R™ are the position vector, velocity vector and
control input vector of agent i, respectively, and f (x;, v;, t) is the
inherent nonlinear dynamics of agent i.

For the system (3), we consider two neighbor-based consensus
algorithms as follows:

w(t) = Y @Ol ((0) — x(0)] — Brui(), ien, 4)

JeN;(t)

and

ui(t) = Z a(O)[oa (X () — (1)) + Ba(v;(8) — vi(8))], i€n,
JeN;()

(5)

where o; > 0,8; > 0,i = 1,2, are the feedback gains, N;(t)
and a;(t) are defined the same as those in the algorithm (2). The
consensus for the system (3) using the algorithm (4) or (5) is
achieved if
lim (x; — x;) =0, lim (v; —v;) =0, Vi,jen.
t—00 t—00

For notational simplicity in the following analysis, we only
consider the case m = 1. The analysis is valid for any dimension m
with the difference being that the expression should be rewritten
in terms of the Kronecker product.

3. First-order system

In this section, we analyze the consensus problem for the first-
order system (1). Differently from the existing results without
the inherent nonlinear dynamics, the final state of the agents
will be time-varying. More specifically, the final state depends
on the inherent nonlinear function f (x, t). We need the following
assumption for further discussion.

Assumption 1. The function f(x, t) satisfies the Lipschitz condi-
tion in x with the Lipschitz constant [, i.e.,

[f(x2, ) = f(x1, D] <% —x1], VX1,% € R, Vt > 0.

With the algorithm (2), the system (1) becomes
ki=fa, 0 +k Y ai0lx0) —x(0], ien. (6)
JEN;(t)

Letx = [X1, X2, ..., Xn]". The system (6) can be written as

x=f(x,t) — kL(t)x, (7)

where f(x,t) = [f(x1,t), ..., (%, £)]" and L(t) is the Laplacian
matrix of G(t). To investigate the system (7), we introduce a
variable transformation called star transformation as follows:

y =S8, (8)
where S € R™" is the transformation matrix defined by

1 0 0 --- O

1 -1 0 --- O
S =

1 0 0 --- -1

It is easy to verify that S = S~'. Denote y = [y;,y!]", where
Ye = [y2.....yal". By (8), we have y; = x; and

Ve = [X1 — X2, X1 — X3, ...
Rewriting (7) with respect to y, we have

¥ =Sf(y,t) — kSL()S ™y, 9)

T
X1 — Xl

where f(y, t) = [f (1, 8), f(y1 = ¥2. ), . ... f (1 — ¥, O)]". Define
E=[1,_1 —I,_1]andF = [0,_; —I,_1]". Note that L(t)1, = 0.1t
follows that (9) can be rewritten as the following two subsystems
y1=F1, ) — ki (OFye, (10)
Ve = fe(y, £) — KEL(t)Fye, (11)
where [ (t) is the first row of L(t), f.(y,t) = [f(y1,t) — f(y1 —
Y2, t)a LR 7f(_yla t) _f(_yl — Yn, t)]T'

Remark 2. Actually, we can also use another variable transforma-
tion called line transformation as follows:

z = Tx,

where T € R™" is the transformation matrix defined by

1 0 0 --- 0 O

1 -1 0 --- 0 O
T =

o o o0 --- 1 -1

It is easy to see that the two kinds of transformations are
similar. Actually, they have the same effect on the study of
consensus problem. We will depend on the transformation (8) in
the following.

3.1. First-order system under a fixed topology

In this subsection, we study the case where the digraph is fixed,
i.e, L(t) = L. Note that, for the existence of nonlinear term, the
subsystems (10)and (11) are coupled. We will resort to the concept
of partial stability for which the reader may refer to [17] to analyze
the system (7). We have the following proposition to show the
relationship between the system (7) and the system given by (10)
and (11).

Proposition 1. The consensus is achieved for the system (7) if and
only if the system given by (10) and (11) is asymptotically stable with
respect to ye.

The proof is trivial. So, we omit it. Moreover, in the following
discussion, similar propositions to Proposition 1 also hold for each
part and will not be stated anymore. Now, we establish our first
theorem.

Theorem 1. Suppose the fixed digraph G has a directed spanning tree
and Assumption 1 holds. The algorithm (2) asymptotically solves the
consensus problem for the system (1) if the feedback gain k satisfies
the following condition

— K[(ELF)"P + P(ELF)] + PAmax(P)ln_q + P < 0, (12)

where P € R"Dx(=1 s positive definite with (ELF)"P 4 P(ELF)
being positive definite. To simplify the condition (12), we can choose
P such that (ELF)TP + P(ELF) = I,_;. Then, (12) is equivalent to
lz)hmax(P)In—l +P <kl

Proof. By Proposition 1, we only need to prove that the system
given by (10) and (11) is asymptotically stable with respect to y..
Choose a Lyapunov function candidate as

V(t) = ye (DPye(t).
Differentiating V (t) along the trajectories of (10) and (11) yields
V(t) = —ky! [(ELF)TP 4 P(ELF)ly. + 2y! (t)Pf.(y, t).

Using Lemma 1 with ' = yI(¢t),b = Pf.(y,t),and ® = P,
together with Assumption 1, it follows that

V(t) < —ky [(ELF)"P + P(ELF)1ye + ] (Ve, )Pfo(Ve, £) + YL Pye
< —ky [(ELF)"P + P(ELF)1ye + PAmax (P)YLye + YL Pye.

IA

A
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By (12), we have V(t) < 0 for y. # 0, which implies that the
system given by (10) and (11) is asymptotically stable with respect
to ye.

Next, we verify the feasibility of (12). By Theorem 3.12 in [4],
we know that the algorithm u; = ) ;. @;i(x; — X;) can solve the
consensus problem for the system (1) with no inherent nonlinear
dynamics if and only if the digraph has a directed spanning tree.
Thus, it is not difficult to get that —ELF is Hurwitz stable. The rest
of the proofis trivial and is omitted. O

Remark 3. In Theorem 1, once the consensus is achieved, the final
state of all agents is a very important thing which we are interested
in. From (10), it is easy to see that the final state ast — oo will
satisfy the following dynamics

dx

” fx,0),
That is, the final state as t — oo is time-varying. Moreover, if
the function f (x, t) is linear in x, that is, af (x1, t) + Bf(xz, t) =
f(axq + Bxz, t), we can prove that the final state ast — oo is
related to the initial values of all agents, which is defined as the
X-consensus problem [3]. Specifically, choose pT = [p, ..., pal
satisfying ) [, pi = 1 to be the nonnegative left eigenvector of L
associated with the zero eigenvalue. Using p' to pre-multiply the
system (7), it is easy to get

d n n
I > pxi=f (Zpixis f) : (13)
) p

That is, the weighted sum of the states of all agents satisfies the
dynamics (13). Since lim;_, o, (x;(t) — x;(t)) = 0, Vi, j € n, we see
that the final state as t — oo satisfies the following dynamics with
initial value

dx
. _f(xs t)a

where x € R.

d
x(0) = Y pixi(0).
i=1

3.2. First-order system under switching topologies

In this subsection, we study the case where the digraph is time-
varying. We assume that the digraphs are taken from a finite set
I' ={Gq, ..., Gy}anduseaswitchingsignalo : [0, +00) —> M £
{1, ..., M} to describe which digraph is active at time t. Moreover,
suppose the digraph G, switches att,, r = 0,1,..., withtyg =
0 and remains unchanged during each interval [t;, t;41), T =
0, 1, .... There exists a positive constant T such that t,;; — t; >
T, r=0,1,....Thenumber T can be arbitrarily small and is called
the minimum dwell time for the switching signal o. Let L;, i € M,
denote the Laplacian matrix associated with G;.

We have the following theorem which gives sufficient condi-
tions for the consensus problem of the system (1) under switching
topologies.

Theorem 2. Suppose each of the digraphs contains a directed span-
ning tree and Assumption 1 holds. The algorithm (2) asymptoti-
cally solves the consensus problem for the system (1) under arbitrary
switching signal if the feedback gain k is large enough such that

* k+12X+1 T| <1 (14)
—ex, —= - <1,
PR I Y

where A = maXicy {Amax(P)} and A = miniey {Amin ()} with P;
being a positive definite matrix satisfying (EL;F)"P; + P;(ELF) =
In—la i€ M

Proof. Also, we only need to prove that the system given by (10)
and (11) is asymptotically stable with respect to y.. The proof for
the existence of P;,i € M, is the same as that of P in Theorem 1.
Choose the following Lyapunov function candidate

V() = yg (OP5Ye(0).
Differentiating V (t) along the trajectories of (10) and (11), we have
V(t) = —kyYe + 29, Pofe.

Note that we need to use the right derivative of V(t) at the
switching time to fit for the switching case. By virtue of Lemma 1
witha” = y!, b = P,f,,and & = P,, together with Assumption 1,
we have

V(t) =< _kyz.Ye +.feTPUfE “FYZPUYe =< _kyz-}’e + IZ}Vmax(Pa)y:J’e
T k ZX
+YePoye < —= +1 ; +1)V(©). (15)

Note (14) implies that —% + I% +1 < 0.So, we have V(t) < 0
for y. # 0. Multiplying both sides of the above inequality with

exp [_ (_% + lz% + 1) t], we get that

ko A /
V(t)exp | — —i—f—li—i—] t <0.

Integrating the above inequality from t, to t,.q, with a mild
simplification, we have

k A
V() < V(t)exp |:<—)L + IZX + 1) (tr41 — tr):| .
It follows that

_ r
V(tri1) < AYe (Grs1)Ye(trpr) < TVt

x ko A
SV(t,)Xexp _i—HX—Fl T|. (16)

Because (14) holds, by the stability theory for switched sys-
tems [18], (15) and (16) imply that the asymptotic stability of the
system given by (10) and (11) with respect to y, holds. O

Remark 4. Actually, from the above proof, we can get that all the
agents converge to the final consensus state in the following rate
expressed by

k A
V(t) < V(0)yMexp [(—A + 12X + 1) (t— mT)i| (17)
with y = %exp [(—% + lzi + 1) T] and m = |}] being the
maximum integer no larger than % Note that, in Theorem 2, we
emphasize the effect of the feedback gain k on the consensus
achievement but do not care about how small the minimum dwell
time T is. From (17), it is not hard to see that the convergence
rate shown by V(t) will increase once the minimum dwell time
increases.

Remark 5. Comparing with [9], we focus on the global consensus
of first-order multi-agent systems in this section. For the general
network, we do not require to divide the digraph with a
directed spanning tree into the strongly connected components
to give sufficient conditions for the consensus achievement. This
facilitates the application of the obtained results. The consensus
problem under switching topologies was discussed in Remark 1
of [9] where each of the digraphs was strongly connected. Whereas,
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we study the case that each of the digraphs contains a directed
spanning tree and the minimum dwell time for the switching signal
which can be arbitrarily small exists.

4. Second-order system

In many practical applications, the acceleration rather than the
velocity is controlled. We hence discuss the consensus problem for
agents with second-order dynamics in this section. We will discuss
two kinds of algorithms (4) and (5). Before moving on, we also
assume that the function f in (3) satisfies the Lipschitz condition
in x; and v; as follows:

Assumption 2. There exists a nonnegative constant o such that

|f(X2, U2, t) _f(X1, V1, t)| < pl/z\/(xz
Vxi,vi €Ri=1,2,Vt > 0.

—x1)2 4+ (v2 — V1),

Next, we first convert the consensus problem using the
algorithms (4) and (5), respectively, to a partial stability problem
for the corresponding systems by virtue of the star transformation.

The dynamics for agents described by (3) using the algorithm
(4) can be written as

. 0n><n In

= 18
; [—mm) Bl ] s+ [f(é‘ r)} (18)
where & = [xT,vT]T withx = [x1,...,%,]", v = [v1,..., v,
and f($7 t) = [f(xla U1, t)a ) f(xn’ Un, t)]T- Let y = Sx and
? = Sv, where S is defined after (8). Let y; and v; be, respectively,
the ith component of y and 0. We have

. 0n><n In On
= [—alsL(r)s‘ —ﬁun] "+ [Sf(n,t)]’ (19)
where 5 = [y, 7] and f(n, ©) = [f (1, 1, 00, F (1 — 2. b1 —

627 t)7 e 5f(y1 — Vn, i}l - f)ns t)]T' Deﬁne m = [y19 f)]]T7 Ne =
V2, ..., Y, D2, ..., Dn]T. We can rewrite the system (19) as the
following two subsystems

=| O PR IT A L (20)
= —aih(OF  —pB1 Ter 1 f, 01,0 |

. O(nfl)x(nfl) Infl on 1

fle = [—mEL(t)F —Bis | T e, 0 (21)
where y1 = X1,01 = V1,01 = [Y2,..., ¥, E = [l —

Ii_1], F = [0,—1 —I,_1]7, I; (¢t) is the first row of L(t), and f,(n, t) =
[f(}’l,f)hf) —fOr — Y2, 01 — V2, 0), .. f (Y1, D1, 8) — fOh —
Vn, D1 — Uy, t)]. Also note that the subsystems (20) and (21) are
not completely decoupled.

Next, we consider the system (3) using the algorithm (5). The
dynamics of the closed-loop system can be written as

. 0;1n I 0,
= [_O‘zl(t) —ﬂzL(t):| £+ [f(é, t)] ’ (22)
where £ and f(&, t) are defined the same as those in (18). For

simplicity, we directly give the corresponding subsystems through
the star transformation (8) as

. Jo 1
771—00771

o, o
+[ wrl (OF —azll(t)F] e

0
- [f(w, b0 | (23)
; 0(n—1)x(n— I 0,_
Ne = |:—(O[2%L((t);7) _ﬁzELl(f)F] Ne + I:fe(n’1t)i| i (24)

where the notations are the same as those in (20) and (21).

4.1. Second-order System under a Fixed Topology

In this subsection, we consider the consensus problem for
second-order systems under a fixed topology, i.e., L(t) = L.

Theorem 3. Suppose the fixed digraph G has a directed spanning
tree and Assumption 2 holds. Consensus of the system (3) using the
algorithm (4) is achieved if the feedback gains oy and B satisfy the
following condition

T
- [a?ﬁl('}sﬁf) g(lﬁ(fL_F )1)';] +L® Q2pil,_1 +P) <0,  (25)
where P € R®=V*=V s the positive definite matrix satisfying
P(ELF) 4+ (ELF)'P = I,_1, B1 > 1, and A = Apax(P). To simplify
the choice of «y and B, we can let B = %kal + 1withk > 0
satisfying kP — P(ELF)(ELF)TP > 0. Then, once o is large enough,
the condition (25) will hold.

Proof. First, we see that the positive definite matrix P always
exists since it is easy to see that —ELF is Hurwitz stable under the
assumption that G has a directed spanning tree. Choose a Lyapunov
function candidate as

uP  vP T=
V(t) ne [UP yp] "e é 77eP77e,
where 1, v, y are positive constants satisfying uy > v? to
guarantee that V is positive definite. The values of these three

numbers will be given below. Differentiating V(t) along the
trajectories of the system given by (20) and (21), we have

T
. = [0 1)x(n_1) In—1 0 1)x(n—1) In—1 _
V) =l (P P
® e ( [ —o1ELF —Biln—1 + —oELF —Biln—1 e

0,
2
+2neP [fem, t)]
[ —Olﬂ)ln 1

(u— B1v)P — ony(ELF)TP}

(4 — B1v)P — a1y P(ELF) 2(v = Biy)P
+ 21! diag{vP, yP} EEEZ g] .

To meet our need, we choose = $;v. Meanwhile, for simplicity,
we choose v = y = 1.So0, uy > v? since f; > 1, which implies
that V is positive definite. Then, we get

S o [ 27 P o (ELF)T fe(n, t)
vy = -n. [am(m) 208 — 1)P]”e+2”ed‘ag“’ P }[fe(n,t)]

< —nl[ ailio1 o (ELF) p} .
aP(ELF) 2(B1 — 1)P
+ T]Zdiag{P, P}ne + [feT(rI, t) feT(nv f)] diag{P, P} |:f€(77a t)]
fe(r]s t)
< -n [ @ilr i (ELF)'P ]
¢ latP(ELF)  2(B1 — P

+1; [ ® @phln1 + P)] 7e.
Here, Lemma 1 has been applied by choosing a = 7, and
b = diag{P, P} [f (n, ). f] (n, t)]T to get the first inequality and
Assumption 2 has been used to obtain the second inequality.
Next, we show that the condition (25) is feasible for large
enough o7 and B;. The condition (25) is equivalent to the following
condition

o(n—l)x(n—l)] |: arly—q

[ I a1 (ELF)'P
—P(ELF) In—1 a1 P(ELF)

2(1 — P

T
y In—1 0—1)x(n—1) n In_1 O 1)x(n—1)
_P(ELF) I _P(ELF) I
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T
x [ ® 2pily—1+P)] [_ ,ﬁ}*ElLF) °<”;n>*1("“] <o0.

By direct calculation, the above condition can be simplified as

shown in Eq. (26) which is in Box I.

Obviously, (26) will hold only if o and B¢ are large enough. By
letting 81 = %kou + 1 with k > 0 satisfying kP — P(ELF) (ELF)"P >
0, we can guarantee (25) holds by only changing one parameter.
Now that (25) holds for large «; and 81, then V(t) < 0 for n, # 0.
So, the system given by (20) and (21) is asymptotically stable with
respect to ., which means the consensus of (3) using the algorithm
(4)is achieved. 0O

Next, we consider the consensus problem for the system (3) using
the algorithm (5).

Theorem 4. Suppose the fixed digraph G has a directed spanning
tree and Assumption 2 holds. Consensus of the system (3) using the
algorithm (5) is achieved if the feedback gains oy and B, satisfy the
following conditions

a > 3+ 2p)A, (27)
B, > max {\/az(k—i— 1), A1+ 2,0)} , (28)
and

[0F — 0xhi — (a2 + BAp] X [BF — ez + B2) i

Ar+1

2
—(a2+ﬁ2)ip]—a§,3§< —1) >0, 1<i<n-—1,

(29)

where A;, 1 < i < n — 1, is the eigenvalue of P and A = Amax(P)
with P € R"DX(0=D peing the positive definite matrix satisfying
P(ELF) 4+ (ELF)"P =I,_;.

Denote A = Auin(P). To simplify the calculation for (29), we can
replace (27) and (29) with the following conditions, respectively,

oy > max{(3 + 2p)A, 2+ 4p)A}, (30)
and
[aF — a2k — (@2 + B2)Ap] X [B3 — Qaz + f2)h

_ A 2
— (a2 + B)Apl — a3 B3 (ﬁ - 1) > 0. (31)

If1< % < 2, besides (30), we can replace (28) and (29), respectively,
with the following conditions

ﬂz > max{\/ aZAH X(l + 2p)}7 (32)
and
[aF — a2k — (a2 + B2)Ap] X [B5 — oz + o)k — (o2 + B2)Ap]
X 2
—aip? T 1} >o. (33)

Furthermore, if we let oy = B,, the consensus of the system (3) us-
ing the algorithm (5) is achieved under the following condition

[(20% — 6) — 8p]L 621> — (A + 2pA) (3L + 2p1)
20 —4 (260 — )1 — 4pr

oy > max {2(1 + p)i,
(34)
where 0 > 2(1+ p%).

Proof. As in the proof of Theorem 3, we start with a Lyapunov
function candidate of the form

P vP A Th
V(t) = 77: |:I:P )/P] Ne = nZPne’

where u, v, y are positive constants satisfying uy > v? to
guarantee that V is positive definite. The values of these three
numbers will be given below. Differentiating V(t) along the
trajectories of the system given by (23) and (24), we have

v 15| 0m=1)x@m-1) Iy
v = (P [ —wyELF —B,ELF
T

0—1)x(n—1) In—1 5 75| On-1

+[ —wELF —oELF | D)t 2P f iy )

r <|:—a2vP(ELF)

_ uP — ByvP(ELF)
= M \ | —ap P(ELF)

vP — B,y P(ELF)

|:—oc2vP(ELF) 1P — ,BZUP(ELF)]T>

—azyP(ELF) P — By P(ELF)
+2n, diag{vP, P} [ﬁz 3] '

Welet v = a; and y = f; first. Then

2
. —a3lpq uP —az Bl
V() < T[ 2
Te WP — ozfoln1 200P — B3l_q | ¢
T ayP O0n—1)x(n—1)
e [‘)(n—nx(n—l) B.p |

T T arP O—1yxm—1) | | fe
] |:0(n—1)><(n—1) B2P e

< —3 Iy uP — Olzﬂgfnq .
T | MP =Bl 200P — 514

+ nl diaglaaP, BaP}ne + (a2 + Ba)Apne e

Next, we investigate how to guarantee that V(t) < 0ifn, # 0.
It is equivalent to the positive definiteness of the matrix shown in
Box II. Since P is positive definite, there exists an orthogonal matrix
U such that UTPU = diag{A4, ..., Aa_1} £ A.Using diag{U", UT}
and diag{U, U} to pre- and post-multiply £2, respectively, we get
the similar matrix of £2 as given in Box III:

Then, £2 is positive defgmite is equivalent to all the following
matrices are positive definite

|:Ol§ — ki — (a2 + B)Ap
—uAi + oz

i=1,...,n—1.

—uAi +azf B :|
B2 — oz + Ba)ri — (a2 + Ba)Ap |’

By Vieta’s Theorem, we need to test that

[ — o)i — (aa + B2)Ap]

+[B; — oz + 2)hi — (a2 + B2)Ap] > 0, (35)
[0 — axhi — (@2 + B2)Ap] X [B3 — 202 + B
— (02 + B2)Ap]l — (uhi — a2 B2)* > 0. (36)

It is not difficult to get that (27) and (28) guarantee that (35)
holds.
Next, we analyze how to meet (36). Choosing u© = %2B2 then

17
(36) becomes (29). Noting that —1 < Xﬁl — 1 < 0, it is obvious
that (29) or (36) will hold once «; and S, are large enough. Noting
that we require uy > v? to guarantee V being positive definite
at the beginning of the proof, we have 8, > +/a,(A + 1), which is
shown in (28).
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N A 0(n—1)x(n—1)
O—1yx(n-1) 2(B1 — 1)P — oy P(ELF)(ELF)"P
n 2pAly1 +P —[2pidy—1 + PILELF)'P] _ -0 (26)
—[P(ELF)1[2pAln—1 +P] [P(ELF)1(2pAln—1 + P)[(ELF)"P] + (2pAly_1 + P) '
Box 1.
oL [aﬁln_l — P — (a2 + B2)Aply—1 —uP + azBrlnq B ] _
—uP + a2 Baln Biln—1 — etz + B2)P — (a2 + B2)Apl—
Box II.
|:O[§Inl —ayA — (a2 + Ba)Aplns —uA + o falh—q _ :|
—pA + Bl Bt — Qaz + P2) A — (0 + B)Apla—i
Box III.

Obviously, once n is large, the verification for (29) is boring.
Denote

h(h) = [af — aahi — (o2 + B2)Ap]
x [B5 — 2z + B2)Ai — (a2 + B2)hpl.
We have

W (ki) = =l B3 — oz + Ba)ki — (o2 + B2)Ap]
— (202 + B2) ([0 — a2hi — (a2 + B2)Ap])
—03[20; — (4hi + 30p)] — a2 Balor — (24 + 4Ap)]

— B3 (a2 — Xp).

It is easy to see that i’ (%;) < 0 if oy > 2A; + 4Ap, which means
h(x;) decreases in A;. Note that a%ﬂzz(ﬁ] — 1)? decreases in A; for
0 < A; < A.(31), together with (30), implies that (36) holds.

If1<

f(Ai). Then,

f'O0) =N () = 2pu(phi — a2Ba).

>0

< 2, denote the left polynomial about X; of (36) as

Choosing u = % we have

)\A
0 < phi — a2y = w2ffa (A' — 1) <1

So,f’(A;) < Oifay > 2X;+4Xp, which means that f (1;) decreases
in A;. Then, we only need to show that (33) holds to guarantee that
f(x) > 0forall1 <i<n-—1Since0 < 2 —1 < 1,(33) holds

only if a; and B, are large enough. Also, from py > v?, we have
B2 > azh.

Summarizing the above analysis, we conclude that (27)-(29)
or (28) and (30) and (31) or (30), (32) and (33) guarantee that
V(t) < 0for ne # 0, which means the consensus of the system
(3) using the algorithm (5) is achieved.

When the feedback gains satisfy & = g, we can choose a
Lyapunov function candidate as

op P
V(t) = 77: [P P] Ne-

For simplicity, we directly give the two inequalities corresponding
to(35)and (36), respectively, to guarantee that V(t) < Oforn, # 0
as follows:

(a2 — Ai — 2pA) + (aa — 3 — 2ph) > 0,

i=1,....n—1, (37)
(a2 — Ai — 2pA)(ay — 3h — 2pA) — (OA; — a3)* > O,
i=1,...,n—1. (38)

Obviously, (34) guarantees that (37) holds. Denote the left polyno-
mial about A; of (38) as g();). We have, through simplification,

g'(h) = —4ay + 61 + 8ph — 2002 — )
= (20 — 4ay + 6X; + 8pA — 26%A;,

g’ (M) =6—20% <0 for 6 > /3.

Then, we only need to demand g’(A) = (20 — 4)az + 6A + 8pA —
2021 > 0 to guarantee that g’(x;) > Oforalli = 1,...,n — 1,
which can be guaranteed by (34). By direct calculation, we have
that (38) is equivalent to

[(20 — 4)r; — 4pAlay + (i + 20X)(3A;i + 2p4) — 0242 > 0.

Noting g’(A;) > 0 under (34), it follows that (34) implies that (38)
holdsforalli=1,...,n—1. O

4.2. Second-order system under switching topologies

In this subsection, we consider the consensus problem under
switching topologies using algorithms (4) and (5), respectively.
We also assume that the digraphs G(t) are taken from a finite set
I = {Gy,..., Gy} and use a switching signal o : [0, 4+00) —
M £ {1,..., M} to describe which digraph is active at time t. We
impose a stronger restriction on the switching digraphs, that is,
every digraph G;, i € M, is strongly connected.

To further our discussion, we modify the star transformation (8)
as the switching star transformation, that is, the transformation
is related to the switching signal. Define the switching star
transformation as

Y =SyX (39)
with
Ws1 Wg2 Wg3 Wg(n—1) WDon
1 -1 o - 0 0
S(r = . . . . . . 5
1 0 o - 0 -1
where [wy1, ..., wsn] is the left eigenvector associated with the

zero eigenvalue of the Laplacian matrix L, for a strongly connected
digraph G,. For convenience, we require ZLl wyi = 1. Then, by
direct calculation, we have the following lemma.
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Lemma 2. For the matrix S, defined above, we have

1 W2 W3 tte Won
1 Wo2 — 1 Wy 3 tte Won

Sa—l _ |1 We2 wez3 —1 - Wen , (40)
1 W2 W3 Won — 1

and

S, Tdiag{w,}S, ' = diag{1, S, }, (41)

0 o’
Sde. L Si] = (n—=1) , 42
o diaglws LS, [o(n_l) FTdiag{wa}LgF] (42)

where w, = [wo,, - . -, a)an]T andS, = [S5ijl(n—1)x n—1) is a positive
definite matrix with Spjj = —Ws (i41)Wo (+1) for i > jand S5 =
(1 = W (i41)) Do (i+1), and F = [0 — I,_1]".

By [3], it is not difficult to show that the matrix diag{w}L +
LTdiag{w) has positive eigenvalues except for one simple zero
eigenvalue, where L is the Laplacian matrix associated with
a strongly connected digraph and ' is its nonnegative left
eigenvector associated with the zero eigenvalue. So the following
lemma is direct using the form of (42).

Lemma 3. Suppose that the digraph G is strongly connected and its
Laplacian matrix is L. Then, the matrix FT (diag{w}L + LT diag{w})F
is positive definite, where w' is a nonnegative left eigenvector of L
associated with the zero eigenvalue and F = [0,_; — I,_1]".

Before moving on, we use the switching star transformation
(39) to convert the system (18) to the following two subsystems

N 0 ]
m—[o —ﬂl}er[fm(n,t)_’ w
) = s s 0(n—1)><(n—1) §”_
diag{Ss, So}17e = [_alFTdiag{w(,}LqF —B1Ss e
On—l i
) ’ 44
+[Safe(n,f)_ -

where f1(n,t) = Y, woif (X, vi, t), S, is defined as in (41)
and other notations are the same as the ones in (20) and (21).
We are now ready to establish the theorem which gives sufficient
conditions for the consensus problem of the system (3) under
switching topologies.

Theorem 5. Under Assumption 2, assume that all the digraphs
are strongly connected and weighted balanced with a common
weighted vector w. Then, the consensus of the system (3) using the
algorithm (4) is achieved under arbitrary switching signal if the
feedback gains a1 and B satisfy, foralli € M,

1
o FT (diag{w}L;)symF 5a1FTLdeiag{w}F
- i
§a1FTdiag{w}L,~F (B1 — 1S,
_ 1-
+I2 ® (,Oﬂln—l + Esw) < Os (45)

where B1 > land i = Amax(S,) With S, playing the role of
S, in (41) because o' is the common nonnegative left eigenvector
associated with the zero eigenvalue for all L;, i € M, by Remark 1.
To simplify the choices of «q and By, we can let B; = %kal +1
with k > 0 satisfying kS, — ﬁFTdiag{a)}LiFFTLiTdiag{a)}F > 0,
where pmin = miniEM{A,nin(FT(diag{w}L,-)symF)}. Then, once o is
large enough, the condition (45) will hold.

Proof. We only need to prove the system given by (43) and (44)
is asymptotically stable with respect to n.. Choose a Lyapunov
function candidate as

_ 1 T ﬂ]gw gw
V() = 5 |: 5, §wi| Ne-

Differentiating V (t) along the trajectories of (43) and (44), we
have

1
) . o FT (diag{w}L, )symF 5thTLZ,cnag{a)}F
V() = e 1 _ Ne
imFTdiag{w}LaF (B1 — DS,
1 [Sufe(n. t)
e [swfew,t) '

The rest of the proof is similar to that of Theorem 3. So, we only
concentrate on the feasibility of (45). From Lemma 3, we know that
each F T(diag{a)}Lg)symF is positive definite. To simplify the proof,
we verify a stronger condition

) L
P 2 o1 minln—1 20511: Lodlag{w}F
£ -1y ]
EalFTdiag{w}LoF (B — DS,
_ 1
+L® | pitlh—1 + 55“’ < 0. (46)
In—1 0
Pre- and post-multiplying ¢ with [_ 1 F diag{w)Lo F ,nl] and
Mmin

its transpose, respectively, we get the equivalent condition of (46)
as follows:

a1 minln—1 0(n—1)x(n—1)
— < A s TiT 4
B1— 1S, — 2 F' diag{w]}L, FF' L diag{w}F
m

min

O0—1)x(n—1)

_ 1.
Piln—1 + Esw

+ 1
T q; Iy S
F'diag{w}L,F <,0,u1n_1 + isw) (47)

2.umin

1-
- i1 + =S, ) FTL diag{w}F
T (pun 1+ 5 w> ~diag{w}
1 T 4. _ 1- ToT 4 _ 1-
" F' diag{w}L,F /Oldn—1+£5w F'L diag{w}F + puln,1+55w
Hinin
< 0.

Obviously, (47) will hold only if @y and B; are large enough.
Moreover, by (47), we can let 1 = kay + 1 withk > 0

satisfying kS, — ﬁFTdiag{w}L(,FFTLgdiag{w}F > 0 to simplify
the adjustment of the feedback gains. O

Next, we consider the consensus problem of the system (3)
using algorithm (5) under switching topologies. Also, we use the

switching star transformation (39) to convert the system (22) to
the following two subsystems

i]l = |:8 éi| m + [fo](?'}s t)} s (48)

O0m—1)xn-1) Ss 0
—ayFTdiag{w, JLoF —pBoF diag{w, )L, F | '

0n71
+ [Eafem, r)} ' (49)

Then, we have the following theorem.

diag{gov ga}ﬁe = |:

Theorem 6. Under Assumption 2, assume all the digraphs are
strongly connected and weighted balanced with a common weighted
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vector w. Then, the consensus of the system (3) using the algo-
rithm (5) is achieved under arbitrary switching signal if the feedback
gains o and B, satisfy, foralli € M,

Ol% o) = [05)
7FT(diag{w}Li)symF > 75&) + <* + 1) ﬂpln—l, (50)
B2 B2 B2

and

o)

IBZFT(diag{w}Li)symF > (F + ]> (gw + ﬁpln—l)’ (5])
2

where i = Amax(S,) With S,, playing the role of S, in (41).
Proof. Choose a Lyapunov function candidate as

T, q: T 4: a3 -
arF (diag{w}ls + L, diag{w})F ’B—Sw

V)= g ; Te.

/32 ¢
By the Schur complement theorem V(t) > Oforn, # 0ifand only
if 2coFT (diag{w}L, )symF > 2 S Obviously, (51) implies that this

condition holds. leferentlatmg V(t) along the trajectories of the
system given by (48) and (49), we have

G T
. T —=F (dlag{w}La)symF 0(n71)><(n—1)
V) = - | P2 - w - | e
0(n—1)><(n—1) B2F (dlag{w}L(r)symF_ Esm
(0%
—S, ,t
+77§ |:I32 wfe(n )i|
Swfe(n, t)
@G
. —=F' (diag{w}Ls)symF O0—1)x(n—1)
< =N B2 _ o = Ne
0(n71)><(n—1) BoF (dlag{w}La)symF_ /375(0
2
t
+77e dlag {stvs } Ne + [f f ]dlag{st,S } fe(g t;]
. —ZFT(diag{a)}L,,)SymF 0(n—1)x(n—1)
< =N Ba _ o = Ne
0(n71)><(n—1) BoF (dlag{w}La)symF_ st
2
Q- a3 _
. st + <F + 1> npl—q 0(n71)><(n—1)
+ ne 2 2

_ o B Ne-
O—1)x(n—1) Sw + <* + 1> ol
B2
By (50) and (51), we have V(t) < 0 for n, # 0. Hence the system
given by (48) and (49) is asymptotically stable with respect to 7,
which means that the consensus of (3) using (5) is achieved. O

Remark 6. In this subsection, we do not require the minimum
dwell time for the switching signal as in Section 3.2 since we
can no longer choose a Lyapunov function which is not related
to the feedback gains as in the proof of Theorem 2 when the
minimum dwell time for the switching signals exists. With our
approach, when all the digraphs are strongly connected and
weighted balanced with a common weighted vector, we have given
the sufficient conditions to ensure consensus for second order
systems with no constraints at the switching instants. It will be
meaningful to study the general case when each digraph contains
a directed spanning tree. We expect that the average dwell time
theory for the stability of the switched systems in [19] might be
useful to investigate such a case and it will be our future direction.

Remark 7. In [8], sufficient conditions to ensure consensus for
second-order systems under a fixed topology were given by virtue

of a concept of the generalized algebraic connectivity which was
defined to the strongly connected digraph and the general digraph
needed to be divided into the strongly connected components. Our
results utilize the Laplacian matrix of the digraph directly and can
be applied more easily. Moreover, we investigate the consensus
problem for second-order systems under switching topologies.

5. Simulations

In this section, we give some numerical simulations to
demonstrate the effectiveness of the theoretical results. The
considered system consists of four agents. Fig. 1 shows three
digraphs G; — G3 each of which contains a directed spanning tree.
For simplicity, assume all the adjacency matrices of G; — G3 have
0 or 1 elements. Fig. 2 shows three digraphs G4 — Gg each of which
is strongly connected with the weights shown beside the edges.

Example 1. Consider the consensus of (1) under the topologies
represented by G; — Gs. The inherent nonlinear dynamics is given
as f(x,t) = xsin(t). By Theorem 1, when the feedback gain
k > 1.3954, the algorithm (2) asymptotically solves the consensus
problem for (1) under the fixed topology G;. Fig. 3(a) shows the
states of the closed-loop system with k = 1.4. By Theorem 2, when
the feedback gain k > 4.6398, the algorithm (2) asymptotically
solves the consensus problem for (1) under switching topologies
with the minimum dwell time T = 1 for the switching signal.
Fig. 3(b) shows the states of the closed-loop system with the
feedback gain k = 4.7 and the common dwell time T = 1 for
the switching signal. Note that the final state can no longer be
determined in advance because of the switching topologies.

Example 2. Consider the consensus of (3) under the fixed topology
represented by G,. For the algorithm (4), we consider the system
with the inherent nonlinear dynamics f (x, v, t) = x + sin(v). For
simplicity, we let the feedback gains satisfy g, = %kal + 1 with
k > 0. From Theorem 3, when a1 > 2.799 together with k = 1.4,
the algorithm (4) asymptotically solves the consensus problem for
the system (3). Fig. 4 shows the states when «; = 2.9. Note that
because of the existence of the inherent nonlinear dynamics, the
velocities do not tend to zero, which is different from the case
where there is no inherent nonlinear dynamics. For the algorithm
(5), we consider the system with the inherent nonlinear dynamics
f(x,v,t) = —x + wvsin(t). From Theorem 4, we can get that
ay = B > 13.4654 ensures consensus. Fig. 5 shows the states
of the system (3) using the algorithm (5) with the feedback gains
Oy = ,32 = 13.5.

Example 3. Consider the consensus of (3) using the algorithm (5)
under switching topologies represented by G4 — Gg. For simplicity,
we also let o = fB,. By direct calculation, we have that all the
dlgraphs are welghted balanced with the weighted vector ® =
[f f 7o f] When a; = B, > 1.5247, the algonthm

(5) asymptotically solves the consensus problem for (3) under
switching topologies. Fig. 6 shows the states when the inherent
nonlinear dynamics is f (x, v, t) = %(sin(x) — cos(v)) and oy =

B =3.
6. Conclusion

The consensus problem for multi-agent systems with in-
herent nonlinear dynamics under directed topologies has been
investigated. We have introduced a kind of variable transforma-
tion, i.e., star transformation, to convert the consensus problem to
a corresponding partial stability problem. By avoiding to use the
concept of the generalized algebraic connectivity for the strongly
connected digraph introduced in the existing work, we have given
the results which are more effective when the number of the agents
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Fig. 1. Three digraphs G; — G3 each of which contains a directed spanning tree.
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Fig. 3. States of system (1) using the algorithm (2) under G; and G; — Gs, respectively.
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Fig. 4. States of (3) using the algorithm (4) under the fixed topology Gj4.
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Fig. 5. States of (3) using the algorithm (5) under the fixed topology G,.

islarge and the directed graph is complex. The final consensus state
is time-varying. Specifically, it is related to the inherent nonlin-
ear term. So, we can also design the nonlinear term for the pur-
pose of application. In our future work, we will study the consensus

problem for the multi-agent systems with communication delays.
In addition, we will investigate more general switching topologies
(e.g., each digraph containing a spanning tree) for second-order
systems.
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Fig. 6. States of (3) using the algorithm (5) under switching topologies G4 — Gg.
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